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ABSTRACT OF THE DISSERTATION 

Hippocampal neuron ensemble activities in wildtype and Alzheimer’s disease mice 

by 

Lujia Chen 

Doctor of Philosophy in Biomedical Engineering 

University of California, Irvine, 2023 

Professor Xiangmin Xu, Chair 

 

The hippocampal CA1 subregion is critical for processing spatial and episodic memories. As the 

principal cell type, CA1 pyramidal neurons have been found to represent variables that are 

essential for spatial navigation and elements in episodic memory. At the same time, multiple CA1 

pyramidal neurons can display synchronized activations, which can represent complex memory 

elements that individual neurons cannot process. An important question to date is how the co-

activated CA1 pyramidal neurons are spatially organized in anatomical space. Existing research 

on this question had provided contradictory results, and were all subjected to limitations, for 

example, the limited anatomical resolution for the electrophysiological-based studies, and the 

limited behavior for the two-photon based studies. Another question is how the organized co-

activations of CA1 pyramidal neurons are affected by Alzheimer’s disease (AD). Existing studies 

have revealed that AD can induce aberrant activation pattern in individual pyramidal neurons, and 

has negative impact on the circuit connectivity, but no study have investigated AD’s potential 

influence on the anatomical organizations of the co-activating neuron subgroups. Here I utilized a 

novel imaging technique, the head-mounted miniature microscope (Miniscope), to investigate the 

ensemble activities of CA1 pyramidal neurons with the limitations above largely addressed. In 

Chapter 1, I used Miniscope to record neural ensemble activities in mouse hippocampal CA1 and 

identified sub-populations of excitatory neurons that co-active across the same second-long period 
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of time while also clustered in anatomical space.  This kind of organization vary in membership 

and activity dynamics with respect to movement in different environments, and appear during 

immobility in the dark, suggesting internal mechanisms that guide their formation.  In Chapter 2, 

I used Miniscope to investigate the populational CA1 neural activities in both wildtype and 3xTg 

AD mice, an Alzheimer’s disease model mouse type contains three mutations associated with 

familial Alzheimer's disease. I identified hyperactivations among the CA1 pyramidal neuron 

populations in AD mice at different ages in open field exploration, as well as impaired spatial 

representation illustrated by lower spatial information score and higher sparsity.  Having 

established Miniscope’s ability to identify anatomical organization of co-activated CA1 pyramidal 

neurons, and to reveal the difference of their firing profile between control and AD genotypes, I 

examined the discovered temporal-anatomical pyramidal neuron clusters to both wildtype (WT) 

and 5xFAD mice under different ages. I found the clusters existed in both genotypes and no 

difference was noted for intra-cluster pairwise correlation and anatomical cluster size. When 

examining the cluster-level ensemble representation of the environment, young AD mice show a 

lower level of specificity between the labelling of different clusters, but no differences were noted 

between WT and AD for other age groups. Both WT and AD displayed elevated cluster 

dissimilarity between linear tracks with 90-degree direction difference, but only at 8~10-month 

age. Finally, the segregation level of the anatomical clusters, measured by the mosaic level metric, 

displayed significant negative correlation with the averaged pairwise correlation strength in young 

and mid WT mice, as well as young AD mice, but showed no significant relationship with the 

correlation of spatial rate maps. Together, the thesis describes a previously under studied 

organization of CA1 pyramidal neurons and performs preliminary investigation of how this 
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organization behaves under AD conditions. The results should contribute to our understanding of 

CA1 neural organizations that support the region’s memory processing function. 
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INTRODUCTION 

Hippocampal CA1 serves as the major output area of the hippocampal formation, and plays 

an important role in spatial navigation (O'Keefe & Dostrovsky, 1971; Skaggs et al., 1996) and 

episodic memory (Knierim et al., 2006; Wallenstein et al., 1998). Pyramidal neurons constitute the 

principal cell population in the area, who acquired their name from their remarkable dendrite-axon 

polarity. The somas of pyramidal neurons are tightly packed and form up the pyramidal cell layer, 

and their basal dendrites are located in the stratum oriens layer, while apical dendrites are located 

in stratum lacunosum-moleculare, which constitutes a clear laminar architecture (Amaral & Witter, 

1989). CA1 pyramidal neurons receive major extrinsic input from hippocampal CA3 (Amaral & 

Witter, 1989) and layer 3 entorhinal cortex (Steward & Scoville, 1976). At the same time, they 

have bi-directional connectivity with the subiculum complex (Sun et al., 2019) and amygdala 

(Fanselow & Dong, 2010; Witter & Amaral, 1991), and provide output to entorhinal cortex layer 

5 (Amaral & Witter, 1989; Anderson et al., 2014), retrosplenial cortex, anterior cingulated cortex, 

lateral septal nucleus, olfactory cortex, thalamus, and medial prefrontal cortex (Fanselow & Dong, 

2010; Wirt & Hyman, 2017). Intrinsically, GABAergic interneurons have vast connection with 

pyramidal neuron subpopulations and provide inhibitory regulation to their activation patterns 

(Kullmann, 2011; Pelkey et al., 2017). Recent reports indicate that pairs of pyramidal neurons 

could have a higher-than-expect level of direct connectivity (Geiller et al., 2022; Yang et al., 2014).  

Functionally, individual CA1 pyramidal neurons can represent various cognitive variables 

like location (O'Keefe & Dostrovsky, 1971), head direction (Leutgeb et al., 2000), and reward 

(Gauthier & Tank, 2018). At the same time, ensembles of CA1 pyramidal neurons can display co-

activation in a short time window (Buzsáki, 2010; Harris et al., 2003). A typical example is the 

replay phenomenon, in which CA1 pyramidal neurons fire sequentially during sleep or immobile 
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period (Davidson et al., 2009; Pavlides & Winson, 1989; Skaggs & McNaughton, 1996; Wilson 

& McNaughton, 1994). Decoding analysis has revealed that replays largely represent the 

trajectories animals have taken during recent experiments, which are episodic memories that 

individual place cells cannot represent (Davidson et al., 2009; Knierim, 2009). Meanwhile, co-

activated CA1 pyramidal neurons can also represent non-spatial content. For example, in a cue-

combination task in which animals must memorize a specific sequence of sounds and odors to get 

the reward, pyramidal neuron populations are reported to possess subpopulations with strong co-

activation at different types of cues that lead to the reward. However, when cues not-relevant to 

reward are presented, the co-activations do not appear (Terada et al., 2017). At the same time, 

during the fear conditioning task, ventral CA1 shock-responsive pyramidal neurons can display 

correlated firing with groups of non-shock-responsive neurons, and their correlation strength is 

proportional to the fear memory retrieval efficiency (Jimenez et al., 2020).  

The collective, coordinated activation of CA1 pyramidal cells (Buzsáki, 2010; Harris et al., 

2003) have been hypothesized to be the  “cell assemblies” proposed by Hebb in 1940s (Hebb, 

1949), which are groups of interconnected neurons that can support complex cognitive process 

(Buzsáki, 2010; Sejnowski & Churchland, 1992). However, although the assembly model 

illustrated a potential circuit-level mechanism, till now the actual circuit basis that guides the 

ensemble activations in CA1 is still not fully understood. An unresolved question in the direction 

is whether CA1 pyramidal cells displaying co-activations are distributed uniformly, or exhibiting 

clustered distributions, in anatomical space. Existing studies on the question have generated 

contradictory results. Via electrophysiology recording, Hampson et al. 1999 reported  CA1 cells 

that represent different reward locations occupy different anatomical locations (Hampson et al., 

1999). Redish et al. 2001, however, reported no obvious anatomical patterns for CA1 place cells 
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(Redish et al., 2001). Later, using 2-photon calcium imaging and VR linear track, Dombeck et al. 

2010 reported similar conclusion to Redish et al. research with examining place cells, although 

when including all the neurons under the field of view, a significant negative trend between neuron 

pairwise correlation and pairwise distance appeared (Dombeck et al., 2010). Meanwhile, also with 

2-photon imaging, Modi et al. 2014 reported anatomically clustered CA1 pyramidal cells 

displaying correlated firing after a trace-blink task(Modi et al., 2014). One potential reason for 

these mixed results could be the limitations/differences of the recording technology used in each 

experiment. Electrophysiology recordings have limited anatomical resolution. 2-photon calcium 

imaging is able to simultaneously record calcium transients and individual neurons’ anatomical 

profile with high precision, but in Dombeck et al.’s study, the virtual reality setting, as well as the 

limited field of view, may have limited the number of neurons they can examine, thus the full 

profile of CA1 pyramidal cell’s distribution is not achieved (Wirtshafter & Disterhoft, 2022). 

Another potential reason could be the neuron populations included in the analysis. Consider the 

difference of place cell populations and all under-the-field-of-view neurons noted by Dombeck et 

al. , and the fact that CA1 pyramidal neurons display heterogeneity in gene expression and 

connectivity across different anatomical locations (Cembrowski & Spruston, 2019; Soltesz & 

Losonczy, 2018), examining pyramidal neurons without specific exclusion criteria may provide a 

more complete picture of their anatomical embeddings.  

A comprehensive study of the co-active CA1 pyramidal neurons, and their anatomical 

organizations, can advance multiple frontiers in neuroscience, one of which could be Alzheimer’s 

disease (AD) research. AD has been found to have major impact on hippocampal CA1 area 

(Padurariu et al., 2012). A-beta amyloid plaques, which is a major biomarker of the disease, have 

cellular toxicity and can cause CA1 pyramidal neurons to exhibit aberrant hyperactivity (Busche 
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et al., 2012; De Strooper & Karran, 2016). At the same time, neuronal dendrites will suffer from 

spine loss and morphology distortion when A-beta plaques are present, which leads to the loss of 

connections between neurons (Kuchibhotla et al., 2008; Neuman et al., 2015). Lastly, it is found 

that CA1 interneurons display reduced inhibition toward their pyramidal cell targets under the AD 

condition (Kurudenkandy et al., 2014; Palop & Mucke, 2016), and CA1 intrinsic gamma 

oscillations, which are believed to be generated by local interneuron populations (Kullmann, 

2011), cannot maintain normal amplitude and rhythmic under AD (Palop & Mucke, 2016). These 

results indicate that CA1 pyramidal neuron assemblies can be dysregulated under AD as 

interneurons provide critical regulation to them. Given the important role of CA1 pyramidal 

neuron ensemble activities in memory representation, study the difference the ensemble activity 

patterns and their underlying micro-circuits under healthy and AD condition would provide insight 

of the disease’s impact on the memory encoding and retrieval process in the area. 

Recent advance in head-mounted miniature have enabled large-scale recording of neuron 

populations with single neuron resolution under freely behaving behavior (Aharoni & Hoogland, 

2019), which cannot be simultaneously achieved by the widely used electrophysiological 

recording and stationary two-photon imaging. Meanwhile, the development of computational 

techniques has provided better tools for anatomical organizations and functional types of CA1 

pyramidal cells. With the technologies in hand, I performed a set of experiments to investigate the 

temporal and anatomical organizations of ensemble CA1 pyramidal neuron activities, in both 

wildtype and Alzheimer’s disease mouse models including 3xtg AD and 5xFAD, with the results 

documented in the following chapters: 

In Chapter 1, I investigated the anatomical organization of temporally correlated CA1 

pyramidal neurons when animals freely traverse across the environment. Interestingly, I identified 
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several groups of pyramidal neurons that display correlated calcium activities clustered in 

anatomical space, forming up several scattered patches whose size is significantly larger than the 

baseline level. Ensemble activities of these pyramidal neuron clusters covered different regions of 

the environment; meanwhile, place cells only constituted a part of the intra-cluster neuron 

populations, indicate the clustered pyramidal neuron subpopulation have functional roles that 

related to the experience in the specific region, but not restricted to place encoding. More 

importantly, the neuron membership of multiple clusters significantly varied between altered 

environments like linear tracks with 90-degree direction difference, and boxes with or without 

obstacles. Lastly, these temporal-anatomical pyramidal neuron clusters still exist during 

immobility in dark environment. These results illustrated a previously under studied topologic 

representation inside CA1 area that may guide the generation of ensemble activity of pyramidal 

neurons and provided insights to the long-standing debate of the anatomical organizations of CA1 

pyramidal neuron assemblies. 

In Chapter 2, I investigated how the ensemble activity pattern is differentiated between 

ordinary animals and an Alzheimer’s disease model mouse type called 3xTg AD. This disease 

model  contained mutations to familial AD genes that lead to both Aβ plaques and Neurofibrillary 

tangles tau, which provides a more complete picture about the pathological influence of the disease 

(Oddo et al., 2003). We identified the hyperexcitability among the CA1 pyramidal neuron 

population in 3xTg AD mice, which aligned with the existing findings in other AD mouse models 

(Busche et al., 2012). In both open field and linear track traversal, CA1 pyramidal neuron 

population in both young and old 3xTg AD animal displayed lower information score and higher 

sparsity compared to normal animal, which indicated a sub-optimal spatial representation among 
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the CA1 pyramidal neurons under AD condition. These results established the deficiency in spatial 

representation of CA1 pyramidal neurons under AD condition. 

Given the findings above, an interesting question would be how the anatomical 

organizations in chapter 1 differ between healthy condition and AD condition at different stages. 

Hence, in Chapter 3 I investigated the anatomical organization of temporally correlated CA1 

pyramidal neurons in wild type (WT) and 5xFAD animals at 3 different ages. Interestingly, 

anatomical clusters appeared among the temporally correlated pyramidal neuron populations in 

both WT and 5xFAD animals, and no significant difference are noted in terms of the anatomical 

cluster size and intra-temporal cluster pairwise correlation levels. When examining the cluster-

level ensemble representation of the environment, young AD mice show a lower level of 

specificity between the labelling of different clusters, but no differences were noted between WT 

and AD for other age groups. When comparing between two tracks with different directions, 

remapping appeared among the CA1 pyramidal cell populations of both WT and 5xFAD at young 

and middle age, as well as old WT mice, as shown by the rate map correlation. However, for the 

temporal-anatomical neuron clusters, increased dissimilarity was only noted at middle age. Lastly, 

we tried to investigate the link between anatomical features and activities by defining mosaic 

index, a measure of local cluster type variability and could represent the segregation level of 

anatomical clusters and compared it to the within trial temporal pairwise correlation, and within-

trial rate map pairwise correlation. We found the metric exhibit significant negative correlation 

toward the intra-cluster temporal correlation level for young WT, middle-aged WT, and young AD 

mice, but showed no significant correlation with intra-cluster rate map correlation. 

In Chapter 4, I provide conclusion remarks on how the ensemble activity patterns, as well 

as their anatomical organizations, are different between normal and Alzheimer’s disease animals. 
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I mentioned some potential future directions for investigating the temporally correlated, 

anatomically clustered CA1 pyramidal neurons, and discussed the opportunity provided by the 

spatial transcriptomic of directly aligning the molecular profile and functional properties of 

neurons defined by imaging. Overall, results in this thesis should contribute to a better 

understanding of how CA1 fulfills its functional roles, and how neurodegeneration diseases 

disrupting the memory representations in the area. 
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Chapter 1: Anatomical organization of temporally correlated neural 

calcium activity in the hippocampal CA1 region  
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Abstract 

Hippocampal CA1 neuronal ensembles generate sequential patterns of firing activity that 

contribute to episodic memory formation and spatial cognition. Here we use in vivo calcium 

imaging to record neural ensemble activities in mouse hippocampal CA1 and identify CA1 

excitatory neuron sub-populations whose members are active across the same second-long period 

of time.  We identified groups of hippocampal neurons sharing temporally correlated neural 

calcium activity during behavioral exploration and found that they also organized as clusters in 

anatomical space.  Such clusters vary in membership and activity dynamics with respect to 

movement in different environments, but also appear during immobility in the dark suggesting an 

internal dynamic.  The strong covariance between dynamics and anatomical location within the 

CA1 sub-region reveals a previously unrecognized form of topographic representation in 

hippocampus that may guide generation of hippocampal sequences across time and therefore 

organize the content of episodic memory. 
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Introduction 

Hippocampal CA1 neurons are well-known for the spatial tuning of their dynamics within 

the boundaries of the observable environment (Krupic et al., 2018; O'Keefe & Burgess, 1996; 

O'Keefe & Dostrovsky, 1971).  Because their spatially specific firing fields are approximately 

uniform in their environmental distribution, ensembles of “place cells” are activated in sequential 

patterns depending on the trajectories the animal takes through an environment (Pfeiffer & Foster, 

2013; Skaggs & McNaughton, 1996). The compression and recurrence of such sequences within 

each cycle (~125ms) of locomotion-driven theta-frequency oscillation yield a set of highly 

organized spike-timing relationships among interconnected hippocampal neurons (O'Keefe & 

Recce, 1993; William E. Skaggs et al., 1996). Such sequencing is thought to be consequential with 

respect to the generation of episodic memories (O'Keefe & Recce, 1993; William E. Skaggs et al., 

1996).   

The “place-specific” firing of hippocampal neurons over longer, seconds-duration time 

periods can also be systematically matched to the specific trajectories taken through any given 

environment (Markus et al., 1994; Nitz, 2006; Wilson & McNaughton, 1993; Wood et al., 2000).  

Notably, trajectory shape can promote the generation of path-discernable sequences for different 

visits to a single location(Brown et al., 1998; Grieves et al., 2016; Markus et al., 1995).  Brain 

dynamics promoting synaptic potentiation according to activity patterns at this second-long 

timescale have also been identified(Bittner et al., 2017). 

Multiple factors contribute to the organization of path specific sequential patterns of CA1 

neuron activity. Sequences in hippocampal sub-region CA1 are thought to be generated, at least in 

part, by connectivity motifs within highly “auto-associative” sub-regions such as CA3 (Guzman 

et al., 2016; McNaughton & Morris, 1987; Treves & Rolls, 1994) and the distinct axonal 
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arborization patterns of GABAergic interneurons.  Such “internal” connectivity constraints 

molding CA1 firing patterns are thought to interact with inputs coding for relation to distal visual 

cues, proximity to boundaries, self-motion cues, heading direction, and trajectory in regions such 

as the medial entorhinal cortex and nucleus reuniens (Giocomo, 2016; Ito et al., 2018) .  Yet, 

similar sequential patterns of CA1 neuron activity can be observed even under conditions of 

minimal sensory input in immobile and sleeping animals (Wilson & McNaughton, 1994). These 

firing patterns are thought to represent internal dynamics of mental replay of previously learned 

routes and highlight both the constrained and versatile nature of CA1 neurons regarding their 

specific sequential patterns of activity. 

Due to the complexity of factors influencing CA1 neuron firing, including restrictions on 

the scope of activity measurements, few studies have asked whether the temporal dynamics of 

CA1 neurons are related to their anatomical distribution34. Such a relationship would reveal a 

hippocampal organization that has previously eluded experimenters.  In the present work, we have 

directly addressed this question by examining the temporal dynamics of large numbers of CA1 

neurons longitudinally using in vivo calcium imaging with miniature head-mounted microscopes 

(“miniscopes”) in mice during free exploration of multiple environments. We identify groups of 

CA1 neurons with temporally correlated calcium activity patterns and find that these groups are 

organized anatomically within CA1. This reveals a previously unrecognized form of topographic 

representation in the hippocampus that may guide neural activity contributing to spatial navigation 

and episodic memory. 

In this work, Xiaoxiao Lin and Qiao Ye performed viral injection, imaging and behavioral 

experiments. I performed calcium imaging and all the data analysis, and together with all other 
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authors, prepared the figures and wrote the manuscript. Dr. Xiangmin Xu designed and oversaw 

the project. 

Methods 

Animals 

All experiments were conducted according to the National Institute of Health guidelines 

for animal care and use and were approved by the Institutional Animal Care and Use Committee 

and the Institutional Biosafety Committee of the University of California, Irvine. C57BL/6J and 

Camk2a-Cre mice were acquired from Jackson Laboratory for the described experiments. Ai163 

mice were directly transferred from the Allen Institute for Brain Science. Camk2a-Cre; Ai163 

mice were obtained by crossing Ai163 and Camk2a-Cre mice. C57BL/6J and Camk2a-Cre; 

Ai163 mice were all between 4-8 months old. In the circle, square and triangle box experiment 

for Figures 1.3 and 1.5, 2 male and 4 female mice were included; In the open arena experiment 

for Figure 1.4, 5 male and 7 female mice were included; In the linear track experiment for Figure 

1.5 , 2 male and 4 female mice were included; In the barrier experiment for Figure 1.5 , 5 male 

mice were included; In the immobility experiment for Figure 1.6 , 3 male mice were included. 

Animals had access to food and water in their home cages with lights maintained on a 12 h 

light/dark cycle (lights on at 6:30 am, lights off at 6:30 pm) 

Mouse surgery and viral injections (Figure 1.1) 

The general procedure for viral injections has been described previously(Yanjun Sun et al., 

2019). To perform stereotaxic viral injections into the brain, mice were anesthetized under 1.5% 

isoflurane for 10 minutes with a 0.8 L/min oxygen flow rate using a bench top unit (HME1-9, 

Highland Medical Equipment). Mice were then placed into a stereotaxic unit for mice (Leica Angle 

TwoTM) with their heads secured and received continuous 1% isoflurane anesthesia. A small 
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incision was made on the scalp and the skin was opened to expose the skull and the landmarks of 

bregma and lambda to determine the coordinates for the injection site. A three-axis 

micromanipulator guided by a digital atlas was used to determine the position of bregma and 

lambda. Using the micromanipulator software, the injection site was calculated relative bregma 

and lambda, using computerized coordinates in the digital atlas.  To image in vivo calcium 

transients from CA1 excitatory neurons, 0.2ul of GCaMP6-expressing virus, AAV1-CaMKII-

GCaMP6f-WPRE-SV40 (Penn Vector Core: 3.7 x 1013 genome copies per ml) was injected into 

hippocampal CA1 area (AP: -1.94mm; ML: -1.4mm; DV: -1.35mm). The injection site was drilled 

with a small hole for the delivery of virus. 0.4ul of the GCaMP6-expressing virus was loaded into 

a glass pipette (tip diameter, ~20-30 μm) and delivered into target region with a Picospritzer 

(General Valve, Hollis, NH) at a rate of 20 - 30 nl/min with 10 ms pulse duration. The glass pipette 

was left in the brain for 5 min after injection to prevent the backflow of the virus. After the 

complexion of the injection, the incision of mouse was closed with tissue adhesive (3M Vetbond, 

St. Paul, MN). Mice were injected with 5mg/kg Carprofen to mitigate pain and inflammation. 

Animals were returned to their home cage for recovery. We waited for 3 weeks after the AAV 

injection, which allows the infected neurons to express sufficient levels of calcium indicators. Then 

a follow-up procedure was performed to implant a gradient refractive index (GRIN) lens over the 

injection site.  

GRIN lens implantation and baseplate placement  

All animals were implanted with a GRIN lens at the target CA1 region for in vivo calcium imaging 

after the AAV-GCaMP injection. A 1.8-mm diameter circular craniotomy was implanted at the 

following coordinates of the CA1 region: AP: -2.3mm, ML: -1.75mm, DV: -1.55mm. Using a 

scalpel to incise the skin, we removed connective tissue and dissected muscles from the edge of 
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the skull. To enhance the stability of microscope implantation and in vivo imaging quality, we used 

a burr (Meisinger, 1/4 Round Steel) to roughen the surface of the skull and to implant a skull screw 

far away from the implantation area. A center point for the craniotomy was marked on the exposed 

skull, and surrounding this point, we etch a 1-mm radius cranial window.  We carefully removed 

bone fragments with fine forceps and gently aspirated the exposed tissue with a 27G flat needle 

until seeing the white striated structure (corpus callosum) above CA1.  We then changed to a 29G 

flat needle for tissue aspiration and stopped when the hippocampus itself was exposed. We then 

attached the prepared lens holder to the stereotaxic apparatus and gently lowered the GRIN lens to 

the target area. A small amount of krazy glue was applied around the lens within the craniotomy 

to cover the exposed tissue. The GRIN lens was fixed to the skull with dental cement (Lang Dental 

Manufacturing: 1304CLR).  A thick layer of Kwik-Sil was applied to the top of the lens to protect 

it from physical damage. We used a miniscope to check neural calcium activity through the GRIN 

lens and to adjust the placement of the baseplate for maximal neuron yields.  

Open arenas experiment (ensemble activity map analysis, Figure 1.4)  

After one week of handling, 12 mice were habituated in the experimental chamber for four 

consecutive days. The two arenas included a circular box (36 cm in diameter) and a rectangular 

box (32cm*26cm), each adorned with different distal visual cues on each wall. On the first day, 

animals with head-mounted miniscopes were to explore in the rectangular arena for 10 minutes. 

Then after 6 days, which is generally considered sufficient for animals to forget about previous 

experience, animals ran in the circular arena for 10 minutes.  

Open arenas experiment (circle, square and triangle box, Figures 1.3 and 1.5)  

After one week of handling, 6 mice were habituated in the experimental chamber for four 

consecutive days. Animals with a head-mounted scope freely explored within each of three open-
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field arenas for 12 minutes.  The three arenas included a circular box (36 cm in diameter), a square 

box (26 cm in length and width) and a triangular box (area 840cm2) each adorned with different 

distal visual cues on wall.  In between recording sessions, the corncob bedding was changed, and 

the arenas were cleaned with 10% ethanol. On the first day of habituation, animals with head-

mounted miniscopes were first trained in the circular environments for 12 minutes, followed by 

another 12 minutes in the square box, and then finally they explored in the triangle box in the last 

12 minutes.  On day two, animals ran in each arena for 12 minutes as was done for day one, but in 

a different order. The actual experiment uses the same design as habituation. 

Barrier experiment (Figure 1.5)  

Camk2a-Cre; Ai 163 mice (n=5) implanted with miniscope GRIN lenses at hippocampal 

CA1 were used for this experiment. Animals underwent water restriction for 1 week, given around 

1ml water per day until they reached ~80% of their original body weight. In the meantime, all 

animals were handled and habituated with a miniscope mounted on the head for 1 week. The 

recording lasted for two days with 3 sessions each day. The first day contained three training 

sessions in an empty square box. The second day contained three sessions, including pre-cue 

(empty square box), cue (square box with a black barrier positioned at the center) and post-cue 

(empty square box) sessions. For each session, animals were taken out from their home cage and 

put into a random position in the box at the beginning of the recording. The experimenter added 

5-10μL waterdrops every 30 seconds at a random position into the box. The water-deprived mice 

would search for the waterdrops across the arena. Miniscope imaging and animal behavior data 

were simultaneously recorded. Each session lasted for 600 seconds. The square box wall was 

painted in light grey without visual cues. Animals were able to see the surrounding environment 
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of the room since the box wall was low. The square box had a waterproof mat on the floor. The 

dimensions of the square box and the barrier were 25cm*25cm*11cm and 12.5cm*12.5cm*1.2cm.  

Linear track (Figure 1.5) 

6 Mice were handled 5 minutes per day for 3 consecutive days and then trained to run on 

the linear track during a week of habituation sessions. Water restriction was conducted to motivate 

animals and the reduction of body weight was controlled within 20%.  A 1-meter-long linear track 

made of black wood was used. 10% ethanol was used for track cleaning between each recording 

session.  Each mouse was placed on the middle of linear track at the beginning of behavior task. 

The animal was required to run to the end of the track to get 10ul of water reward. Training 

continued until a minimum of 40 laps per session was achieved. On day 1 of the experimental 

recording, animals were required to go through 1 session (day 1-horizontal). On the second day, 

animals went through the same session as day 1 (day 2-horizontal), and then ran another 30 laps 

after a 90-degree rotation of the linear track relative to the recording environment (day 2-vertical). 

The animal was held in the experimenter’s hand for a one-minute break between the two sessions. 

Immobility imaging (Figure 1.6) 

3 mice were habituated in their home cage inside dark box for 4 consecutive days. The dark 

box was dimly illuminated with a blue LED. Animals’ position was tracked by an Arlo wire-free 

camera and was used to determine the immobility periods. On the experimental day, mouse 

behavior and CA1 neuronal activities were first recorded with the room lights on. The animal was 

then placed back to the dark box (dim blue LEDs only), and imaging was made during periods of 

immobility for 10 minutes. 
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Histology (Figure 1.1) 

Mice were transcardially perfused, and the harvested brains were post-fixed in 4% 

paraformaldehyde overnight, followed by 30% sucrose in phosphate buffered saline for the next 

day. The brain was then sectioned coronally using a microtome (Leica SM2010R, 30μmslices). 

Brain slices near the GRIN lens implantation area of hippocampal CA1 were collected and stained 

with DAPI and mounted on microscope slides. Brain sections were then imaged using a 

fluorescence BX61 Olympus microscope to visualize fluorescently labeled (GCaMP6+) CA1 

cells. 

Calcium imaging data preprocessing 

Calcium imaging data was downsampled to 15 frames/sec.  To adjust for rigid, between-

frame movements of the brain relative to the camera, motion correction was applied to the images 

with an established calcium imaging motion correction pipeline, NormCorre (Eftychios A. 

Pnevmatikakis & Andrea Giovannucci, 2017) (https://github.com/flatironinstitute/NoRMCorre). 

The corrected recordings under different conditions were aligned with each other by aligning the 

neurons that appeared across conditions and were combined prior to neuron extraction. 

Extraction of calcium transients in individual neurons using the CNMF-E method 

The calcium signals of neurons were extracted from the combined recording using the 

Extended Constrained Nonnegative Matrix Factorization (CNMF-E) method proposed by Zhou et 

al (Pengcheng Zhou et al., 2018) (https://github.com/zhoupc/CNMF_E). This method models the 

recording as follows: 

𝑦(x, 𝑡) = ∑ 𝑎𝑖(x) ∗ 𝑐𝑖(𝑡) + 𝑏(x, 𝑡)

K

𝑖=1
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Where 𝑦(𝑥, 𝑡) represents the raw video data, 𝑎𝑖(𝑥) represent the neuron’s spatial footprint, 𝑐𝑖(𝑡) 

represents the temporal calcium activity and  𝑏(𝑥, 𝑡)  represents the background activity. The 

software applies sophisticated background approximation to remove the background component, 

and by iteratively applying constrained nonnegative matrix factorization to the remaining data, 

extracts the temporal varying calcium dynamic and the spatial footprint of neurons in the 

recordings. 

We note the footprints of CNMF-E extracted neurons usually have a bright center and 

gradually fade toward the periphery, while artifacts have uniform brightness or distributed bright 

spots. To exclude artifacts, we calculated Kullback–Leibler divergence between the footprints and 

a 2D normal distribution, whose peak locates at the centroid of the footprint and variance equal 

the variance of the footprint. The Kullback–Leibler divergence gives a value range from 0 to 1 that 

quantifies the similarity between two distributions, so here it represents the closeness between the 

actual neuron footprint and the theoretically perfect footprint. For a perfect match, the divergence 

value is 0. Neurons with divergence values smaller than 0.3 were kept for subsequent analyses. 

We also applied manual intervention to further remove false detections with aberrant shapes and 

temporal responses. 

Mouse movement tracking 

The movement trajectory of the mouse was extracted from overhead videos using a 

Logitech web camera which has a sample rate of 30 Hz. The floor of any given arena is selected 

as the region of interest (ROI) to restrict the area for detection of movement. A red LED built into 

the miniscope is detected inside the ROI of each frame, and its centroid position is captured using 

customized MATLAB software. The locomotor trajectory is constructed from the positions of red 

LED across all frames and smoothed with a moving average.  
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Autocorrelation of temporal dynamics 

To quantify the time span of correlated calcium activities in temporal clusters, the calcium 

signals of all neurons in one cluster are added up together to get the ensemble trace, and the 

autocorrelation of the ensemble trace is calculated with MATLAB “xcorr” function. Half-length 

of the higher-than-0 autocorrelation data is considered as the time span of correlated calcium 

activities.  

Spike train and spatial activity map calculation 

For activity rate calculations, the calcium spike trains are estimated by applying the 

CNMF-E embedded deconvolution algorithm, OASIS (Johannes Friedrich et al., 2017), to the 

extracted temporal calcium dynamics. A threshold of 3 times of the standard deviation of the 

neurons peak amplitudes is applied for each neuron and spikes lower than the threshold are 

discarded.   

Spatial activity maps are calculated as follows: the locomotor trajectory is downsampled 

by 2 to be aligned with the calcium responses. In all experiments, the ROI is divided into 1 cm X 

1 cm bins. For each bin, the total time the mouse occupied that location is determined as is the 

total number of events occurring while occupying that bin (C). The spatial event rate for each bin 

(bin rate) is thus C/bin time. After construction, the activity map is smoothed with a 10 cm x 10 

cm 2D Gaussian kernel (delta = 2cm). This is applied to all experiments including linear track and 

open field arena trials. For linear track, the trajectory and calcium data within 10% of both ends 

are excluded as they are inside the water reward area. The number of fields is determined by 

counting the components inside the binarized activity maps in which only the center of the fields 

with bin rates higher than the 0.5 times of maximal bin rate across the map are preserved.  
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Ensemble activity map of each cluster is calculated by averaging the activity maps activity 

maps of all intra-cluster neurons. 

Spatial activity map correlations 

           Activity maps of the same neuron in two different trials are reshaped to 1d vectors, and the 

Pearson correlation between the reshaped vectors represents the correlation between the 

corresponding activity maps.  

K-mean based consensus clustering (KCC) and optimal cluster numbers (Figure 1.2) 

We utilized a clustering method called “k-mean based consensus clustering (KCC)(Wu et 

al., 2015) with slight modifications to achieve replicable clustering results while automatically 

determining the optimal cluster number. In detail, we first predefined a range of 2-10 as potential 

cluster numbers. Then for each potential number, we perform 100 rounds of k-mean clustering. In 

each round, neuron responses are down-sampled by half, and then linearly interpolated to match 

the original length. K-means clustering is applied to the interpolated responses with K-means ++ 

seeding. Pairwise correlations between responses are used as distance for cluster calculation.  

The results from 100 clustering rounds are used to build a consensus matrix that contains 

the pairwise similarity between neuron pairs (i.e. the number of rounds that two neurons fall into 

the same cluster). To determine the optimal number of clusters, we calculate the cophenetic 

correlation coefficient of the consensus matrixes corresponding to each of the cluster number 

candidates. Given a consensus matrix X, and its corresponding dendrogram of Z, the cophenetic 

correlation coefficient of X is calculated as follows 

𝑐 =
∑ (𝑋𝑖𝑗 − �̅�)(𝑍𝑖𝑗 − �̅�)𝑖<𝑗

√∑ (𝑋𝑖𝑗 − �̅�) ∑ (𝑍𝑖𝑗 − �̅�)𝑖<𝑗𝑖<𝑗
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Where 𝑋𝑖𝑗  is the distance between point i and j in matrix, and 𝑍𝑖𝑗  is the dendrogram distance 

between point i and j. The coefficient will be higher if the hierarchical clustering result of the 

consensus matrix is more robust (Brunet et al., 2004). Hence, inside the predefined range, the 

consensus matrix with the highest cophenetic correlation corresponds to the optimal cluster 

number and represents the optimal clustering result. 

With the optimal cluster number and its corresponding consensus matrix, hierarchical 

clustering is performed to the consensus matrix, and the final clustering result is defined at the 

hierarchical level that gives the optimal number of clusters. 

ICA-based clustering 

We utilize the ICA-based clustering method described in previous study (Lopes-dos-Santos 

et al., 2013) (https://github.com/tortlab/Cell-Assembly-Detection). The method returns the weight 

matrix representing each neuron’s contribution toward a specific assembly, and based on that, the 

assembly time-series can be built from the neuronal activities. For comparison with KCC-based 

clustering, we used the cluster number determined by KCC-based clustering to the ICA-based 

algorithm.  We utilize all the neurons with weight value larger than 0. For each assembly, the 

weights of all neurons are sorted, and a neuron will be assigned into the assembly’s neural cluster 

if its weight position is prior to that in other assemblies. If there is a position tie between multiple 

assemblies, we resolve this by comparing the correlation between the neuron’s transient with the 

assembly and assigning the neuron to the assembly with which it has the highest correlation. 

Intra- and inter- cluster pairwise correlation and spatial distance 

The pairwise Pearson correlation of calcium signals is calculated for all neuron pairs of 

each mouse according to their categorization as belonging to the same cluster (intra-cluster) or 
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different clusters (inter-cluster).  Correlations are also determined following 100 randomized 

shuffles of cluster identity while retaining the same number of neurons in each cluster.  

For the pairwise correlation – pairwise distance data. The correlation-distance distribution 

fits with a first order power function. Wilcoxon matched pair signed rank test is used to test the 

difference of fit curves of intra- and inter-cluster correlation-distance distribution. 

Anatomically contiguous patches of CA1 anatomical space 

We used Density-Based Spatial Clustering of Applications with Noise (DBSCAN)(Ester 

et al., 1996) to isolate the anatomically compact neuron clusters. For each neuron, DBSCAN takes 

its centroid and counts how many of its neighborhood neurons are within the predefined maximum 

neighborhood distance L. If the number of qualified neighborhood neurons are higher than the 

predefined number threshold N, then this neuron and its neighbors form up an anatomically 

compact neuron cluster. The algorithm continues to perform the same operation until no more 

clusters are founded and no more neurons are assigned to the existing clusters. We define L as the 

95th percentile of the minimum neighborhood distances for all neurons. For N, we choose an 

arbitrary number 3, which means the smallest anatomical cluster should have at least 3 neurons. 

Having defined anatomically compact neuron groups, we define their outer boundaries by 

connecting the centroids of the most peripheral neurons and use the boundaries to define 

anatomically contiguous patches. Each cluster may have one or multiple patches. The patch size 

of each cluster is then calculated as the average size of all its regions. A threshold of 10% 

maximum patch size is applied to the calculations to minimize the influence of very small patches. 

To determine the chance level, we shuffle the cluster identities of neurons 100 times, and calculate 

the patch size for each shuffled clustering result, which formulate a distribution of patch sizes of 

shuffled clusters. The Wilcoxon matched pair signed rank test is used to test the difference between 
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the curves of original anatomical cluster patch size and that of averaged shuffled cluster patch size 

across different cluster number candidates. 

Cluster overlap 

Cluster overlap is quantified as the percentage of neuron pairs remaining in the same cluster 

across two independent clustering results. The algorithm is described as follows (Figure 1.1C):  

Suppose a group of neurons has two clustering results (in different trials for example), P1 and P2, 

neurons in a specific cluster 𝑐 of P1 may go into N clusters in P2.  

We define: 

𝑎𝑖 = number of neurons in cluster 𝑐 that go into cluster 𝑖 (𝑖 = 1. . . 𝑁) in P2 

S = total number of neurons in cluster 𝑐 

Then the cluster overlap between 𝑐 and the corresponding N clusters in P2 is 

𝑜𝑣𝑒𝑟𝑙𝑎𝑝 =
∑  (

𝑎𝑖
2

)𝑖=1...𝑁

(𝑆
2)

 . 

(
𝑎𝑖

2
) means the combinations of all possible two-neuron pairs in a population of 𝑎𝑖 neurons. If 0< 

𝑎𝑖 <=2, (
𝑎𝑖

2
) is replaced with 1, there is only 1 possible combination of these neurons. When 𝑎𝑖 = 

0, (
𝑎𝑖

2
) is replaced with 0. 

If P1 has M clusters, the overall cluster overlap between P1 and P2 will be the average overlap 

across M clusters: 

𝑜𝑣𝑒𝑟𝑎𝑙𝑙 𝑜𝑣𝑒𝑟𝑙𝑎𝑝 =
∑ (𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑖)𝑖=1...𝑀

𝑀
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The baseline for overall cluster overlap is calculated as the average of 95th percentile for 1000 

shuffled overall cluster overlap for all mice.  

It is noted that the difference in cluster number may affect the overlap (or non-overlap) of 

cluster partitions as well. To control this variability, when comparing cluster overlap between 

different conditions (Figure 1.5), we redo the clustering using a uniform cluster number for each 

experiment. For circle-square-triangle box, linear track and barrier experiments, the uniform 

cluster numbers chosen are 5, 4, 4, respectively. In Figure 1.1.7, when comparing the clusters 

between different periods, we first determine the cluster number using the whole 12 min data, then 

apply this number to all 6min periods.  

Information score and place cell 

          Information score of recorded neurons is calculated as information per spike (William E. 

Skaggs et al., 1996). Only the running session with speed larger than 0.5cm/s are included in 

calculation, and the spatial bins with bin time smaller than 0.1 sec are excluded to avoid non-

existed trespass caused by trajectory smoothing. For an activity map with n bins, the information 

per second is defined as: 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒(𝑏𝑖𝑡𝑠/𝑠𝑝𝑖𝑘𝑒) = ∑ 𝑃𝑖

𝜆𝑖

𝜆
𝑙𝑜𝑔2

𝜆𝑖

𝜆

𝑛

𝑖=1

 

𝑃𝑖 is the probability the mouse stays in the 𝑖 th bin, which is represented as the ratio between the 

times in the bin and total times of the trial. 𝜆𝑖 is the firing rate of the 𝑖 th bin, while 𝜆 is the average 

firing rate across the trial. Place cells are defined by comparing the information score of each 

neuron with its shuffled baseline. All the time points along the calcium responses will be randomly 

shuffled 100 times, to randomize their correspondence with behavior and generate a distribution 
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of potential score values the neuron may achieve. A neuron is determined as a place cell if its 

original score value is higher than the 95th percentile of the shuffled distribution. 

Spatial coherence is used to further trim the selection of place cells by the firing field smoothness. 

Spatial coherence is calculated as the correlation between the bin rate of each pixel and the 

averaged bin rate of its 8 neighboring bins (Sijie Zhang et al., 2014). Place cells with spatial 

coherence higher than 0.4 are selected for further analysis.  

TUnCaT processing 

The Temporal Unmixing of Calcium Traces (TUnCaT) software were obtained from the 

official github link (Bao et al., 2022) (https://github.com/YijunBao/TUnCaT). The software 

requires the original recording video and a mask representing the originally detected neurons. 

Following the TUnCaT protocol, we used the CNMF-E’s neuron footprint as the neuron mask 

input. We used OASIS to obtain the CNMF-E like calcium trace from TUnCaT generated raw 

calcium traces for comparisons. We noted that TUnCaT returns empty or aberrant calcium traces 

for some neurons even they have acceptable CNMF-E calcium traces. We excluded these neurons 

from the downstream analysis. For the above-threshold peak analysis, we applied gaussian 

smoothing to the signals (Gaussian window length: 6 sec), as well as a threshold of 0.2 times of 

the maximum calcium trace amplitude to explicitly target the large activities. 

Quantification and statistical analysis 

Data are presented as the mean ± SEM. Two-tailed Wilcoxon rank sum test was used for 

testing statistical significance between distributions of individual mouse. Two sample 

Kolmogorov–Smirnov tests were used to compare the difference between cumulative 

distributions. The Wilcoxon matched pairs signed rank test was used to test the cluster size 

difference across different cluster numbers, as well as to test the pairwise correlation difference 

https://github.com/YijunBao/TUnCaT
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across different pairwise distance. The level of statistical significance was defined as are defined 

as p ≤ 0.05 *, p< 0.01 **, p< 0.001 ***. Statistical test details can be found in the corresponding 

legends of the figure panels. 

Results 

Anatomical clustering of temporally correlated neurons 

To determine whether the temporally correlated activity of CA1 neurons is related to their 

anatomical distribution in the hippocampus, we employed miniscope imaging of Ca++ transients 

(Figure 1.1) while mice freely explored one of several environments of different shapes and 

bearing different sets of boundary wall visual cues (Figure 1.3 A, B).  Using the K-means-based 

consensus clustering algorithm (KCC) that categorizes neurons based on temporal correlation (Wu 

et al., 2015), we determine that CA1 does indeed exhibit neuron subpopulations activated in 

sequences spanning several seconds (n = 6 mice).  Notably, the sub-populations identified by this 

method contain many members whose activations are not strictly synchronous or even overlapping 

in time but nevertheless, fall within the same multi-second windows of time.  We observe a strong 

correlation of neuron-neuron activity vectors within each group and a relatively weak correlation 

of activity across groups (Figure 1.3 C-D). Temporally correlated activity among members of each 

group occurs over periods of greater than 3 seconds, approximately following the timeframe 

identified in recent work that measured synaptic potentiation among neurons active within a few 

seconds of each other (Bittner et al., 2017).  The periods of correlated activation can cover large 

behavioral movement trajectories in the arena up to >110cm (Figure 1.3 D2). 

We then graphed neuron-neuron temporal correlations among all pairs recorded during 

arena exploration. By organizing the X and Y axes of the correlation matrix according to group 

identity, neurons of the same group (intra-cluster, Figure 1.3 E) exhibit higher correlations with 
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each other than with neurons from different groups (inter-cluster, Figure 1.3 E).  To determine 

statistical significance, we constructed cumulative probability functions for all the pairwise 

correlations between neurons as shown in Figure 1F. The cumulative probability functions for 

neuron pairs from the same group (purple curve), from different groups (green curve), and after 

random shuffling of group identities (blue curve) are depicted. Neuron pairs from the same group 

exhibit significantly higher correlations than when group identities are randomized, and when 

neurons in pair are not from the same group (Figure 1.3 F). These results further illustrate that the 

CA1 pyramidal neurons can be organized into distinct groups based on the temporal correlations 

in their activity. 

Having established CA1 neuron group identity based on temporal activity profiles, we then 

asked whether these groupings exhibit any specific anatomical distributions.  To address this, we 

visualized the anatomical profile of neurons from each temporal cluster across the imaged sub-

region of CA1. Strikingly, this reveals that temporally correlated neurons are clustered 

anatomically into irregularly shaped patches (Figure 1.3 G, left, right for two different example 

cases).  Within such groupings, any given pair of neurons may reside next to each other or be 

hundreds of microns apart; nevertheless, the members of each group cover one or more contiguous 

patches of CA1 anatomical space. To test the stability of anatomical clustering across the 

exploration session, we divided the recording session into several epochs and visualized the 

distribution of neurons from each temporal grouping in an anatomical map. While CA1 neuron 

activation across a given space may vary significantly as a function of time, trajectory, or behavior 

(Fenton et al., 2010; Markus et al., 1995), we found the anatomical clustering defined by temporal 

correlation exhibit a higher-than-expected level of stability throughout the duration of the 
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recording session, that among all possible pairs of neurons, on average around 35%-40% of pairs 

stay in the same cluster across different periods of recording session (Figure 1.3 H, Figure 1.7 J).  

We measured the spatial span of anatomical clustering of temporally correlated neurons 

using density-based spatial clustering of applications with noise (DBSCAN).  This algorithm de-

noises and defines contiguous populations of individual elements and their boundaries (Ester et 

al., 1996)(see Figure 1G, lower panels, which show defined contiguous regions; see Figure 1.2 for 

a description of the method).  Across mice, detected contiguous patches have an average area of 

~2000 µm2 over the topographical surface of CA1.  In addition, we also observe that anatomical 

clusters formed by temporally correlated neurons are not always present as one contiguous region.  

Smaller islands can sometimes be found isolated from the major region, a characteristic we refer 

to as fractured domain topography. 

We then asked whether our clustering algorithm, and the choice of cluster numbers, affect 

the detected patches. To address this, we first compared the original patch size across mice (i.e., 

patch size determined by temporally detected clusters), with their corresponding shuffled baseline 

(i.e., patch size determined by the same data with cluster identities randomized). We found the 

patch size of original clusters significantly surpass the shuffled baseline (Figure 1.7 N. See Figure 

1.7 O for another arena). We then compared the patch size across different cluster numbers, as 

shown in Figure 1.3 I, where the patch size of original anatomical clusters significantly exceeds 

the patch sizes of clusters with randomized identities. (See further examples from a different arena 

in Figure 1.7 G). We also utilized an independent component analysis (ICA)-based algorithm 

(Lopes-dos-Santos et al., 2013) to examine if our observation is brought by our k-mean based 

clustering algorithm itself, and find that ICA-based algorithm also picked up both the temporal 

and anatomical clusters we described previously (Figure 1.14), which indicate the results described 
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here is not an induced by the clustering algorithm itself. The above analysis shows neither the 

clustering algorithm, nor the number of clusters chosen, have significant effect in the notability of 

patches, and that the detected contiguous CA1 patches should be physiologically meaningful. 

A potential concern regarding the detected anatomical clusters is that the viral transfection 

approach we applied may cause unhealthy physiological conditions due to the cellular toxicity of 

potential viral over-expression. To address this issue, we first examined the histology and 

morphology of neurons with immunostaining (Figure 1.1). Overall, we do not note CA1 pyramidal 

neurons exhibiting aberrant shapes which indicate unhealthy conditions. We also checked the 

length of transients for the virus injection mice used in the experiment (Figure 1.12) and found the 

most concentrated transient length/duration is around 2-3 sec, which follow the impression of 

previous studies64. Finally, we also applied the same cluster detection technique to a group of 5 

Camk2a-Cre; Ai163 mice performing free exploration inside an open square arena.  The Ai163 is 

a Cre-dependent calcium-indicator strain (Daigle et al., 2018) which is less vulnerable to toxicity 

issues when used in conjunction with the Camk2a-Cre strain.  As shown in Figure 1.13 E-I, 

Camk2a-Cre; Ai163 mice have CA1 excitatory cell clusters that display visually distinguishable 

anatomical regions that are larger than shuffled baseline across all the potential cluster number 

candidates. It is noted that the identified anatomical clusters are more fractured in the transgenic 

mouse cases, which is likely due to less dense transgenic GCaMP expression in CA1 excitatory 

cells compared with AAV transduction (Figure 1.13). Based on the contents above, we conclude 

the anatomical clustering of CA1 excitatory cells is unlikely to be induced by virus toxicity. 

A second question concerns the potential signal overlap of imaged neural activity between 

neighboring neurons. To address this, we compared the correlation of neighboring intra- and inter- 

cluster neurons at the border of each cluster, for mice from different experiments. If the formation 
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of anatomical clusters is dominated by neighboring neuron interference, the pairwise correlation 

distribution of neighboring inter-cluster neurons should not be distinguishable from that of 

neighboring intra-cluster neurons. However, we find that even at the border, neighboring inter-

cluster neuron pairs have a significantly lower correlation than border intra-cluster or any intra-

cluster neighboring neuron pairs (Figure 1.15).  This provides additional evidence that signal 

overlap cannot explain the formation of the anatomical contiguous patches illustrated here. 

Finally, a third problem lies in the possibility that dendritic signals may contaminate the 

recorded data and give rise to the correlated neighboring components. We first note that this 

explanation of the data is not consistent with the differences between intra-cluster and extra-cluster 

pairs at the border between clusters.  Nevertheless, we also addressed this concern by utilizing an 

additional CNMF-E ‘s dendrite detection feature, which can include detected components to be a 

variety of shapes rather than only ellipse shapes that are considered as typical for soma. We 

compared the neuron extraction result with the dendrite detection feature being turned on or off 

and found little difference between the two kinds of extraction (Figure 1.18).  The imaged data 

contains mostly ellipse-shaped components which are predominantly cell soma. We also checked 

the number of firing fields our detected neurons displayed in the experiments (Figure 1.20). 

Overall, a high percentage of neurons have two or less fields (~75%), indicating our results are not 

dominated by components with highly dispersed firing profile.  

We also utilized a recently published algorithm, TUnCaT, to unmix and remove the 

background and dendritic influence from the detected neuron traces (Bao et al., 2022) and 

examined the effect on cluster detection in six example mice with virus induced GCaMP 

expression. Comparing the CMNF-E extracted trace and the TUnCaT extracted trace, we note that 

although most above-threshold peak activities are aligned, some only exist in CNMF-E or TUnCaT 
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traces (Figure 1.21 B). We therefore quantified the difference between the total above-threshold 

peak numbers for the original CNMF-E extracted calcium trace and the TUnCaT extracted calcium 

traces. Overall, across the six mice, most neurons (~90%) have a calcium transient peak number 

difference <=22 for a duration of 10 minutes of recording, while ~50% of the neurons have a peak 

number difference <=5 (Figure 1.21 C). Further, we performed cluster detection using the TUnCaT 

generated calcium traces and examined the patch size of the observed anatomical clusters.  We 

compared the average patch size with its corresponding shuffled baseline across different cluster 

numbers. Like CNMF-E detected clusters, the patch size of anatomical clusters generated with 

TUnCaT processed calcium traces significantly exceeds the patch sizes of randomized baseline. 

(Figure 1.21 E). 

Two-photon microscopy distinguishes neuronal and non-neuronal structures. Existing 2-

photon studies have provided various views on the anatomical organizations of CA1 neurons 

discussed above. Modi et al. found similar anatomical contiguous patches that resemble our results 

after a trace-eyeblink learning task (Modi et al., 2014). Dombeck et al. showed a negative 

relationship between CA1 pyramidal cell pairwise distance and pairwise correlation when 

including all neurons in the field of view (Dombeck et al., 2010). While 2-photon calcium imaging 

is difficult to apply in freely moving mice, we attempted to follow Dombeck et al.’s analysis 

approach by directly examining the relationship between temporal correlation and distance of 

recorded principal neuron pairs that have pairwise distances beyond 35μm for this analysis 

(Dombeck et al., 2010).  We found that overall, CA1 principal neuron pairs across mice display a 

negative relationship between pairwise distance and temporal correlation (Figure 1.3 J cyan line, 

spearman correlation=-0.1976). This result is consistent with Dombeck et al.’s result that includes 

all neurons in view. It should be noted though, that Dombeck et al.’s analytical approach is 
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qualitatively different from our clustering analysis, and may underestimate anatomical clustering 

because here, any two neurons assigned to the same cluster can be neighboring or distant from 

each other.  

We further examined the distribution of pairwise correlations for intra- and inter- cluster 

neuron pairs over different distances (Figure 1.3 J, green and purple line). Both intra- and inter-

cluster neuron pairs show similar correlation-distance relationships compared to the overall trend. 

Using the fit curves of intra-cluster and inter-cluster correlation-distance distributions, we find that 

across a wide range of distance levels, intra-cluster cell pairs exhibit higher pairwise correlation 

compared to that of inter-cluster cell pairs (p=3.8966*10-18, Wilcoxon matched pair signed rank 

test). This is consistent with the observation that members of a temporally correlated neural cluster 

can go into multiple anatomically contiguous spaces that are either in proximity or hundreds of 

microns apart. Meanwhile, consider the results in Figure 1.15, two directly neighboring neurons 

can be of the same or different clusters, and their temporal correlations will tend to be high and 

low, respectively.  We note here and elsewhere that the form of topographic representation seen in 

our data differs in character from that tested for in some prior studies (Muller et al., 1987; Redish 

et al., 2001). In those studies, the tested model most often assumes that all neighboring neurons 

should have location-specific firing fields near each other, and that neurons at further distances 

from each other should have proportionally distributed distances between their location-specific 

firing field centers.  This model is derived according to the correlation in location-specific firing 

activity of hippocampal neurons as opposed to the temporal correlation approach utilized here. 

The latter and current approach can yield correlations that partially depend on location-specific 

activity but also allows the specific trajectories through space to define different temporal 

sequences of activity.  
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Furthermore, a recent study reported synchronized firing of neighboring CA1 pyramidal 

neurons after artificial activation of a “seed” CA1 pyramidal neuron using 2-photon microscopy.  

These synchronized neurons have a high spatial concentration around 50-100 µm range relative to 

the seed neurons (Geiller et al., 2022). We, therefore, calculated the number of intra-cluster 

neurons of different distances toward intra-cluster place cells. We used a conservative method to 

define “place cells” according to quantification of firing activity maps with the metrics coherence 

and spatial information/event. Spatial information/event measures feature of the distribution in 

firing rates across environmental locations; values for this measure are high when a small 

proportion of spatial bins are associated with high activity across a much larger background of 

inactivity.  Coherence complements this measure in reflecting the tendency for high activity spatial 

bins to be neighboring, as one would expect for a place field.  We found that on average, to each 

place cell the number of neighboring intra-cluster neurons display a similar cell number-distance 

trend as noted by Geiller et al (Figure 1.3 J right top panel, see Figure 1.8 for anatomical 

distribution of place cells). This further supports the anatomical organization we describe here.  

Anatomical clustering and its relation to location-specific firing 

As considered briefly in the preceding section, an important question here concerns how 

location-specific activity of CA1 cells relates to the identified anatomical distribution of 

temporally correlated CA1 sub-groups. This is important given that previous results have not 

identified a one-to-one spatial correspondence between the pairwise anatomical distances and 

pairwise spatial firing correlations between neurons (Dombeck et al., 2010; Redish et al., 2001). 

 We first examined the anatomical distribution of place cells.  As shown in Figure 1.8 B, 

place cells are defined according to the distribution in their spatially binned firing rates, and the 

similarities in rates of neighboring spatial bins, and are observed among all detected anatomical 
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clusters. Importantly, place cells of the same cluster can either be neighboring each other or have 

large distances between them. The pairwise distance between intra-cluster place cells, as well as 

all intra-cluster neurons, is lower than that with all place cell pairs (i.e., independent of their 

clustering), but there was no significant difference noted between intra-cluster place cells and all 

intra-cluster cells (Figure 1.8 C). Thus, neurons with strong location-specific activity are just a 

sub-population of the defined clusters whose activation patterns occur across the same second-

long period of time. The pairwise temporal correlation of intra-cluster place cells, and all intra-

cluster neurons, are higher than that of all place cell pairs (Figure 1.8 D).  Thus, the grouping of 

neurons by temporal correlation captures neurons that are active over the same second-long period 

of time, irrespective of whether their activity can be strongly place-specific.  

 We next examined the relationship of temporally correlated activity to the distribution of 

location-specific activity for neurons of the same and different clusters.  We measured spatially 

defined activity maps of CA1 neurons by calculating their firing rates within 1cm*1cm spatial 

bins. We also calculated the averaged spatial activity maps across individual neurons of the same 

cluster to construct the “ensemble activity map” for that cluster.  Interestingly, we find that many 

temporally correlated CA1 neurons tend to share environmental location-specific tuning, and their 

ensemble activity clearly maximizes across a specific sub-region of environmental space (Figure 

1.4). To quantify the extent of the coverage difference between different neuron clusters, we 

calculated the pairwise overlap level between ensemble activity maps from all clusters of each 

individual mice. We define the “major field” as the center portion of ensemble activity maps that 

have higher than 50% of the maximum activity level across the activity map (Figure 1.11A), and 

pairwise overlap level is calculated as the ratio between overlapped area and total area of the two 

major fields. When we pooled the overlap levels from all mice together, we note low level of 
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overlapping between major fields of a large fraction of ensemble activity map pairs, with 93.21% 

of pairs having lower than 25% of their major fields overlapping with each other (Figure 1.11C). 

Similar results were also noted when we only included the place cells in each cluster (Figure 1.16, 

1.17). 

 In the meantime, while many individual intra-cluster neurons have maximal activity within 

the sub-region covered by cluster ensemble activity map, some neurons within the same temporally 

defined cluster can have spatially distinct activity distributions, that the firing peaks for individual 

neurons of a cluster can be distributed across the full space of the environment (Figure 1.4 B, E, 

H black dots). We think this is consistent with a model in which much of the temporal correlation 

in activity occurs as a combined consequence of the locations of spatially specific activity for 

neurons, and the distances as well as trajectories taken by animals across second-long period of 

time.  In this way, many neurons of a cluster will have place fields partially constrained to a sub-

region of the arena given that animals may remain in the same area over many second-long periods. 

Meanwhile, considering Figure 1.8, place cells only constitute part of the intra-cluster neuron 

populations. Hence, neurons showing activity outside the high ensemble activity region may also 

be fulfilling their functions differently from place encoding, while they also co-activate with other 

intra-cluster neurons to support the ensemble cognitive process inside the high ensemble activity 

region. 

 To further investigate the interaction between spatial and temporal components of activity 

correlation within clusters, we also examined the relationships between pairwise temporal 

correlation and pairwise activity map correlations. Temporal activity correlations are overall 

positively correlated with spatial map correlations between neuron pairs sharing the same 

anatomical cluster (Figure 1.4 C, F, I. also Figure 1.9). Meanwhile, at different temporal 
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correlation levels, the spatial map correlation variates, which follows our observation that intra-

cluster neurons can display their primary firing fields at different locations across arena.  These 

results further support our observation that intra-cluster CA1 principal neuron pairs displaying 

relatively higher temporal correlation also display more similar spatial tunings. Moreover, these 

results highlight that the anatomical clustering of CA1 neurons discovered herein reflect 

temporally correlated activation of neuron sub-groups over second-long period, as opposed to an 

anatomical clustering organized strictly and exclusively by the location-specific firing of neurons. 

Anatomical clustering of co-active neuron populations is dynamic 

As anatomical clusters exhibit sensitivity to the specific environmental locations visited 

across time, we asked if different environments would yield different patterns of clustering.  To 

test this, we compared anatomical clustering for temporally-derived neuron sub-groups when 

animals explored circle-, triangle-, or square-shaped environments (Figure 1.5 A, each 

environment also bore unique visual cues along their walls). Anatomical clustering based on 

groupings of temporally correlated neurons was observed for all three environments (Figure 1.5 

B).  The average spatial activity map correlations between the first and second half of the same 

sessions, and between sessions recorded in the same environment on different days, did not differ 

significantly (Figure 1.5 C). However, anatomical clustering appears to vary across days and 

across environments. We measured the level of cluster overlap both for different environments 

and for the same environment on different days. The level of cluster overlap is significantly higher 

than the chance level for all conditions tested (Figure 1.5 D). This shows that CA1 neurons in each 

anatomical cluster exhibit a degree of stability in their being active across the same second-long 

period of environmental exploration, which is true for different environments and for the same 

environment on different days.  Though the mean overlap between neurons forming each group 
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tends to be higher for the same environment as compared to different environments, it is not 

significant (Figure 1.5 D). We note that cluster overlap across different environments does not 

imply that the distribution of location-specific firing across neurons is the same for different 

environments. 

We then considered the possibility that an environment yielding more stable and similar 

trajectories through space might yield more robust stability in anatomical clustering. To test this, 

we compared anatomical cluster membership and spatial activity patterns when animals traveled 

along a horizontally- or vertically-oriented linear track (Figure 1.5 E, both track orientations gave 

a view to the same set of global visual cues in the recording room).  As the track defines a space 

that can be moved or reoriented within a larger, directly visible allocentric space (defined by the 

recording room walls), activity maps for different configurations of the track relative to the room 

could be compared for similarity; this was not possible for the open-field arena exploration 

experiments where an obvious means to align environments is not given.  By rotating the track, 

the global environment perceived by animals for the same locations on the track will be 

differentiated. The clusters based on groupings of temporally correlated neurons recorded from 

animals on linear tracks are robust (Figure 1.5 F).  We first calculate the spatial activity map 

correlations between the first and second halves of individual recording sessions, and between two 

different sessions using the same horizontal orientation. The correlation levels between the halves 

and same direction trials are in the same level with the lap-by-lap rate map correlation within each 

trial (Figure 1.19), but are significantly higher than those for the horizontally- versus vertically-

oriented track (Figure 1.5 G), indicating a strong influence of location and orientation on spatial 

firing patterns as expected.  The level of cluster overlaps for the first and second halves of each 

track orientation and across days using the same orientation is beyond that expected by chance 
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(Figure 1.5 G; comparisons within columns). Next, we asked if there is greater anatomical cluster 

overlap for the same versus different track orientations.  Anatomical clusters have a significantly 

greater overlap for the same orientation in accordance with the greater degree of pairwise activity 

map correlations (horizontal or vertical orientation, Figure 1.5 H; comparisons across columns).  

We attribute the higher clustering overlap for the two horizontal orientation track runs as likely 

reflecting the constraint on the animal to only two trajectories through the observable environment; 

this constraint does not characterize the free exploration of the circle, triangle, or square-shaped 

arenas on different days or across different time periods of the same session.  

To further examine how clustering stability may reflect the difference in exploration 

behavior induced by environment change, we utilized a task in which a barrier is introduced in the 

center of the square arena, which can alter the exploration trajectory of the animals compared with 

that of empty arena (Figure 1.5  I, J). Although no significant difference is noted in terms of activity 

map correlation (Figure 1.5  K), we again noted a significant reduction in cluster overlap between 

the empty box trials and the barrier trials, while between two open box trials, even on different 

days, the anatomical cluster overlap shows no significant differences (Figure 1.5  L). Altogether, 

the above results indicate that anatomical clusters display much stability yet are versatile and 

dynamic in their organization during active behavioral exploration of different environments.  

Anatomical clusters and behavioral state 

Having characterized the dynamics and stability of CA1 anatomical clusters of co-active 

neurons, we next asked if they persist across distinct behavioral states. We compared the 

behavioral states of active exploration versus immobility within the same environment (Figure 1.6 

A, B, F, G).  To facilitate immobility, we imaged CA1 neurons while animals were in their home 

cage inside a dark box under dim lighting.  Visual inspection of the layout of temporally correlated 
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neuron groups during immobile periods revealed that anatomical clusters are as robust as those 

during behavioral exploration (Figure 1.6 C, D, E, H, I, J). These results indicate that anatomical 

clusters are present even during immobility. 

To determine the significance of anatomical clustering across the behavioral states of active 

exploration versus immobility, we compared the cumulative probability distribution of intra-

cluster and inter-cluster temporal correlations for neuron pairs under active exploration and 

immobility states.  During the exploration period, intra-cluster neuron pair correlations are 

significantly higher than both shuffled baseline and inter-cluster correlations (Figure 1.6 K).  

Similarly, during immobility, intra-cluster neuron pair correlations are significantly higher than 

both shuffled baseline and inter-cluster correlations (Figure 1.6 L). These results suggest that while 

the temporal correlations in activity seen for anatomical clusters of CA1 neurons are related to the 

actual exploration pattern for an environment (Figure 1.4), temporal clustering is also subject to 

the influence of internal dynamics and connectivity.  In this way, clustering of activity and 

anatomical proximity among neuron sub-groups may form CA1 hippocampal activity sequences 

for encoding and memory of locomotor and non-locomotor episodes. 

Discussion 

Neighboring neurons with similar response properties form topographic modular structures 

in sensory areas of the neocortex (Hubel & Wiesel, 1962; Mountcastle, 2003).  To date, most 

approaches to detecting such one-to-one correspondences between the sites of location-specific 

firing for individual neurons and their locations with the space of CA1 have not found evidence 

for a strict, metric form of topographic representation of environmental location (Redish et al., 

2001; Villette et al., 2015).  Instead, hippocampal neurons underlying spatial navigation and 

memory formation are thought to have a non-topographical, distributed organization.  Yet, work 
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addressing this question has focused on the response properties of very closely neighboring 

neurons recorded on the same electrode in comparison to neurons recorded on different electrodes 

at larger distances from each other. Furthermore, these experiments have generated contradictory 

results (Hampson et al., 1999; Muller et al., 1987; Redish et al., 2001).  Neurons with the same 

place field tuning can be located anywhere in CA1(Redish et al., 2001), yet under more 

complicated tasks like associating positions with rewards, it has been reported that neurons with 

the same tuning tend to neighbor one another (Eichenbaum et al., 1989). Similar anatomically 

organized CA1 principal neuron subpopulations are also identified after association learning (Modi 

et al., 2014).  These results suggest that the anatomical organization of the hippocampus is not yet 

fully understood and that there may be yet undiscovered principles of connectivity that guide the 

expression of activity sequences. 

Our results show that a very different form of topographical organization not examined in 

prior work is found when CA1 pyramidal neurons are clustered according to which neurons are 

activated over second-long time periods. Here, clustering, in the form of cluster members being 

activated within the same second-long time periods, is accompanied by clustering of members 

within contiguous areas or ‘patches’ of the CA1 region being imaged.  Notably, this form does not 

imply that neurons of the same cluster will necessarily exhibit location-specific firing over 

overlapping locations in the environment.  Further, this form does not imply that members of a 

cluster are adjacent, but, rather, that they lie over a potentially broader spatial range within a 

contiguous region of CA1; cluster members may be neighboring cells or lie hundreds of microns 

apart.  The CA1 topographical organization of anatomical clusters follows the seconds-scale 

temporal correlation among large groups of neurons spread over relatively broad regions of 

anatomical space.  Our approach stands in contrast to the approach used in earlier work in which 
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smaller hippocampal neuron groups of closely-neighboring versus non-neighboring neurons were 

identified according to whether they had been recorded on the same or a different recording tetrode 

(Redish et al., 2001).  Correlations in the spatial activity maps for same-tetrode versus different-

tetrode neuron groups were used to assess the presence or absence of topographic organization. In 

the present study, we find that neurons with non-overlapping location-specific firing fields can be 

also assigned to the same cluster, in addition, neurons sharing the same cluster identity can be so 

anatomically distant from each other that recording them on the same tetrode would be extremely 

unlikely. For these reasons, we suggest that replication of our findings using electrophysiology in 

rats or in mice would demand the utilization of a tightly spaced (across anterior-posterior and 

medial-lateral dimensions) and dense array of recording electrodes. Compared to conventional 

electrophysiological approaches, optical imaging of cell activity allows for continuous sampling 

across larger subspaces of the CA1 region to better address the issue of topography and to search 

for any of multiple forms of it. In the present work, the quantification of temporal correlations 

between CA1 neurons imaged over a broad view field for several seconds serendipitously yielded 

discovery of near-neighbor anatomical clustering in the hippocampal CA1 region.  

Anatomical clusters in hippocampal sub-region CA1 have several notable anatomical and 

functional characteristics.  First, they are defined in the present work by temporal correlations 

between CA1 neurons on the order of seconds.  Many, but not all, of the recorded neurons exhibit 

place-specific activity by conservative criteria.  By focusing on temporal correlations in firing 

patterns, our approach examines the dynamics of hippocampal ensembles without employing 

filters according to a simplified model wherein CA1 excitatory neurons exhibit only single place 

fields with highly reliable visit to visit activation and robustness to trajectory taken through a 

location.  Thus, at least for active foraging behaviors, the temporal correlations in activity reflect 
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in part the sequencing of spatially tuned ensemble activity patterns that accompany specific 

trajectories through an environment.  Our approach may also be better able to detect coactivation 

patterns under circumstances where the recording technique (imaging versus electrophysiological) 

and/or the species (e.g., rat versus mouse) may be associated with differences in the degree and 

reliability of spatial tuning.  With respect to spatially versus temporally correlated activity, it is 

also relevant that we observed anatomical clustering for both active exploration and immobile 

behavioral states.  The latter, of course, precludes a spatial approach to defining correlated activity.  

This suggests that more internally driven dynamics are organized, at least in part, according to the 

layout of neurons across the space of CA1.  A second functional characteristic is that anatomical 

clusters do not always constitute a single continuous region; a single anatomical cluster may 

include a non-contiguous island of neurons that is relatively remote from the main cluster.  Finally, 

when we measured anatomical cluster overlap as animals explored different environments, we 

found that they are dynamic in their organization. In other words, the anatomical distribution of 

clusters has a “mix-and-match” quality wherein the observed topography is specific to the 

environment. Temporally correlated clusters of neurons and the sub-regions they occupy in CA1 

can be organized in a combinatorial fashion that matches the diversity of experience across 

environments.  

The question as to what circuitry leads to temporal activity correlations for anatomically 

clustered neurons is complex. Multiple non-random distributions of connectivity co-exist in CA1 

including inputs from entorhinal cortex, subiculum, and CA3, all of which vary systematically 

along the transverse and septo-temporal axes of hippocampus (Witter et al., 2017).  Yet, 

anatomical clustering observed in the present work is dynamic and does not neatly follow obvious 

medial/lateral or anterior/posterior patterns.  Another possible source of anatomical organization 
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are patterns of hippocampal GABAergic interneuronal axonal arbors.  CA1 interneurons are 

heterogeneous in their dendritic and axonal arbors, and are tightly integrated into the temporal and 

spatial tuning dynamics of CA1 pyramidal cells (English et al., 2017; Wilent & Nitz, 2007). 

Through broad-scale changes in firing rates, sub-populations of interneurons appear to influence 

CA1 pyramidal neuron spatial tuning over the space of experimental arenas such as those used in 

the present work (Nitz & McNaughton, 2004).  Thus, we speculate that the dynamic and fractured 

topography of CA1 neuron activation patterns observed in the present study are the product of 

time-based and environment-based dynamic reorganization of activity patterns among CA1 

interneurons and the organization of excitatory inputs according to the transverse and longitudinal 

axes.  

Geiller et al.’s recent study provided a model hypothesizing CA1 pyramidal cells are 

embedded inside a subnetwork including neighboring pyramidal cells and interneurons. In our 

results, the anatomical distribution of neighboring intra-cluster neurons to place cells, and the 

distance-temporal correlation relationship of temporally clustered pyramidal neurons is 

comparable to what Geiller et al. study presented.  Our observation is based on different analytical 

approaches, which make us believe that we are measuring physiological properties of CA1 

pyramidal neuron populations rather than coincidence caused by non-neuron structures or specific 

experimental settings. Meanwhile, the idea of recurrently connected neighboring pyramidal cells 

could be another potential source of the CA1 pyramidal cell organization we are seeing here and 

is worth further study.  

Overall, our findings imply that episodic memories for random trajectories through an 

environment may be contained within sub-spaces of CA1 and that activation of CA1 sub-regions 

could trigger recall of the environmental locations already visited within a single exploration 
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session.  This is consistent with recent work demonstrating that co-activation of neurons over 

timescales of several seconds can drive the changes in synaptic efficacy that are thought to define 

memories (Bittner et al., 2017). Alternatively, activation of clusters could be involved in the 

control of behavioral output itself through CA1 outputs to prefrontal cortex (Dolleman-van der 

Weel et al., 2019)  or retrosplenial cortex (Alexander & Nitz, 2015). Also, anatomical clusters may 

guide neural activity that contributes to spatial navigation and episodic memory. 
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Figure 1.1. GCaMP-based miniscope imaging and mouse preparations (A) Photograph of a 

mouse fitted with a head-mounted miniscope. (B) Illustration of AAV-CaMKIIGCaMP6f injection 

into CA1 area for selective expression in excitatory cells. (C) Illustration of a GRIN lens implant 

site in the coronal brain slice. Our surgical preparation removed overlying cortical tissue without 

damaging hippocampal tissue. (D) Histological section images of hippocampal CA1 in a C57 

mouse with AAV-CaMKII-GCaMP6f expression. Blue color represents DAPI labeled nuclei. (E) 

Histological section images of hippocampal CA1 in a Camk2a-Crel Ai163 mouse. Note that while 

both AAV and transgenic preparations appear healthy, the Camk2a-Crel Ai163 preparation shows 

more sparse GCaMP expression compared with the AAV preparation. 
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Figure 1.2. Graphical illustrations of temporal calcium activity clusters, anatomical clusters 

and cluster overlap calculation (A) Illustration of our clustering technique for creating temporal 

clusters. Starting with raw calcium signals of neurons (left), and candidate clusters numbering over 

a range of 2-10, 100 rounds of k-mean clustering are performed on the signals (for each neuron a 

random half is picked during each clustering round). The clustering result is then used to formulate 

the consensus matrix which represents the similarity between neurons and corresponded to a 

candidate cluster number (middle). For each consensus matrix, cophenetic correlation is 

calculated, and the matrix with the highest value. represents the best clustering result, while the 

corresponding cluster number is the optimal cluster number. (B) Graphical representation of 

anatomical clusters. Anatomical footprints of individual neurons are labeled with different colors 

based on their temporal cluster identity (far left panel). DBSCAN is used to identify the 

anatomically gathered temporal clusters (second on the left). For each anatomical cluster, its outer 

boundary is defined (middle), and the boundary is filled to achieve the area span of the cluster 

(second on the right). The area span of each anatomical cluster is mapped and then superimposed 

(far right panel). (C) Illustration of cluster overlap calculation. Green neurons in the far-left 

footprint compose one cluster in clustering result P1 for the 1st analytical iteration, these neurons 

go into different clusters in clustering result P2 for the 2nd analytical iteration (second from the 

left). For these neurons, cluster overlap is defined as the ratio of the pair of neurons whose 

assignment remains in the same clusters in P2, and the total pairs of neurons assigned in P1. For 

other clusters in P1, similar overlap values can be calculated between them and their corresponding 

clusters in P2, and their average represents the overall overlap between P1 and P2 (far right). 
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Figure 1.3 Hippocampal CA1 neurons are organized into anatomically clustered groups with 

temporally correlated calcium activities (A) Illustration of a mouse with a head-mounted 

miniscope targeting the hippocampal CA1 region, and the behavioral arena (36cm diameter circle 

box) in which the mouse can freely explore with simultaneous calcium event neural imaging. Gray 

line indicates the trajectory of one example mice exploring for 12 minutes (B) Illustration of 

neuron footprints extracted by CNMF-E during processing of miniscope imaging data. (C) 

Temporal calcium traces of all neurons grouped into clusters recorded from a single mouse (C1-

C4) (D1) Magnification of the red boxed areas in C. The aligned calcium events are clearly seen 

in the magnified trace segment. (D2) Trajectories corresponding to the four magnified calcium 

event segments presented in d (trajectory length: C1: 1155.53mm, C2: 806.50mm, C3: 836.07mm, 

C4: 630.14mm) (E) Pairwise temporal correlation matrix. Both axes represent neuron indexes 

which are grouped by clusters. (F) Comparisons of cumulative probabilities between intra- and 

inter- cluster pairwise temporal correlations of neuron calcium event dynamics, as well as shuffled 

intra-cluster pairwise correlation. Intra-cluster correlation is significantly higher than both shuffled 

and inter-cluster correlation (intra-cluster, 0.1206 ± 0.0006; inter-cluster, 0.0031 ± 0.0006; 

shuffled intra-cluster, 0.0202 ± 0.0006;   intra-cluster versus inter-cluster, p= 1.0257*10-40, intra-

cluster versus shuffled intra-cluster-cluster, p= 4.1659*10-24, two sample Kolmogorov–Smirnov 
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test, Data are presented as the mean ± SEM). (G) Anatomical clusters of neural calcium event 

footprints from temporally correlated neurons.  Two example mice are shown here. The scale bar 

represents 25 μm. For the anatomical axis symbols, A refers to anterior and M refers to medial. 

(H) Anatomical cluster changes during 3 semi-overlapping epochs of a single recording session 

for the example mouse in G (the left one) (I) Average patch size of anatomical clusters across 

different cluster numbers. Error bars represent the SEM of patch sizes across six mice perform the 

same task at the specific cluster number. Blue circle: Patch size of the original anatomical clusters. 

Yellow square: average size of the shuffled cluster patches serves as shuffled baseline (Original 

cluster patch size curve v.s. shuffled baseline curve: p=0.0039, Wilcoxon matched pairs signed 

rank test, N=9 cluster numbers) (J) Relationship between pairwise temporal correlations and 

pairwise anatomical distance of neuron pairs. Intra- and inter-cluster data is represented as purple 

and green, respectively. The distribution of intra- and inter-cluster data are fitted to a first-order 

power function. Overall, for all the mice, across neuron pairs with different pairwise distances, a 

significant negative relationship is identified between pairwise temporal correlation and pairwise 

distance (Cyan line, spearman correlation=-0.1976, p=3.9975*10-67). Also, across neuron pairs 

with different pairwise distances, the pairwise temporal correlation of intra-cluster neuron pairs is 

significantly higher than that of inter-cluster neuron pairs (p=3.8966*10-18, Wilcoxon matched pair 

signed rank test, N=100 distance levels). The subplot on the right top illustrates distribution of 

neighboring cells toward intra-cluster place cells. Asterisks are defined as p ≤ 0.05 *, p< 0.01 **, 

p< 0.001 ***. 
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Figure 1.4. Anatomical clusters are the basis of the functional organization during 

exploration of different regions of the behavioral arena (A, D, G) Anatomical clusters for three 

representative mice imaged while freely exploring an identical behavioral arena. (B, E, H) Upper 

portion of the panels represents ensemble activity maps of the anatomical clusters in A, E, I. Black 

dots represent the maximal activity location of individual intra-cluster neurons. Lower portion of 

the panels represents activity maps of 3 representative neurons from each anatomical cluster. The 

number on the right top of each activity map represents the maximum bin rate in the map. For all 

activity maps each bin represent 1cm*1cm of the arena space (C, F, I) Relationship between 

pairwise temporal correlation and pairwise activity map correlation for neuron pairs within the 

anatomical clusters for the three representative mice depicted in A, E, I.  Each of the neuron pairs 

is represented by a single black dot. For all 3 example mice, the pairwise temporal correlations 

have significant linear relationship with pairwise activity map correlation (mouse1: Pearson’s r = 

0.4585, p=6.1241*10-68; mouse 2: Pearson’s r = 0.4950, p=2.6525*10-33; mouse 3: Pearson’s r 

= 0.4847, p=1.8400*10-31).  
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Figure 1.5. Anatomical cluster-specific calcium event activities vary across different 

environments (A) Experiment schematic. Six mice explored inside three different types of arenas 

(triangle, circle and square), each arena for 12 min. The order of exploration in the first and second 

day is illustrated in the schematic. (B) Anatomical clusters in hippocampal CA1 in one 

representative mouse for each of these trials. (C) Average activity map correlation between the 

two halves of each trial and trials with the same geometry on different days. No significant 

difference is found between the two conditions (first half - second half: 0.2825 ± 0.0113, same 

geometry different days: 0.1889 ± 0.0363, p=0.0931, two-tailed Wilcoxon rank sum test, Data are 

presented as the mean ± SEM, N=6 mice). (D) Cluster overlap between the first and second halves 

of each trial, between the same geometry trials on different days, between different geometry trials 

on the same day, and between different trials on different days. No significant difference is found 

between these conditions (first half - second half: 0.2950 ± 0.0155, same geometry different days: 

0.3051 ± 0.0268, different geometry same days: 0.2889 ± 0.0168, different geometry different 

days: 0.2764 ± 0.0168. first half - second half vs same geometry different days: p>0.9999; first 

half - second half vs different geometry same days: p>0.9999; first half - second half vs different 

geometry different days: p=0.3939; same geometry different days vs different geometry same 

days: p=0.8182; same geometry different days vs different geometry different days: p=0.4848; 

different geometry same days vs different geometry different days: p=0.4848; two-tailed Wilcoxon 

ranksum test, Data are presented as the mean ± SEM, N=6 mice), while all the cluster overlap 

distributions are significantly higher than their corresponding shuffled baseline (first half - second 

half baseline: 0.2117 ± 0.0014, same geometry different days baseline: 0.2125 ± 0.0031, different 

geometry same days baseline: 0.2166 ± 0.0032, different geometry different days baseline: 0.2124 

± 0.0031, first half - second half vs its baseline: p=0.0022, same geometry different days vs its 

baseline: p=0.0022, different geometry same days vs its baseline: p=0.0022, different geometry 

different days vs its baseline: p=0.0022, two-tailed Wilcoxon ranksum test, Data are presented as 

the mean ± SEM, N=6 mice). (E) Experiment schematic. Six mice conducted exploration on a 

horizontal linear track on the first day. On the second day they first repeated the exploration on the 

track with previous day’s settings. After that the track was rotated 90 degrees clockwise, and the 

mice conducted another exploration on the rotated track. (F) Anatomical cluster organization for 

one representative mouse for each of these three conditions. (G) Average activity map correlation 

between the first and second halves of the same trials, and between the two horizontal track trials. 

(First and second halves: 0.3503 ± 0.0261, day 1 horizontal to day 2 horizontal: 0.3343 ± 0.0344, 

day 1 horizontal to day 2 vertical: 0.1573 ± 0.0085, day 2 horizontal to day 2 vertical: 0.1558 ± 

0.0057. first and second half vs day 1 horizontal to day 2 horizontal: p=0.8182, first and second 

half vs day 1 horizontal to day 2 vertical: p=0.0022, first and second half vs day 2 horizontal to 

day 2 vertical: p=0.0022, day 1 horizontal to day 2 horizontal vs day 1 horizontal to day 2 vertical: 

p=0.0087, day 1 horizontal to day 2 horizontal vs day 2 horizontal to day 2 vertical: p=0.0043, day 

1 horizontal to day 2 vertical vs day 2 horizontal to day 2 vertical: p=0.9372. two-tailed Wilcoxon 

rank sum test, Data are presented as the mean ± SEM, N=6 mice). (H) Cluster overlap between the 

first and second halves of the same trials, between day 1 horizontal to day 2 horizontal, between 

day 1 horizontal to day 2 vertical, and between day 2 horizontal to day 2 vertical, (First and second 

halves: 0.3333 ± 0.0177, day 1 horizontal to day 2 horizontal: 0.3702 ± 0.0283, day 1 horizontal 

to day 2 vertical: 0.2706 ± 0.0283, day 2 horizontal to day 2 vertical: 0.2782 ± 0.0048. first and 

second half vs day 1 horizontal to day 2 horizontal: p=0.3939, first and second half vs day 1 

horizontal to day 2 vertical: p=0.0043, first and second half vs day 2 horizontal to day 2 vertical: 

p=0.0022, day 1 horizontal to day 2 horizontal vs day 1 horizontal to day 2 vertical: p=0.0260, day 
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1 horizontal to day 2 horizontal vs day 2 horizontal to day 2 vertical: p=0.0260, day 1 horizontal 

to day 2 vertical vs day 2 horizontal to day 2 vertical: p=0.4848. two-tailed Wilcoxon rank sum 

test, Data are presented as the mean ± SEM, N=6 mice). Except day 1 horizontal – day 2 vertical 

combination, all other cluster overlap distributions are significantly higher than their 

corresponding shuffled baseline (First and second halves baseline: 0.2616 ± 0.0047, day 1 

horizontal to day 2 horizontal baseline: 0.2634 ± 0.0066, day 1 horizontal to day 2 vertical baseline: 

0.2606 ± 0.0036, day 2 horizontal to day 2 vertical baseline: 0.2606 ± 0.0036. First and second 

halves vs its baseline: p=0.0026, day 1 horizontal to day 2 horizontal baseline vs its baseline: 

p=0.0043, day 1 horizontal to day 2 vertical vs its baseline: p=0.4848, day 2 horizontal to day 2 

vertical vs its baseline: p=0.0260, two-tailed Wilcoxon rank sum test, Data are presented as the 

mean ± SEM, N=6 mice) (I) Experiment schematic. Five mice conducted 10-minute exploration 

in the same square box for three times on the first day. On the second day a barrier was placed in 

the middle of the box in the second trial.  (J) Anatomical clusters for one representative mouse for 

the trials described in I. (K) Average activity map correlation for the trial combinations (training1 

and training3: 0.3586 ± 0.0294, pre-cue and post-cue: 0.3512 ± 0.0517, pre-cue and cue: 0.2805 ± 

0.0173, post-cue and cue: 0.2872 ± 0.0309. training1 and training3 vs pre-cue and post-cue: 

p=0.4206, training1 and training3 vs pre-cue and cue: p=0.0952, training1 and training3 vs post-

cue and cue: p=0.1508, pre-cue and post-cue vs pre-cue and cue: p=0.1508, pre-cue and post-cue 

vs post-cue and cue: p=0.1508, pre-cue and cue vs post-cue and cue: p>0.9999, two-tailed 

Wilcoxon rank sum test, Data are presented as the mean ± SEM, N=6 mice). (l) Cluster similarities 

between the training1 and training3 trial in the first day, and between the pre-cue and post-cue, 

pre-cue and cue, post-cue, and cue trials in the second day (training1 and training3: 0.3229 ± 

0.0099, pre-cue and post-cue: 0.3304 ± 0.0083, pre-cue and cue: 0.2872 ± 0.0123, post-cue and 

cue: 0.2950 ± 0.0094. training1 and training3 vs pre-cue and post-cue: p=0.8413, training1 and 

training3 vs pre-cue and cue: p=0.1508, training1 and training3 vs post-cue and cue: p=0.1508, 

pre-cue and post-cue vs pre-cue and cue: p=0.0317, pre-cue and post-cue vs post-cue and cue: 

p=0.0317, pre-cue and cue vs post-cue and cue: p=0.6905, two-tailed Wilcoxon rank sum test, 

Data are presented as the mean ± SEM, N=6 mice). All the cluster overlap distributions are 

significantly higher than their corresponding shuffled baseline (training1 and training3 baseline: 

0.2655 ± 0.0075, pre-cue and post-cue: 0.2607 ± 0.0033, pre-cue and cue: 0.3229 ± 0.0099, post-

cue and cue: 0.3304 ± 0.0083. training1 and training3 vs its baseline: p=0.0159, pre-cue and post-

cue vs its baseline: p=0.0079, pre-cue and cue vs its baseline: p=0.0159, post-cue and cue vs its 

baseline: p=0.0079, two-tailed Wilcoxon rank sum test, Data are presented as the mean ± SEM, 

N=6 mice). Asterisks are defined as p ≤ 0.05 *, p< 0.01 **, p< 0.001,***. 
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Figure 1.6 . Comparisons of anatomical clusters during active exploration and long-term 

immobility (A, F; upper portion of each panel) Two example mice actively explored in an open 

arena (blue traces, square box) (A, F; lower portion of panel) The example mice were immobile in 

their home cage (square box) which was dimly lit. (B, G; upper portion of panel) Raw calcium 

activity traces of individual neurons of the mice during active exploration of the arena. (B, G; 

lower portion of panel) Raw calcium activity trace of individual neurons of the same mice grouped 

by anatomical clustering during long periods of immobility. (C, H; upper portion of panel) 

Anatomical clusters during active exploration of the arena by the example mice. (C, H; lower 

portion of panel) Anatomical clusters during long periods of immobility. (D, I; upper portion of 

panel) Pairwise correlation matrix of neurons during exploration of the example mice. (D, I; lower 

portion of panel) Pairwise correlation matrix of neurons during immobility of the example mice. 

(E, J; upper portion of panel) Anatomical cluster patch size for different number of clusters during 

exploration. (E, J; lower portion of panel) Anatomical cluster patch size for different number of 

clusters during immobility. Blue circle: Patch size of the original anatomical clusters. Yellow 
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square: average size of the distribution of shuffled cluster patches. Overall, original clusters’ patch 

size across different choice of cluster numbers are significantly higher than that of shuffled 

baseline for both exploration and immobility across different cluster numbers (E upper panel: 

p=0.0039; E lower panel: p=0.0039; J upper panel: p=0.0039; J lower panel: p=0.0039. Wilcoxon 

matched pair signed rank test, N=9 cluster numbers) (K, L) Cumulative probability distributions 

of intra- and inter-cluster pairwise temporal correlations of individual neuron pairs during active 

exploration (K) or immobile periods (L) for all mice tested.  Shuffled intra-cluster pairwise cross 

correlation is included as well in both K and L. (K) During exploration intra-cluster correlation is 

significantly higher than both shuffled and inter-cluster correlation (intra-cluster: 0.1422± 0.0010; 

inter-cluster: 0.0032± 0.0002; shuffled intra-cluster: 0.0314 ± 2.4697*10-5. intra-cluster versus 

inter-cluster: p=1.9134*10-29, intra-cluster versus shuffled: p=8.4786*10-24, two-sample 

Kolmogorov–Smirnov test, Data are presented as the mean ± SEM). (L) During immobility the 

intra-cluster correlation is significantly higher than both shuffled and inter-cluster correlation 

(intra-cluster: 0.1448 ± 0.0001; inter-cluster: 0.0081 ± 0.0003; shuffled: 0.0491± 2.2288*10-5. 

intra-cluster versus inter-cluster: p=5.2291*10-22, intra-cluster versus shuffled: p=1.5743*10-12, 

two-sample Kolmogorov–Smirnov test, Data are presented as the mean ± SEM, N=6 mice). 

Asterisks are defined as p ≤ 0.05 *, p< 0.01 **, p< 0.001,***. 
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Figure 1.7. Clusters of CA1 excitatory cells observed during mouse exploration in a square 

arena (A) Square arena experiment design. Six mice explored in a 26cm*26cm square arena for 

12 minutes each day. The gray line represents the locomotion trajectory of an example mouse 

during the experiment. (B) Illustration of temporal raw calcium traces of all neurons, grouped by 

clusters, of the example mouse. (C) Pairwise correlation matrix of neuron calcium traces of the 

example mouse. Both axes represent neuron indexes which are grouped by clusters. (D) 

Comparison between intra- and inter- cluster pairwise cross-correlations of temporal calcium 

dynamics of neurons, as well as shuffled intra-cluster pairwise cross correlations, for all 6 mice. 

The intra-cluster correlation is significantly higher than both shuffled baseline and inter-cluster 

correlation (intra-cluster: 0.1163 ± 0.0006; inter-cluster: -0.0044 ± 0.0001; shuffled intra-cluster: 

0.0280 ± 0.0000. intra-cluster vs. inter-cluster: p=1.1998*10-149, two sample Kolmogorov–

Smirnov test, intra-cluster vs. shuffled intra-cluster-cluster: p=4.0483*10-89, two sample 

Kolmogorov–Smirnov test, Data are presented as the mean ± SEM, N=6 mice). (E) The anatomical 
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footprint of temporal clusters, and contiguous patches of CA1 anatomical space detected by 

DBSCAN. Each cluster is represented by a single color. Two example mice are shown here. (F) 

Anatomical formation of temporal clusters for three 6-minute periods window of the experiment. 

(G) The anatomical cluster patch sizes across different numbers of clusters, for all 6 mice. Blue 

circle: Region size of the original anatomical clusters. Yellow square: average size of the shuffled 

cluster regions. (Original cluster size curve vs. shuffled baseline curve: p=0.0039, Wilcoxon 

matched-pairs signed rank test, N=9 cluster numbers) (H) Relationship between pairwise temporal 

correlations and pairwise anatomical distances of neuron pairs, in square arena exploration. Intra- 

and inter-cluster data are represented as purple and green, respectively. The distribution of intra- 

and inter-cluster data are fitted to a first-order power function. Overall, across neuron pairs from 

all mice, a significant negative relationship is identified between the pairwise temporal correlation 

and pairwise distance (Cyan line, spearman correlation=-0.2141, p=3.5514*10-81). Across neuron 

pairs with different pairwise distances, the pairwise temporal correlation of intra-cluster neuron 

pairs is significantly higher than that of inter-cluster neuron pairs (p=3.8966*10-18, Wilcoxon 

matched pair signed rank test, N=100 distance levels). The subplot on the right top illustrates the 

distribution of neighboring cells toward intra-cluster place cells. (I) Autocorrelation of the 

ensemble calcium activity of each cluster of the example mouse. The maximum autocorrelation 

values are normalized to 1 (left: circle arena trial in Figure 1; right: square arena trial in panel A). 

(J) Cluster overlap between the three 6-min periods during the experiment, for the circle arena trial 

(Figure 1). Cluster overlap between the three period do not show a significant difference (0-6 min 

-- 3-9 min: 0.3984 ± 0.0320; 3-9 min -- 6-12 min: 0.4407 ± 0.0496; 0-6 min -- 6-12 min: 0.3419 ± 

0.0520. 0-6 min -- 3-9 min vs 3-9 min -- 6-12 min: p=0.4848; 0-6 min -- 3-9 min vs 0-6 min -- 6-

12 min: p=0.2403; 3-9 min -- 6-12 min vs 0-6 min -- 6-12 min: p=0.3095. Two-tailed Wilcoxon 

rank sum test, Data are presented as the mean ± SEM, N=6 mice). The baseline was achieved by 

shuffling the cluster identities of neurons in different periods. Between 0-6 min and 3-9min or 3-

9min and 6-12min windows, the cluster overlap is significantly higher than baseline, while 

between 0-6min and 6-12min the cluster overlap does not significantly different from baseline (0-

6 min -- 3-9min to baseline: p=0.0087, 3-9 min -- 6-12min to baseline: p=0.0152, 3-9 min -- 6-

12min to baseline: p=0.1320. Two-tailed Wilcoxon rank sum test, N=6 mice). (K) Cluster overlap 

between the three 6 min windows during the experiment, for the square 

arena trial (panel a). 0-6min and 3-9min period is significantly higher than between 0-6min and 6-

12min windows (0-6 min -- 3-9 min: 0.4611 ± 0.0580; 3-9 min -- 6-12 min: 0.4847 ± 0.0550; 0-6 

min -- 6-12 min: 0.3465 ± 0.0352. 0-6 min -- 3-9 min vs 3-9 min -- 6-12 min: p=0.8182; 0-6 min 

-- 3-9 min vs 0-6 min -- 6-12 min: p=0.0411; 3-9 min -- 6-12 min vs 0-6 min -- 6-12 min: p=0.0931. 

Two-tailed Wilcoxon rank sum test, Data are presented as the mean ± SEM, N=6 mice). Between 

0-6 min and 3-9min or 3-9min and 6-12min windows, the cluster overlap is significantly higher 

than baseline, while between 0-6min and 6-12min the cluster overlap does not significantly 

different from baseline (0-6 min -- 3-9min to baseline: p=0.0087, 3-9 min -- 6-12min to baseline: 

p=0.0087, 3-9 min -- 6-12min to baseline: p=0.0931. Two-tailed Wilcoxon rank sum test, N=6 

mice). (L) Average pairwise correlations of intra-cluster neuron pairs and inter-cluster neuron pairs 

that are anatomically close (center distance<=35um) or far away (>35um), in the circle arena 

experiment described in Figure 1. Neurons that are anatomically close show significantly higher 

pairwise correlation than far away neurons, and intra-cluster neuron pairs show significantly higher 

correlation than inter-cluster neuron pairs (intra-cluster(<=35μm): 0.5025±0.0301; 

intracluster(>35μm): 0.1158±0.0236; inter-cluster(<=35μm): 0.2886±0.0236; inter-

cluster(>35μm): -0.0022±0.0064; intra-cluster(<=35μm) vs intra cluster(>35μm): p=0.0022; inter-
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cluster(<=35μm) vs. inter-cluster(>35μm): p=0.0022; intra-cluster(<=35μm) vs. inter-

cluster(<=35μm): p=0.0022; intra-cluster(>35μm) vs inter-cluster(>35μm): p=0.0022. Two-tailed 

Wilcoxon rank sum test, Data are presented as the mean ± SEM, N=6 mice). (M) Average pairwise 

correlation of intra-cluster neuron pairs and inter-cluster neuron pairs that are anatomically close 

(center distance<=35um) or far away (>35um), in the square arena experiment described in the 

current figure. Neurons that are anatomically close have significantly higher pairwise correlation 

than far away neurons, and intra-cluster neuron pairs have a significantly higher correlation than 

inter-cluster neuron pairs (intra-cluster(<=35μm): 0.5069±0.0424; intra-cluster(>35μm): 

0.1072±0.0154; intercluster(<=35μm): 0.3052±0.0348; inter-cluster(>35μm): -0.0050±0.0059; 

intra-cluster(<=35μm) vs intra cluster(>35μm): p=0.0022; inter-cluster(<=35μm) vs inter-

cluster(>35μm): p=0.0022; intra-cluster(<=35μm) vs inter-cluster(<=35μm): p=0.0156; intra-

cluster(>35μm) vs inter-cluster(>35μm): p=0.0022. Two-tailed Wilcoxon rank sum test, Data are 

presented as the mean ± SEM, N=6 mice). (N, O) Comparison of original cluster patch size and 

shuffled baseline, for each of the 6 mice with their optimal cluster numbers. All mice have their 

original cluster patch size surpassing their own baseline (Panel N (circle): original cluster patch 

size: 2619 ± 835.5 μm2, shuffled baseline patch size: 130.4 ± 28.2 μm2, p=0.0319; Panel O (square): 

original cluster patch size: 1988 ± 725.6 μm2, shuffled baseline patch size: 84.52 ± 40.79 μm2, 

p=0.0319. Wilcoxon matched pair signed rank test, Data are presented as the mean ± SEM, N=6 

mice). Asterisks are defined as p ≤ 0.05 *, p< 0.01,**, p< 0.001,***. 
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Figure 1.8. Anatomical distributions of place cells in the clusters observed in the circle arena 

exploration experiment (A) Anatomical footprints of all neurons with their cluster identities 

illustrated by different colors (B) Detected place cells and their location in anatomical footprints, 

labeled with colors indicating their cluster identities (C) Pairwise distance of all intra-cluster 

neurons, intra-cluster place cells, and all place cells. The pairwise distance distributions of intra-

cluster place cells, as well as all intra-cluster neurons, are significantly lower than that of all place 

cells, but not significantly different from all intra-cluster neurons (Intra-cluster place cells: 
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195.1612 ± 0.8564μm, intra-cluster all neurons: 193.0436 ± 0.3770μm, all place cells: 230.0036 ± 

0.3997μm. Intra-cluster place cells vs intra-cluster all neurons: p=0.6976; intra-cluster place cells 

vs all place cells: p=8.6730*10-6, intra-cluster all neurons vs all place cells: p=6.4860*10-8, two 

sample Kolmogorov–Smirnov test, Data are presented as the mean ± SEM) (D) Pairwise temporal 

correlation of all intra-cluster neurons, intra-cluster place cells and all place cells. Intra-cluster 

place cells, as well as all intra-cluster neuron pairs, display slightly stronger pairwise correlations 

toward all place cell pairs including intra- and inter-cluster pairs (Intra-cluster place cells: 0.1285 

± 0.0013, intra-cluster all neurons: 0.1203 ± 0.0006, all place cells: 0.0285 ± 0.0005. Intra-cluster 

place cells vs intra-cluster all neurons: p=0.6048; intra-cluster place cells vs all place cells: p= 

5.8780*10-13, intra-cluster all neurons vs all place cells: p=9.7433*10-22, two sample Kolmogorov–

Smirnov test, Data are presented as the mean ± SEM). Asterisks are defined as p ≤ 0.05 *, p< 

0.01,**, p< 0.001,***. 
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Figure 1.9. CA1 neuron clusters and their relationships with the spatial activity maps in the 

square arena exploration (A) Anatomical footprints and continuous neuron regions in 

hippocampal CA1 of three typical mice. (B) Ensemble activity maps of individual clusters, as well 

as activity maps of 3 example neurons inside the cluster, for the example mouse shown in B. The 

number on the right top of each activity map represent the maximum bin rate in the map (C) 

Relationship between pairwise temporal correlations and pairwise activity map correlation, for the 

three example mice shown in B. Each neuron pair is represented by a single black dot. For all 3 

example mice, the pairwise temporal correlations show a significant linear relationship with the 

pairwise activity map correlation (mice1: Pearson rho = 0.3187, p=8.6543*10-32; mice2: Pearson 

rho = 0.3624, p=8.4029*10-18; mice3: Pearson rho = 0.2335, p=1.5445*10-8). 
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Figure 1.10. Cluster profile for mice in the ensemble activity map analysis (A) 12 mice 

explored in a 36cm diameter circle arena for 12 minutes each day. The gray line represents the 

locomotion trajectory of an example mouse during an experiment. (B) Comparison between intra- 

and inter- cluster pairwise cross-correlation of temporal calcium dynamics of neurons, as well as 

shuffled intra-cluster pairwise cross-correlation, for all 12 mice. Intra-cluster correlation is 

significantly higher than both randomized baseline and inter-cluster correlation (intra-cluster: 

0.1020 ± 0.0003; inter-cluster: 0.0065 ± 0.0001; shuffled intra-cluster: 0.0283 ± 0.0000. intra-

cluster vs. inter-cluster: p= 2.5131*10-125, intra-cluster vs. shuffled intra-cluster-cluster: p= 

1.1876*10-85, two sample Kolmogorov–Smirnov test, Data are presented as the mean ± SEM). (C) 

Relationship between pairwise temporal correlations and pairwise anatomical distance of neuron 

pairs, in the square arena exploration. Intra- and inter-cluster data are represented as purple and 

green, respectively. The distributions of intra- and inter-cluster data are fitted to a first-order power 

function. Overall, across neuron pairs from all mice, a significant negative relationship is identified 

between pairwise temporal correlation and pairwise distance (Cyan line, spearman correlation=-

0.0973, p=3.4393*10-34). Across neuron pairs with different pairwise distances, the pairwise 

temporal correlation of intra-cluster neuron pairs is significantly higher than that of inter-cluster 

neuron pairs (p=3.8966*10-18, Wilcoxon matched pair signed rank test, N=100 distance levels). 

The subplot on the right top illustrates the distribution of neighboring cells toward intra-cluster 

place cells. (D) The cluster patch sizes change across the different number of clusters, for all 12 

mice in the circle arena trial. Blue circle: Patch size of the original anatomical clusters. Yellow 

square:  average size of the shuffled cluster patches. (Original cluster size curve vs. shuffled 

baseline curve: p=0.0039, Wilcoxon matched pairs signed rank test, N= 9 cluster numbers) (E) 

Experiment design. 12 mice in 12-minute exploration in a 32cm*26cm rectangle arena for one 

day. The gray line represents the trajectory of an example mouse during an experiment. (F) 

Comparison between intra- and inter- cluster pairwise cross-correlation of temporal calcium 

dynamics of neurons, as well as shuffled intra-cluster pairwise cross-correlation, for all 12 mice. 

Intra-cluster correlation is significantly higher than both shuffled baseline and inter-cluster 

correlation (intra-cluster: 0.1123 ± 0.0004; inter-cluster: 0.0079± 0.0001; shuffled intra-cluster: 

0.0297 ± 9.2812*10-6. intra-cluster vs. inter-cluster: p=9.0350*10-18, intra-cluster vs. shuffled 



 

66 
 

intra-cluster-cluster: p= 1.1924*10-12, two sample Kolmogorov–Smirnov test, Data are presented 

as the mean ± SEM). (G) Relationship between pairwise temporal correlations and pairwise 

anatomical distance of neuron pairs, in the square arena exploration. Intra- and inter-cluster data 

is represented as purple and green, respectively. The distribution of intra- and inter-cluster data are 

fitted to a first-order power function. Overall, across neuron pairs from all mice, a significant 

negative relationship is identified between pairwise temporal correlation and pairwise distance 

(Cyan line, spearman correlation=-0.0613, p=1.8120*10-14). Across neuron pairs with different 

pairwise distances, the pairwise temporal correlation of intra-cluster neuron pairs is significantly 

higher than that of inter-cluster neuron pairs (p=3.8966*10-18, Wilcoxon matched pair signed rank 

test, N=100 distance levels) The subplot at the top right illustrates the distribution of neighboring 

cells toward intra-cluster place cells. (H) The cluster patch sizes change across the different 

number of clusters, for all 12 mice in the square arena trial. Blue circle: Region size of the original 

anatomical clusters. Yellow square:  average size of the shuffled cluster regions. (Original cluster 

size curve vs. shuffled baseline curve: p=0.0039, Wilcoxon matched-pairs signed rank test, N=9 

cluster numbers) . Asterisks are defined as p ≤ 0.05 *, p< 0.01**, p< 0.001,***.   
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Figure 1.11. Overlap analysis of cluster-specific ensemble activity maps (A) Illustration of a 

major field encircled by the dashed line, in an ensemble activity map of one neuronal cluster, for 

the circle arena exploration. (B) Illustration of all major fields calculated from all specific-cluster 

ensemble activity maps for each individual mouse during the circle arena exploration. Major fields 

of different clusters are labeled with corresponding colors on the scale. (C) Distribution of major 

field overlap levels of cluster ensemble activity map pairs. Across mice, 93.21% of the cluster 

pairs have their major field overlap level smaller than 25%.  (D) Illustration of a major field 

encircled by the dashed line, in an ensemble activity map of one neuronal cluster, for the rectangle 

arena exploration. (E) Illustration of all major fields calculated from all specific-cluster ensemble 

activity maps for each individual mouse during the rectangle arena exploration. Major fields of 

different clusters are labeled with corresponding colors (F) Distribution of major field overlap 

levels of cluster ensemble activity map pairs. Across different mice, 89.03% of the cluster pairs 

have their major field overlap level smaller than 25%.  
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Figure 1.12. Distributions of calcium transient durations do not show apparent abnormality 

(A). Illustration of selected calcium transients (green).  Using the aligned deconvoluted calcium 

event, a calcium transient duration/length is determined by including the calcium response duration 

to both the left and right of the event. An average transient length is calculated for each individual 

neuron using all transients detected in a single trial. (B). The transient length distribution of AAV-

GCaMP experiment 1; the 99th percentile of transient lengths is 5.1707 sec. (C). The transient 

length distribution of AAV-GCaMP experiment 2; the 99th percentile of transient lengths is 6.8808 

sec.  
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Figure 1.13. Anatomical cluster sizes in hippocampal CA1 of Camk2a-Cre; Ai163 mice (A) 

Experiment design. Six mice were explored in a 26cm*26cm square arena for 10 minutes. The 

gray line represents the locomotion trajectory of an example mouse during the experiment. (B) 

Comparisons of cumulative probabilities between intra- and inter- cluster pairwise temporal cross-

correlation of neuronal calcium event dynamics, as well as a shuffled intra-cluster pairwise cross-

correlation. The intra-cluster correlation is significantly higher than both shuffled and the inter-

cluster correlation (intra-cluster, 0.0687 ± 0.0013; inter-cluster, 0.0002 ± 0.0001; shuffled intra-

cluster, 0.0255 ± 0.00001;   intra-cluster versus inter-cluster, p= 1.0671*10-60, intra-cluster versus 

shuffled intra-cluster-cluster, p= 2.2669*10-37, two sample Kolmogorov–Smirnov test, Data are 

presented as the mean ± SEM, N=6 mice).  (C) Illustration of the anatomical clusters in 

hippocampal CA1 of all the five Camk2-Cre; Ai163 mouse in used, during the square arena 

exploration. (D-H) Comparison of anatomical patch size of original clusters, and the average patch 

size of 100 shuffled clusters, for each of the 5 mice used in the experiment. The patch size is 

calculated across each cluster number inside the selection range. Overall, for each cluster number 

tested, the original clusters display larger anatomical sizes than the averaged region size of shuffled 

clusters, for all the 5 mice used. (Mouse 1: p=0.0039, Mouse 2: p=0.0039, Mouse 3: p=0.0039, 

Mouse 4: p=0.0039, Mouse 5: p=0.0039, Two-sample Wilcoxon Signed Rank test, N= 9 cluster 

numbers). Asterisks are defined as p ≤ 0.05 *, p< 0.01,**, p< 0.001,***. 
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Figure 1.14. ICA-based assembly detection results in comparison with k-mean-based 

consensus clustering (A-C) Direct comparison of the assemblies extracted by the k-mean-based 

consensus clustering (left), and ICA-based assembly detection using the approach described in 

Lopes-dos-Santos et al (2013) (right). For ICA-based assemblies, the number of assemblies is set 

to the same as k-mean-based assemblies. Neurons that have negative weights toward all ICA-based 

assemblies are excluded and labeled in gray in the anatomical footprints. It is noted that both k-

mean-based and ICA-based approaches can capture the same co-activation events occurring during 

the trial. However, an individual k-mean assembly does not necessarily have the same set of co-

activation events as an ICA-based assembly. (D-F). Comparison between intra- and inter-assembly 

pairwise cross-correlation of temporal calcium dynamics of neurons, as well as the shuffled intra- 

assembly pairwise cross-correlation for ICA-based assemblies in each experiment. For ICA-based 

assemblies, the intra-cluster correlation is significantly higher than both shuffled and inter-cluster 

correlation.  K-mean based assemblies show higher intra-cluster correlation than ICA-based 

assemblies (D:: k-mean consensus intra-cluster: 0.1542 ± 0.0181; ICA intra-cluster: 0.1201 ± 

0.0106; ICA shuffled intra-cluster: 0.0322 ± 0.0034; ICA inter-cluster: 0.0108 ± 0.0043. k-mean 

intra-cluster vs. ICA intra-cluster: p=0.0044, ICA intra-cluster vs. ICA inter-cluster: p=3.9748*10-

43, ICA intra-cluster vs. ICA shuffled intra-cluster-cluster: p=8.1834*10-26, two sample 

Kolmogorov–Smirnov test, Data are presented as the mean ± SEM) (E: k-mean consensus intra-

cluster: 0.1235 ± 0.0093; ICA intra-cluster: 0.0968 ± 0.0061; ICA shuffled intra-cluster: 0.0301 ± 

0.0021; ICA inter-cluster: 0.0147 ± 0.0019. k-mean intra-cluster vs. ICA intra-cluster: p=0.0002, 

ICA intra-cluster vs. ICA inter-cluster: p=4.8257*10-88, ICA intra-cluster vs. ICA shuffled intra-

cluster-cluster: p=4.4463*10-63, two sample Kolmogorov–Smirnov test, Data are presented as the 

mean ± SEM) (F: k-mean consensus intra-cluster: 0.0898 ± 0.0092; ICA intra-cluster: 0.0731 ± 

0.0084; ICA shuffled intra-cluster: 0.0075 ± 0.0015; ICA inter-cluster: -0.0058 ± 0.0035. k-mean 

intra-cluster vs. ICA intra-cluster: p=0.0212, ICA intra-cluster vs. ICA inter-cluster: p=1.3326*10-

67, ICA intra-cluster vs. ICA shuffled intra-cluster-cluster: p=1.5276*10-57, two sample 

Kolmogorov–Smirnov test, Data are presented as the mean ± SEM). (G-I) the cluster patch sizes 

change across different numbers of clusters for ICA-based assemblies. Blue circle: Patch size of 

the original anatomical clusters. Yellow square:  averaged size of the 100 shuffled cluster patchs. 

Comparing the curves of the original anatomical cluster size and shuffled baseline across different 

cluster numbers, the original cluster size is higher than the shuffled at all cluster number candidates 

(G: p=0.0039, H: p=0.0039, I: p=0.0039, Wilcoxon matched -pair signed rank test, N=9 cluster 

numbers). (J-L) Relationship between pairwise temporal correlations and pairwise anatomical 

distance of neuron pairs for ICA-based assemblies. Intra- and inter-cluster data are represented in 

purple and green, respectively. The distributions of intra- and inter-cluster data are fitted to a first-

order power function. Overall, across neuron pairs from all mice, a significant negative 

relationship is identified between pairwise temporal correlations and pairwise distances (Cyan line: 

J: spearman correlation=-0.2411, p=1.3701*10-104; K: spearman correlation=-0.0824, 

p=3.3219*10-25; L: spearman correlation=-0.0402, p=0.0049). Also, intra-cluster neuron pairs also 

exhibit overall lower pairwise distance than inter-cluster neuron pairs (J: Intra-cluster neuron 

average pairwise distance: 196.3884 ± 0.4854µm; Inter-cluster neuron average pairwise distance: 

224.9410 ± 0.1379 µm; p= 3.8966*10-18, Wilcoxon matched-pair signed rank test, Data are 

presented as the mean ± SEM; K: Intra-cluster neuron average pairwise distance: 222.7403 ± 

0.3073µm; Inter-cluster neuron average pairwise distance: 232.6561 ± 0.1116 µm, p=3.8966*10-

18, Wilcoxon matched-pair signed rank test, Data are presented as the mean ± SEM; L: Intra-cluster 

neuron average pairwise distance: 193.2881 ± 0.5013µm; Inter-cluster neuron average pairwise 



 

72 
 

distance: 196.8642 ± 0.1783 µm, p=3.8966*10-18; Wilcoxon matched-pair signed rank test, Data 

are presented as the mean ± SEM). The subplot at the top right illustrates the distribution of 

neighboring cells toward intra-cluster place cells. Asterisks are defined as p ≤ 0.05 *, p< 0.01,**, 

p< 0.001,***. 
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Figure 1.15. Correlation analyses of Intra-cluster, border intra-cluster, and border inter-

cluster neighboring neuron pairs (A-C). Examples of intra-cluster neurons, intra-cluster border 

neurons, and inter-cluster border neurons of an example mouse with AAV expressing GCaMP in 

hippocampal CA1 in the first square arena trial in Fig. 1 and 3 A-D. Only neighboring neurons are 

shown and used for the correlation analysis. (D) Pairwise Pearson correlation between neighboring 

neuron pairs for all mice used in the trial. Overall intra-cluster neuron pairs and border intra-cluster 

neuron pairs do not show significant differences, but both of them exhibit higher pairwise 

correlation toward border inter-cluster neuron pairs (intra-cluster neighboring neuron pairs: 0.5788 

± 0.0347, border intra-cluster neighboring neuron pairs: 0.5678 ± 0.0381, border inter-cluster 



 

74 
 

neighboring neuron pairs: 0.3819 ± 0.0466; intra-cluster vs. border intra-cluster: p=0.3180, intra-

cluster vs. border inter-cluster: p=0.0122, border intra-cluster vs. border inter-cluster: p=0.0123, 

two sample Kolmogorov–Smirnov test, Data are presented as the mean ± SEM). (E-G) Examples 

of intra-cluster neurons, intra-cluster border neurons, and inter-cluster border neurons of an 

example mouse with AAV expressing GCaMP in hippocampal CA1 in the rectangle arena trial in 

Fig. 2. Only neighboring neurons are shown and used for the correlation analysis. (H). Pairwise 

Pearson correlation between neighboring neuron pairs, for all mice in the trial. Overall intra-cluster 

neuron pairs and border intra-cluster neuron pairs do not show significant differences, but both of 

them exhibit higher pairwise correlation toward border inter-cluster neuron pairs (intra-cluster 

neighboring neuron pairs: 0.5045 ± 0.0127, border intra-cluster neighboring neuron pairs: 0.4844 

± 0.0177, border inter-cluster neighboring neuron pairs: 0.2600 ± 0.0278; intra-cluster vs. border 

intra-cluster: p=0.4333, intra-cluster vs. border inter-cluster: p= 2.0531*10-5, border intra-cluster 

vs. border inter-cluster: p=0.0002, two sample Kolmogorov–Smirnov test, Data are presented as 

the mean ± SEM) (I-K). Examples of intra-cluster neurons, intra-cluster border neurons, and inter-

cluster border neurons of example Camk2a-Cre; Ai163 mice in the first square arena trial of Fig. 

3. I-L. Only neighboring neurons are shown and used for the correlation analysis. (L). Pairwise 

Pearson correlation between neighboring neuron pairs, for all Camk2a-Cre; Ai163 mice in the trial. 

Overall intra-cluster neuron pairs and border intra-cluster neuron pairs do not show significant 

differences, but both of them exhibit higher pairwise correlation toward border inter-cluster neuron 

pairs (intra-cluster neighboring neuron pairs: 0.3378 ± 0.0131, border intra-cluster neighboring 

neuron pairs: 0.3558 ± 0.0319, border inter-cluster neighboring neuron pairs: 0.1842 ± 0.0482; 

intra-cluster vs. border intra-cluster: p=0.9996, intra-cluster vs. border inter-cluster: p= 0.0361, 

border intra-cluster vs. border inter-cluster: p=0.0364. two sample Kolmogorov–Smirnov test, 

Data are presented as the mean ± SEM). Asterisks are defined as p ≤ 0.05 *, p< 0.01,**, p< 

0.001,***. 
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Figure 1.16. Place cell ensemble rate map analysis for the circle arena data (A, C, E) 

Anatomical clusters in hippocampal CA1 of three representative mice imaged for calcium events 

while exploring the circle arena in Fig. 2. Only place cells are shown. (B, D, F) The upper portion 

(first row) of the panels represents ensemble activity maps of the anatomical clusters in A, C, and 

E.  The lower portion of the panels represents activity maps of 3 representative place cells from 

each anatomical cluster. The number on the right top of each activity map represent the maximum 

bin rate in the map (G, H, I) Relationship between pairwise temporal correlation and pairwise 

activity map correlation for neuron pairs within the anatomical clusters for the three representative 

mice is shown in A, C, and E.  Each of the neuron pairs is represented by a single black dot. For 

all three example mice, the pairwise temporal correlations have a significant positive linear 

relationship with the pairwise activity map correlations (mouse 1: Pearson’s r = 0.5010, 

p=3.5639*10-188; mouse 2: Pearson’s r = 0.3618, p=3.0705*10-57; mouse 3: Pearson’s r = 0.3306, 

p=1.3156*10-26) 

  



 

77 
 

 

 

 



 

78 
 

Figure 1.17. Place cell ensemble rate map analysis for the rectangle arena data (A, C, E) 

Anatomical clusters in hippocampal CA1 of three mice imaged for calcium events while exploring 

the rectangle arena as shown in Supplemental Fig. 5. Only place cells are shown. (B, D, F) The 

upper portion of the panels represents ensemble activity maps of the anatomical clusters in A, C, 

and E.  The lower portion of the panels represents activity maps of 3 representative place cells 

from each anatomical cluster. The number on the right top of each activity map represent the 

maximum bin rate in the map (G, H, I) Relationship between pairwise temporal correlation and 

pairwise activity map correlation for neuron pairs within the anatomical clusters for the three 

representative mice depicted in A, C, E.  Each of the neuron pairs is represented by a single black 

dot. For all three example mice, the pairwise temporal correlations have a significant positive linear 

relationship with the pairwise activity map correlations (mouse 1: Pearson’s r = 0.3132, 

p=4.6473*10-124; mouse 2: Pearson’s r = 0.4069, p=1.4662*10-71; mouse 3: Pearson’s r = 0.3361, 

p=4.6658*10-22). 
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Figure 1.18. Comparison of extraction results with/without the CNMF-E “with dendrite” 

feature (A, D, G) CNMF-E revealed neuron footprints in hippocampal CA1 of example mice. For 

the “with_dendrite” group, CNMF-E’s “with_dendrite” feature was turned on during extraction, 

which does not restrict the shape of detected components. For the “without_dendrite” group, 

CNMF-E’s “with_dendrite” feature was turned off, in which the algorithm only preserves 

components with the shape of neuron soma.  (B, E, H) CNMF-E extracted neuron footprints in 

hippocampal CA1 of the example mice shown in A, D, G.  (C, F, I) Differences between extracted 

neuron footprints of “with dendrite” and “without dendrite” options.  
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Figure 1.19. Lap-by-lap stability of detected CA1 neurons in linear track experiments (A, C, 

E). Lap-by-lap activity map plots of four example neurons in three different trials (Day1 Horizontal 

track, Day2 Horizontal track, Day2 Vertical track). The lap activity map is calculated by using the 

firing rate in each 10-mm spatial bin. Maximum firing rate is labeled at right top corner of activity 

maps (B, D, F). Cumulative distributions of lap-by-lap correlations of all cells and place cells for 

all 3 trials (Day1 Horizontal track, 2126 cells and 641 place cells from 6 mice; Day2 Horizontal 

track, 2126 cells and 534 place cells from 6 mice; Day2 vertical track, 2126 cells and 249 place 

cells from 6 mice). Place cell populations exhibit slightly higher, but not significant, between-lap 

correlation distributions compared with all neurons (Day1 Horizontal track, all cells median 

correlation: 0.4078, place cell median correlation: 0.4383, p=0.6225; Day2 Horizontal track, all 

cells: 0.4500, place cell: 0.4731, p=0.8456; Day2 Vertical track, all cells: 0.2523, place cell: 

0.2724, p=0.8656. two sample Kolmogorov–Smirnov test). Asterisks are defined as p ≤ 0.05 *, p< 

0.01,**, p< 0.001,***. 
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Figure 1.20. Numbers of firing fields of CA1 neurons across mice in different experiments 

(A-D) Distribution of firing field numbers of individual neurons in the 4 experiments (shown in 

the corresponding figure panels). The fractions of neurons with specific numbers of fields are 

labeled on the top of each bar. Overall, a large number of neurons exhibit only one firing field 

during the experiments (46.97% for 2149 cells from 6 mice across 6 trials, the Figure 1 and Figure 

3 A-D related data; 55.15% for 4314 cells from 12 mice across 2 trials, the Figure 1.4 related data; 

44.81% for 2504 cells from 6 mice across 6 trials, Figure 3 I-L related data; 53.32% for 2126 cells 

from 6 mice across 3 trials, Figure 3 E-H related data). 
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Figure 1.21. The application of Temporal Unmixing of Calcium Traces (TUnCaT) algorithm 

confirms anatomical clusters (A) CNMF-E extracted calcium traces (blue) and TUnCaT 

processed calcium traces (green) of the three example neurons. Activity peaks that only appear in 

CNMF-E or TUnCaT traces are labeled with red triangle.  (B) The distribution of differences in 

the total number of above-threshold peaks between original CNMF-E trace and TUnCaT processed 

trace, for all individual neurons across the 6 mice. (C) Left: Cluster detection result of an example 

mice using original CNMF-E calcium trace Right: Cluster detection result of the same mice using 

TUnCaT processed calcium trace.  (D) The plots of average sizes of anatomical clusters across 

different cluster numbers, for original CNMF-E’s clustering result (left) and clusters generated 

with TUnCaT processed calcium traces (right). Blue circle: averaged size of the original clusters. 

Yellow square: average size of the corresponding shuffled clusters, which serves as a control. Both 

CNMF-E generated clusters and TUnCaT generated clusters significantly exceeds the randomized 

controls. (Averaged original cluster size vs. averaged shuffled controls, across all cluster numbers: 

CNMF-E: p=0.0039, TUnCaT: p=0.0039, Wilcoxon matched-pairs signed rank tests, N=9 cluster 

numbers). Asterisks are defined as p ≤ 0.05 *, p< 0.01,**, p< 0.001,***. 
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Chapter 2: Spatial coding defects of hippocampal neural ensemble 

activities in the 3xTg-AD mouse model   
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Abstract 

Alzheimer’s disease (AD) causes progressive deficits in memory and cognitive function and has 

emerged as a major health and socio-economic concern in the US and worldwide.  Despite intense 

interest in understanding neural and molecular mechanisms underlying AD, we still lack effective 

therapeutic treatments for this disorder.  Here we examine large scale hippocampal neural 

ensemble activities imaged at single cell resolution in a triple-transgenic Alzheimer’s disease 

mouse model (3xTg-AD) that presents both amyloid plaque and neurofibrillary pathological 

features. To measure spatial coding in hippocampal neural ensembles in the AD model mice in 

vivo, we performed GCaMP6-based calcium imaging using head-mounted, miniature fluorescent 

microscopes (“miniscopes”) on freely moving animals.  We compared hippocampal CA1 

excitatory neural ensemble activity during open-field exploration, and track-based route-running 

behaviors in age-matched AD and control mice at young (6-7 months old) and old (18-22 months 

old) animals.  We find locomotion significantly modulates the amplitude of hippocampal neural 

ensemble activities in 3xTg-AD mice during open field ambulatory movements. In open field 

exploration, while age decreases overall excitatory neural ensemble activities in mouse CA1, the 

AD genotype exhibits higher circuit excitability relative to wild type control at either the young or 

old age, indicating that neuronal hyperexcitability is a disease feature. In both open field and linear 

track traverse, 3xTg-AD mice display lower information score compared to Non-Tg mice, which 

indicate an impaired spatial representation among the CA1 pyramidal neuron populations under 

AD condition. In summary, our data provides strong evidence that defects in the neuronal 

population activities are associated with the development of AD pathology and AD-related 

memory behavioral deficits.  
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Introduction 

Alzheimer’s disease (AD) is an incurable age-related progressive neurodegenerative 

disorder.  Individuals diagnosed with AD undergo a progressive loss of memory, cognition, 

language skills and personality traits ("2020 Alzheimer's disease facts and figures," 2020; Weller 

& Budson, 2018).  Recent imaging studies from clinical and animal models imply that neuronal 

dysfunction and functional disruption of neuronal circuits in the brain strongly contribute to 

memory deficits in AD cases (Busche & Konnerth, 2016; Frere & Slutsky, 2018).  As the number 

of AD cases steadily increase each year and current treatments are only palliative, further 

understanding of AD-related neural mechanisms is critically required for the development of 

meaningful new treatment strategies for improving memory and prolonging healthy cognitive 

function.   

One of the major brain areas affected in AD patients is the hippocampal formation. This 

brain region and its connections with several cortical areas play essential roles in spatial cognition 

and episodic memory processes (Allison et al., 2016; Coughlan et al., 2018; Venneri et al., 2019). 

Studies have found that AD lead to impaired circuit function within the hippocampus and along 

the Entorhinal – hippocampal pathway (Grieco et al., 2023). For example, the remapping ability 

of hippocampal CA1 place cells and medial entorhinal cortex (MEC) grid cells are reported to be 

lost under latest stage AD, together with the loss of fast gamma coupling between MEC and HPC 

(Heechul Jun et al., 2020). At the same time, researches in humans and animal models show that 

the CA1 projection to the subiculum (SUB) area, the major output of tri-synaptic circuit, is 

significantly affected in AD (Busche et al., 2012; Lerdkrai et al., 2018). Inside CA1, alterations in 

excitatory/inhibitory neuronal activity balance have been found together with the progression of 

AD, Specifically, regional hyper-activity has been described in the vicinity of amyloid plaque 
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formation (Busche et al., 2012), followed by hypoactivity at late stage of the disease (Grieco et al., 

2023), which could indicate dysfunctional circuit changes observed in AD cases (Busche et al., 

2012).   

Several AD animal models have been developed to help examine the pathological effects 

of Alzheimer’s disease on neural circuits. The 3xTg-AD mouse model contains three mutations in 

homologous mouse genes associated with human familial Alzheimer's disease (APP Swedish, 

MAPT P301L, and PSEN1 M146V), and displays age-dependent plaque and tangle pathology.  

Extracellular amyloid beta (Aβ) deposits appear by 6 months in the brain and become 

progressively more extensive by 12 months.  Although tau pathology is not observed at six months, 

aggregates of conformationally-altered and hyperphosphorylated tau are detected in the 

hippocampus by 12-15 months (Billings et al., 2005; Oddo et al., 2003).  The 3xTg-AD line has 

been a very reliable AD model that reveals hippocampal spatial memory impairments at relatively 

earlier ages, even preceding plaques, and tangles formation (Baglietto-Vargas et al., 2018; Oddo 

et al., 2003; Stimmell et al., 2019).  

Here, we used in vivo GCaMP6-based calcium imaging with head-mounted, miniature 

fluorescent microscopes (“miniscopes”) on freely moving animals (Cai et al., 2016; Chen et al., 

2013; Ziv et al., 2013) to study CA1 neural circuit ensemble coding associated with AD-related 

memory impairments in a triple-transgenic Alzheimer’s disease mouse model (3xTg-AD).  Head-

mounted miniscope imaging enables us to examine hundreds of brain cells in action at single cell 

resolution, as the animal explores freely in environments. We draw on a strong premise from the 

literature and our previous studies that memory-based behaviors rely on neural circuitry that are 

altered in aging and AD (Busche & Konnerth, 2016; Canter et al., 2016; Frere & Slutsky, 2018; 

Grieco et al., 2023; Heechul Jun et al., 2020).  Using large scale miniscope imaging of calcium 
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level changes at single cell resolution, we studied spatial exploration-related neural activation of 

hippocampal CA1 neuronal populations in freely behaving 3xTg-AD and wild type controls at 

young (~7 months old) and old (~22 months old) ages and determined spatial coding defects in 

hippocampal neural ensembles in the 3xTg-AD mouse model. The results provide strong evidence 

that defects in hippocampal circuit ensemble activities are associated with AD-related memory 

behavioral deficits. 

This work is co-first authored by Xiaoxiao Lin and Lujia Chen, and both authors have 

permitted the incorporation of the whole article into this thesis. Dr. David Baglietto-Vargas 

provided significant contributions to this work in terms of providing the 3xTg AD model mouse, 

participating in the experiment design, and writing the manuscript.  

Materials and Methods 

Animals 

All experiments were conducted according to the National Institutes of Health guidelines 

for animal care and use and were approved by the Institutional Animal Care and Use Committee 

and the Institutional Biosafety Committee of the University of California, Irvine.  Female non-

transgenic (Non-Tg) and 3xTg-AD mice at 3.6-6.5 and 18.5-21 months of age were used in this 

study.  Our 3xTg-AD mice were provided by the La Ferla’s lab and the MODEL-AD UCI center, 

The generation of the 3xTg-AD mice has been described previously (Belfiore et al., 2019; Oddo 

et al., 2003).  Briefly, the 3xTg-AD model has been generated by co-microinjected two 

independent transgenes encoding human APPswe and the human TauP301L (both under the 

control of the mouse Thy1.2 regulatory element) into single-cell embryos harvested from 

homozygous mutant PS1M146V Knockin (PSI-KI) mice.  We used the F1 mice from the cross of 

129X1/SvJ (JAX reference 000691) with C57BL6 (JAX reference 000664) as non-transgenic 



 

94 
 

controls.  The mice had access to food and water in their home cages with lights maintained on a 

12 h light/dark cycle.  

All the experimental protocols were approved by the IACUC of the University of 

California, Irvine and carried out in accordance with the Guide for the Care and Use of Laboratory 

Animals of the US National Institutes of Health. 

Viral injections 

3xTg-AD mice were anaesthetized under 2% isoflurane for 10 minutes with a 0.8 L/min 

oxygen flow rate using an isoflurane tabletop unit (HME109, Highland Medical Equipment). The 

mouse was then placed in a rodent stereotaxic (Leica Angle Two™ for mouse) with continuous 

1.5% isoflurane anesthesia with the head secured.  A small incision was made to expose the skull, 

and a craniotomy was performed.  The coordinates of Bregma and lambda were used as landmarks 

to determine the target brain region with the coordinates: anteroposterior (AP) −1.94 mm, 

lateromedial (ML) -1.40 mm; dorsoventral (DV) -1.35 mm (all values given relative to the 

bregma).  The GCaMP-expressing virus (0.4 ul of AAV1-CaMKII-GCaMP6f, 2 × 1011GC/ml) 

was delivered into the target region at a rate of 20 - 30 nl/min with 10 ms pulse duration by a 

Picospritzer (General Valve, Hollis, NH).  After injection, the glass needle stayed in the brain for 

5 min to prevent backflow of the virus. A tissue adhesive (3M Vetbond, St. Paul, MN) was used 

to close the incision. Three weeks later, the mouse was implanted with a GRIN lens for miniscope 

imaging.  

Imaging experiment preparations 

The related mouse surgery has been described in our published study (Sun et al., 2019). 

All the animals were implanted with a GRIN lens for in vivo calcium imaging once they were 

recovered from AAV1-CaMKII-GCaMP6f injection.  Following the same procedure of viral 
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injection, animals were anesthetized under 2% isoflurane and placed in a heating pad with a setting 

temperature at 37C. Once applied 70% ethanol and Betadine on the shaved head, the skin tissue 

was opened. The connective tissue and tendons on the surface of the skull were removed by a swab 

and fine forcep. The mussel was dissected from the edge of the skull by a scalpel. To enhance the 

stability of implantation and in vivo imaging quality, used a bur (Meisinger, 1/4 Round Steel) to 

roughen the surface of the skull and implant a skull screw far away from the implantation area. 

Saline was used to irrigate the skull, which can reduce the overheating caused by bur and clean up 

the skull. We mark a center point for craniotomy on the exposed skull (AP: -2.3mm, ML: 

+1.75mm) and surrounding this point etch a 1-mm radius cranial window, which allows a 1.8mm 

diameter GRIN lens (Edmund Optics) to stabilize in it. The skull fragment is carefully removed 

with fine forceps and the exposed tissue was gently aspirated with a 27G flat needle. We then 

switched to a 29 G flat needle until seeing the white striated tissue (corpus callosum) above CA1. 

We stop the aspiration when the hippocampus is exposed. We then attach the prepared lens holder 

to the stereotaxic apparatus and gently lower the GRIN lens to the target depth (DV: -1.55mm). A 

small amount of crazy glue is quickly applied nearby the GRIN lens to cover the exposed tissue. 

The adaptive spray is used to dry the crazy glue and stabilize the lens in a short time. A thick layer 

of dental cement (Lang Dental Manufacturing: 1304CLR) is used to secure the micro-endoscope 

to the skull.  We applied Kwik-Sil on the top of the lens to protect the lens from physical damage 

until the dental cement is dried. We waited for 2-3 weeks for the hippocampal tissue to recover 

from the surgery damage. A miniature epifluorescence microscope is used to check neural activity 

through a GRIN lens and to prepare for the placement of baseplate. The baseplate is stabilized by 

dental cement. We then attach a cap on the baseplate to prevent the damage of the lens caused by 

daily activity. 
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Histology and immunochemical staining  

All animals were perfused after behavioral studies. 5 ml of phosphate buffered saline (PBS) 

was used to push out blood in the brain and followed by 25 ml PBS containing 4% 

paraformaldehyde. The perfused mice brains were fixed in 4% paraformaldehyde and were 

switched into 30% sucrose in 1 X PBS 24 hours later.  In the next, the brain was frozen using dry 

ice and coronally sectioned in 30 µm thickness on a microtome (Leica SM2010R, Germany).  Half 

of the hippocampal sections were mounted for the checking of GRIN Lens implantation. The 

contralateral hippocampal slices without implantation were immunostained with various 

antibodies to identify the pathology of Alzheimer’s Disease. To investigate the intracellular Aβ 

accumulation and APP related products, we stained hippocampal sections with mouse anti-β-

Amyloid primary antibody (6E10, BioLegend, 1:500 dilution, Cat: 803010) and following by an 

Alexa Fluor 549 conjugated donkey anti-mouse secondary antibody (Jackson Immuno Research, 

1:200 dilution). For tau staining, a mouse anti-AT8 tau antibody (Thermo Fisher, 1:500 dilution, 

Cat: MN1000) was used and followed by an Alexa Fluor 488 conjugated goat anti-mouse IgG 

(Jackson Immuno Research, 1:600 dilution). Sections were stained with DAPI and cover slipped. 

The images of immunostained sections were acquired by a fluorescent BX61 Olympus 

microscope.  In addition, AAV-expressing hippocampal sections were imaged with a confocal 

microscope (Olympus) under a 20X objective lens.  The acquired images were exported and 

analyzed using the software tools.  

Behavioral experiments  

All the animals were handled and habituated with head-mounted miniscope 5min per day 

for at least one week before behavior experiments. Water restriction was conducted to motivate 

animals to move on the track and the reduction of body weights was controlled within 15%.  
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Open arenas (circle and square box) After well handled, 3xTg-AD mice were habituated 

in two open field arenas with a head-mounted miniscope for 4 consecutive days. Circle box (36 

cm in diameter) and square box (26 cm in length) were adorned with various visual cues. On the 

first day, animals explore the circular environment for 10 minutes, then are transferred to the 

adjacent square box for another 10 minutes. On the second day, animals ran in each arena for 10 

minutes as day one except exposing to the square arena first then to the circular box. After 

habituation in two boxes for four days, the neuronal activities of animals were recorded by 

miniscope in two different environments for another four days.  

Linear track 3xTg-AD mice were trained to run on the linear track for 4 days during the 

habituation sessions. The one-meter linear track is made of black plastic materials. Two water 

reward zones are located at the end of the linear track. The walls of reward zones were adorned 

with various visual cues such as spatial information. 10% ethanol was used to get rid of the odor 

cues left from other mice in the previous behavioral session. In the beginning of each session, the 

mouse was released in the middle of the track and ran to the end of track to get 10ul of water 

reward. Once animals reach the minimal 50 laps within 10 minutes in a training session, we will 

start experimental recording the next day. On the first day of the miniscope recording, animals 

were required to complete two sessions in the same track with a horizontal direction. The animal 

had a 2-minute break time in the home cage during each session. At least 40 laps per session was 

acquired for the data processing. On day 2, animals ran on the same linear track with a horizontal 

direction as day 1 in session 1. Then, the linear track was rotated in a 90-degree direction, named 

as “vertical” relative to the recording environment. After 2 minutes of rest in the home case, the 

animal went through another 40 laps in the vertical track. On the third day, the animal ran on the 

vertical track first then back to the horizontal track.  
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Data preprocessing 

The raw calcium recordings down-sampled to 15 frames/sec. Motion correction is applied 

to the neuron recordings with the well-established motion correction streamline NormCorre 

(Pnevmatikakis & Giovannucci, 2017), to fix the rigid movements caused by potential scope 

movement across time.  

Extract neural calcium signal using CNMF-E  

The calcium signal of each neuron is gathered from video data using the Extended 

Constrained Nonnegative Matrix Factorization (CNMF-E) framework proposed by Zhou et al (P. 

Zhou et al., 2018). This framework using the following model to represent the video data: 

𝑦(𝑥, 𝑡) = ∑ 𝑎𝑖(𝑥) ∗ 𝑐𝑖(𝑡) + 𝑏(𝑥, 𝑡)

𝐾

𝑖=1

 

Where 𝑦(𝑥, 𝑡) represents the raw video data, 𝑎𝑖(𝑥) represent the neuron’s spatial footprint, 𝑐𝑖(𝑡) 

represents the calcium activity and  𝑏(𝑥, 𝑡)  represent the background activity. By applying 

sophisticated background approximation, CNMF-E can efficiently remove baseline noise, and 

achieve the neuron footprint and calcium response via deconvolution. To remove false positive 

detections, a 2D gaussian kernel is fit for the spatial footprint of each neuron, and Kullback–Leibler 

divergence is calculated between the footprint and gaussian kernel. Kullback–Leibler divergence 

quantifies the similarity between two distributions, and here it represents the closeness between 

the actual neuron footprint and the theoretically perfect footprint. Neurons with divergence values 

larger than 0.6 are kept for subsequent analyses. 

CNMF-E is applied to different trials independently. To identify common neurons across 

the trials, for each pair of extracted neurons across two trials, level of footprint overlaps between 

two neurons in two different trials, and the similarity of distance pattern between the neuron and 

its neighbors. Both measures will be converted to probability values indicating the chance for the 
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two neurons to be aligned, and the final alignment probability is the average of the overlap 

probability and distance pattern probability. The neuron pairs with the highest alignment 

probability than go beyond 0.25 will be considered as the same neuron across two trials. 

Mouse movement behavior extraction   

The behavior trajectory is extracted from the behavior videos recorded together with 

neuron responses, with a sample rate of 30 Hz. The bottom of the box is selected as the region of 

interest (ROI), to restrict the area for behavior detection. The behavior trajectory is defined as the 

positions of red LED centroid across all frames and is smoothed using moving average method.  

Spatial rate map calculation 

 The calcium spike trains are calculated by applying the CNMF-E embedded deconvolution 

algorithm, OASIS (Friedrich et al., 2017), to the extracted temporal calcium dynamics. A threshold 

of 10% of maximum amplitude of the neurons’ spike train is set for each neuron, and potential 

events with an amplitude lower than the threshold are excluded.    

The behavior trajectory is aligned with the calcium response according to the timestamp 

that records the correspondence between behavior recordings and calcium recordings. The ROI is 

divided into 10mm*10 mm bins. The total time mouse spent inside a bin is counted as bin time 

(sec). The total number of calcium peaks above threshold is added up and normalized by bin time 

to achieve event rate. When presenting, smoothing is applied to the event rate map with a 

100mm*100mm 2D gaussian kernel (delta = 20mm) 

dF/F calculation   

When comparing amplitude values, each neuron will have its response normalized to dF/F, 

which is calculated as 
dF

F
=

𝑑𝐹−𝑚𝑒𝑎𝑛(𝑑𝐹)

𝑚𝑒𝑎𝑛(𝑑𝐹)
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Information score and place cell  

The information score of recorded neurons is calculated as information per second and 

information per spike introduced by Skaggs et al. in 1993. Only the running session with speed 

larger than 0.5cm/s are included in calculation, and the spatial bins with bin time smaller than 0.1 

sec are excluded to avoid non-existed trespass caused by trajectory smoothing. For a rate map with 

n bins, The information per second is defined as: 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒(𝑏𝑖𝑡𝑠/𝑠𝑒𝑐𝑜𝑛𝑑) = ∑ 𝑃𝑖𝜆𝑖𝑙𝑜𝑔2

𝜆𝑖

𝜆

𝑛

𝑖=1

 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒(𝑏𝑖𝑡𝑠/𝑠𝑝𝑖𝑘𝑒) = ∑ 𝑃𝑖

𝜆𝑖

𝜆
𝑙𝑜𝑔2

𝜆𝑖

𝜆

𝑛

𝑖=1

 

𝑃𝑖 is the probability the mouse stays in the 𝑖 th bin, which is represented as the ratio between the 

times in the bin and total times of the trial. 𝜆𝑖 is the firing rate of the 𝑖 th bin, while 𝜆 is the average 

firing rate across the trial. Place cells are defined by comparing the information per spike of each 

neuron with its shuffled baseline. The calcium responses will be divided into 100 trunks and 

randomly shuffled 100 times, to disrupt their correspondence with behavior and generate a 

distribution of potential score values the neuron may achieve. The neuron will be determined as a 

place cell if its original score value is higher than the 95th percentile of the shuffled distribution. 

Spatial coherence 

Spatial coherence measures the level of spatially contiguous activity the neuron exhibits, 

that is if the spatial bin with high activity is located close to each other, a high Spatial coherence 

score would be achieved (Zhang et al. 2014). Spatial coherence is calculated as the Pearson 

correlation between the activity of each spatial bin and the average activity of its 3x3 neighboring 

bins.   
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Sparsity 

Sparsity is a measure of the fraction of environment in which the cell is active (Skaggs et 

al., 1996).  The definition is 𝑆𝑝𝑎𝑟𝑠𝑖𝑡𝑦 =
𝛴(𝑝𝑖𝜆𝑖)2

𝛴𝑝𝑖𝜆𝑖
2 , where 𝑝𝑖 is the probability the mouse stays in 

the 𝑖 th bin, which is represented as the ratio between the times in the bin and total times of the 

trial, and 𝜆𝑖 is the firing rate of the 𝑖 th bin. 

Statistical analyses 

Data are presented as the mean ± s.e.m, as indicated. Mann-Whitney U test is used to test 

the influence of genotype and age to the neuron number. We use the linear mixed-effect model 

(LME) to address the repeat measurement issues inside our data.  The main idea of LME (“fitlme” 

in Matlab) is to view the variables to be tested, such as genotypes, as distributions around the 

potential groupings inside data, such as the neurons from the same mouse, and when conducting 

statistical modeling and hypothesis testing, the influence of grouping on tested variable will be 

taken into account (Laird & Ware, 1982; Mclean et al., 1991).  Also, compared with a paired t-test 

or repeated measures ANOVA, LME can handle unbalanced designs and missing values, and has 

greater statistical power in the presence of missing values. The importance of LME and its more 

generalized versions has been increasingly recognized in recent studies involving large cell sample 

data collected from a relatively small number of animals  (Indersmitten et al., 2019; Stobart et al., 

2018).  For cumulative distributions, Kolmogorov-Smirnov (KS) test is applied for testing the 

difference. The level of statistical significance was defined as P ≤ 0.05. 
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Results 

Age-dependent amyloid-β and tau pathology in 3xTg-AD mice   

We used triple-transgenic Alzheimer’s disease (3xTg-AD) model mice that overexpress 

APPSwe, PS1M146V and tauP301L transgenes that contribute to both amyloid beta (Aβ) plaque and 

neurofibrillary tangle formation  (Belfiore et al., 2019; Oddo et al., 2003).  Unlike most other 

mouse models, 3xTg-AD model mice uniquely develop two AD hallmark pathological features: 

plaque and tangle formation (Mesulam, 2000; Oddo et al., 2003). To determine age-related and 

AD progression effects, we compared littermate control and AD-like mice at young and old ages 

(young age, 3.6 - 6.5 months old versus old age, 18 - 21 months old).  The age choices are guided 

by behavioral and neuropathological findings by our and other groups (Baglietto-Vargas et al., 

2018; Belfiore et al., 2019; Mesulam, 2000; Oddo et al., 2003; Stimmell et al., 2019).   

To measure age-dependent plaque and tau aggregate formation in the AD mouse 

hippocampus, we immunostained 3xTg-AD and controlled genetic background non-transgenic 

(Non-Tg) sections with Aβ and Tau antibodies.  All hippocampal sample sections were from mice 

that had undergone imaging and behavioral experiments; thus, these results can be correlated with 

AD neuropathology.  Across at least 3 different sets of immunostaining experiments, we confirm 

that 6.5-month-old 3xTg-AD mice exhibit intracellular Aβ accumulation in hippocampal 

pyramidal neurons visualized by immunostaining with the 6E10 antibody shown in red, 

counterstained with DAPI in blue showing cell nuclei (Figure 2.1A, bottom left).  Extracellular 

Aβ deposits are distributed throughout the CA1 pyramidal layers and extend to all layers of the 

hippocampus in 3xTg-AD mice by 18 months (Figure 2.1A, bottom right).  In contrast, no Aβ 

deposits are detected in the control Non-Tg mice at either young (Figure 2.1A, top left, 6.5 months) 

or old ages (18 months) (Figure 1A, top right).  The phospho-tau (Ser202, Thr205) monoclonal 
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antibody (AT8) staining, shown in red and counterstained with DAPI shown in blue, was used to 

identify the presence of human tau pathology in 3 different sets of immunostaining experiments.  

Anti-AT8 staining shows that tau aggregates in several CA1 pyramidal neurons in aged 3xTg-AD 

mice (18-month-old, white arrow, Figure 2.1B, bottom right).  In comparison, only sparse AT8+ 

cells are found in hippocampal CA1 in younger 3xTg-AD mice aged 6.5-months (Figure 2.1B, 

bottom left).  Tau pathology is not detected in the young and old control Non-Tg mice (Figure 

2.1B, top left and right).  Consistent with previous work, Aβ accumulation is detectable at an 

earlier age than tau pathological accumulation in 3xTg-AD mice, and both neuropathological 

features are absent in age matched control Non-Tg mice (Belfiore et al., 2019; Oddo et al., 2003).  

While age-dependent pathological changes correlate with AD-related memory behavioral deficits 

(Belfiore et al., 2019; Stimmell et al., 2019), spatial coding of in vivo neural circuit activities in 

the AD mouse model has not been studied during spatial exploration of environments.   

Miniscope imaging of neural population activities in 3xTg-AD hippocampal CA1 

To determine whether hippocampal CA1 ensemble activities during spatial exploration are 

altered in an age-dependent fashion in 3xTg-AD mice, we used head-mounted miniscopes to image 

in vivo calcium transient ensemble activities in the 3xTg-AD mouse hippocampal CA1 and 

compared ensemble activities with age-matched control Non-Tg animals sharing the same genetic 

background (Figure 2.2).  To visualize neural calcium activity in the dorsal hippocampal CA1 

region, mice were injected with the AAV1-CamKII(0.4)-GCaMP6f virus to restrict expression to 

CA1 excitatory neurons (Figure 2.2A).  This 0.4 Kb promoter is derived from murine α-

Calcium/calmodulin-dependent kinase II (CaMKII) and is reported to show up to 95% specificity 

to excitatory neurons in the cerebral cortex (Scheyltjens et al., 2015).  
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The cortex overlying the hippocampus was removed, then a gradient refractive index GRIN 

lens was implanted above CA1 (Figure 2.2B). The implanted GRIN lens allows repeated and 

longitudinal imaging of the same group of neurons in single cell resolution across prolonged 

periods up to weeks and months.  A small metal baseplate is glued around the lens, and the head-

mounted miniscope is magnetically attached to the baseplate.  As established in our published 

studies (Grieco et al., 2021; Grieco et al., 2020; Sun et al., 2019; Wong et al., 2021), GRIN lens 

implants and the stability of the miniscope attachment permit longitudinal dynamic imaging results 

to be aligned across sessions and multiple days due to stable registration. Hundreds of neurons can 

be captured simultaneously in a 700 μm x 450 μm field of view, with a resolution of ~0.9 μm per 

pixel (Figure 2.2C).   

Spatial footprints of individual neurons and their corresponding calcium transients were 

detected and extracted from raw video data using the established CNMF-E method (Pengcheng 

Zhou et al., 2018) (Figure 2.2C-D).  Overall, visual inspection that the extracted neuronal numbers 

in AD mice are less than control mice per the field of view (Figure 2.2C), as would be expected 

due to neurodegenerative loss. By averaging the numbers of extracted neurons across open field 

exploration trials, the 3xTg mice shows a significant trend to have less neurons than the Non-tg 

mice at both ages. Meanwhile, young Non-Tg mice has more cells in comparison with aged Non-

Tg mice, and a similar significant trend is seen between the two age groups of 3xTg AD mice 

(number of neurons: young Non-Tg 653.7 ± 83.7 cells, N = 6 mice; aged Non-Tg, 337.7 ± 44.3 

cells, N = 10 mice; young 3xTg-AD, 450.9 ± 66.4 cells, N = 8 mice; aged 3xTg-AD, 211.0 ± 25.8 

cells, N = 8 mice; Mann-Whitney U test, young Non-tg vs aged Non-tg: p = 0.0110, young 3xTg-

AD vs. aged 3xTg-AD: p=0.0207, young Non-tg vs. young 3xTg-AD: p=0.0426, young Non-tg 

vs. young 3xTg-AD: p=0.0434). (Fig. 2.3 A). When pooled 3xTg-AD and Non-Tg mice together, 
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the aged group overall has a lower number of extracted neurons than the young group (young 

group, 520.1 ± 57.3 cells, N = 15 mice; aged group, 312.2 ± 11.2 cells, N = 18 mice, Mann-

Whitney U test, p = 0.0006) (Fig. 2.3 B). This suggests that there are fewer active cells per unit of 

space in hippocampal CA1 in aging and AD conditions. 

To quantitatively characterize hippocampal neuronal ensemble activities during free 

exploration, we constructed spatial firing rate maps for the extracted CA1 neurons during animal 

exploration in open circle (diameter, 36 cm) and square (26 cm x 26 cm) arenas.  Arenas were 

divided into 1 cm x 1 cm spatial bins.  The binned calcium transient rate is defined by dividing the 

total number of calcium activity peaks by the total exploration times within each bin. Transients 

as defined by sharp peaks in activity exceeding 10% of the maximum peak amplitude.  The spatial 

firing rate maps of example neurons of both ages and genotypes are shown in Figure 2.2 E-H.  For 

Non-tg mice at both ages, individual excitatory CA1 neurons can display calcium firing activities 

restricted to specific locations, which is consistent with the well-described ‘place-specific’ action 

potential firing of CA1 excitatory neurons (Figure 2.2E, G).  For 3xTg-AD mice at both ages, 

individual excitatory CA1 neurons show less place-specific activities as characterized by more 

diffused firing and less in-field event rates (Figure 2.2F, H), which suggests decreased signal-to-

noise and potential impairment of spatial representations in CA1.  

Age- and AD- dependent neural activity differences in mouse hippocampal CA1 during open 

field exploration 

To investigate the AD and age-related differences in hippocampal excitatory CA1 neuron 

activities, we compared the calcium transient rates and calcium event amplitudes of hippocampal 

CA1 neurons from 3xTg-AD and Non-Tg genotypes at different ages (Figure 2.2D, Figure 2.4A 

and B). For the young age group, overall, the 3xTg-AD genotype displays a significantly higher 
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calcium event rate compared with the Non-Tg control (Figure 2.2E-F, Figure 2.4A. Non-Tg young: 

0.0752 ± 0.0010 Hz (1180 cells from 5 mice); AD young: 0.0965 ± 0.0013 Hz (1076 cells from 8 

mice); linear mixed-effects (LME) model analysis: p = 0.0091).  Similarly, for the old age group, 

on average the old AD mice exhibit a higher firing rate than old Non-Tg mice (Figure 2.2G-H, 

Figure 2.4A. Non-Tg old: 0.0497 ± 0.0012 Hz (716 cells from 9 mice); AD old: 0.0612 ± 0.0018 

Hz (430 cells from 8 mice); LME: p = 0.0094).  We also note that for both control and 3xTg-AD 

mice, age decreases the overall rate of excitatory neural calcium activities in mouse CA1 (Non-Tg 

young vs Non-Tg old, LME: p = 3.8744 x 10-5; AD young vs AD old, LME: p=1.5095 x 10-5).   

In terms of the overall calcium event amplitudes (ΔF/F), we find that 3xTg-AD genotype 

exhibits lower amplitudes than Non-Tg mice at the young age (Figure 2.2E-F, Figure 2.4B. Non-

Tg young: 7.386 ± 0.100 in the unit of dF/F (1180 cells from 5 mice); AD young: 5.725 ± 0.064 

dF/F, (1076 cells from 8 mice), LME: p = 0.0066).  The calcium amplitudes are generally higher 

for the old age group, compared with the young age group (Figure 2.2G-H, Figure 2.4B. Non-Tg 

old: 11.680 ± 0.322 dF/F (716 cells from 9 mice); AD old: 11.700 ± 0.619 dF/F (430 cells from 8 

mice). Non-Tg young vs Non-Tg old: LME: p=0.0055, AD young vs AD old: LME: p=0.0287).  

The 3xTg-AD and Non-Tg genotypes did not differ significant at the old age (LME: p=0.6388).   

These data suggest that 3xTg-AD mouse hippocampal circuits are associated with higher 

neural ensemble activities relative to Non-Tg controls at either age, which is supported by neural 

circuit hyper-activity with the accumulation of Aβ as observed in anaesthetized AD mouse 

preparations (Busche et al., 2012; De Strooper & Karran, 2016; Harris et al., 2020).   

Spatial coding impairments of 3xTg-AD CA1 neurons during open field exploration 

Given that 3xTg-AD mice show hippocampal spatial memory impairments (Baglietto-

Vargas et al., 2018; Oddo et al., 2003; Stimmell et al., 2019), we next investigated the differences 
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of CA1 neuron spatial coding abilities between 3xTg-AD and Non-Tg genotypes at different ages.  

Using tetrode electrical recordings, a previous study using a different AD mouse model (single 

APP knock-in, APP-KI) shows that the APP-KI mice exhibit deteriorated spatial tuning 

represented by lower information score values (H. Jun et al., 2020).  We used a similar approach 

by calculating the information scores in bits/event (bits/event) from pooled CA1 place cells of each 

genotype and age group and comparing their cumulative distributions.  The metrics of bits/event 

and bits/second measure different aspects of activity across sub-regions (bins) of an environment. 

Both the bits/second and bits/event metrics utilize the distributions of firing rate across binned 

locations in an environment (Skaggs et al., 1999).  The bits/event metric is increased when a subset 

of positional firing rates are high against a low mean positional firing rate.  Because of this, neurons 

with place specific activity tend to have high bits/event values.  

We find spatial coding impairments of 3xTg-AD hippocampal CA1 neurons in freely 

moving animals during open field exploration.  The bits/event metric shows that neural calcium 

events of the 3xTg-AD mice encode less information than Non-Tg mice, at both the young and old 

age (Figure 2.4C; the respective 50%-cumulative values for Non-Tg young (233 place cells from 

5 mice), AD young (214 place cells from 8 mice), Non-Tg old (104 place cells from 9 mice) and 

AD old (131 place cells from 8 mice) are 2.2410, 1.9409, 1.9136 and 1.6586.  Non-Tg young vs 

AD young: p = 4.1683 x 10-12. Non-Tg old vs AD old: p = 0.0008, Non-Tg young vs Non-Tg old: 

p = 1.1583x 10-8, AD young vs AD old: p = 1.1370 x 10-6, two-sample Kolmogorov-Smirnov test).   

To further compare the spatial coding abilities of hippocampal CA1 excitatory neurons 

across the genotype and age groups, we measured the sparsity and spatial coherence (Jung et al., 

1994; Zhang et al., 2014) of calcium event rate maps for all CA1 neurons pooled from each mouse 

group. The sparsity index measures the fraction of the exploration area where a neuron fires spikes, 
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and lower sparsity indicates more constrained firing activities at specific locations (Jung et al., 

1994).  Coherence measures the extent to which adjacent positional firing rate bins share similar 

firing rates.  For truly place-specific activity, coherence is high because spatial bins with high rates 

are concentrated in one location.  We find that at either age, 3xTg-AD CA1 cells exhibit higher 

sparsity values than Non-Tg, which complements the bits/event measures and indicate the lower 

spatial selectivity of place cell firing in 3xTg-AD mice (Figure 2.4 E; the respective 50%-

cumulative values for Non-Tg young (1180 cells from 5 mice), AD young (1076 cells from 8 

mice), Non-Tg old (716 cells from 9 mice) and AD old (430 cells from 8 mice) are 0.0746, 0.0957, 

0.0492 and 0.0657.  Non-Tg young vs AD young: p = 1.2703 x10-31, Non-Tg old vs AD old: p= 

2.0458 x10-7, two-sample Kolmogorov-Smirnov test).  Further, for both 3xTg-AD and Non-Tg, 

mice in the young age group have a higher sparsity than the old age group (Figure 2.3 E; Non-Tg 

young vs Non-Tg old: p = 9.0277 x 10-42; AD young vs AD old: p = 1.0343 x 10-25, two-sample 

Kolmogorov-Smirnov test).  In addition, the 3xTg-AD mice show overall higher coherence values 

of activity rate maps than Non-Tg mice at the old age (Figure 2.4 F; the respective 50%-

cumulative- values for Non-Tg young (1180 cells from 5 mice), AD young (1076 cells from 8 

mice), Non-Tg old (716 cells from 9 mice), and AD old (430 cells from 8 mice): 0.4369, 0.4437, 

0.4053 and 0.4286. Non-Tg young vs AD young: p = 0.0728, Non-Tg old vs AD old: p= 5.4990 x 

10-4, two-sample Kolmogorov-Smirnov test).  Younger mice show higher coherence than older 

mice for both genotypes (Figure 2.3 F; Non-Tg young vs Non-Tg old: p = 2.3031x 10-6, AD young 

vs AD old: p=0.0177, two-sample Kolmogorov-Smirnov test).  As spatial coherence measures the 

correlation between the activity of each bin and the averaged activities of its neighborhood bins in 

a rate map (Jung et al., 1994), we reason that the more diffuse firing fields of old 3xTg-AD mice 

may result in higher spatial coherence.  
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Spatial coding deficits of 3xTg-AD CA1 neurons in linear track trials 

            We extended our investigation to a linear track environment.  Population calcium transient 

activities in hippocampal CA1 were imaged with head-mounted miniscopes while mice ran along 

a 1-meter linear track (width, 3 cm) for a water reward at each end.  CA1 excitatory neurons that 

exhibit place selective activities can be identified from the populations across the genotypes and 

ages (Figure 2.5 A-D).  We quantitatively analyzed the place-specific activities in linear track 

trials, as we did for open field exploration.  We find that the calcium event rates across mouse 

groups do not exhibit significant differences (Figure 2.5 E), but AD mice show a significant 

difference from Non-Tg mice in terms of calcium event amplitudes (Figure 2.5 F; Non-Tg young 

(1742 cells from 6 mice): 5.745 ± 0.112 dF/F; AD young (1988 cells from 8 mice): 4.534 ± 0.076 

dF/F; Non-Tg old (1136 cells from 5 mice): 4.573 ± 0.107 dF/F; AD old (1560 cells from 5 mice): 

5.064 ± 0.079 dF/F. Non-Tg young vs AD young, LME: p = 0.0167; Non-Tg old vs AD old, LME: 

p=0.0495; Non-Tg young vs Non-Tg old, LME: p = 0.0132; AD young vs AD old, LME: p = 

0.0354).   

Consistent with our finding in mouse exploration of open fields, we find that for both ages, 

3xTg-AD mice exhibit lower spatial information score in bits/event than Non-Tg mice (Figure 

2.5G; the respective 50%-cumulative values for Non-Tg young (238 place cells in direction 1 + 

246 place cells in direction 2, from 6 mice), AD young (213 place cells in direction 1 + 237 place 

cells in direction 2, from 8 mice), Non-Tg old (163 place cells in direction 1 + 159 place cells in 

direction 2, from 5 mice) and AD old are (259 place cells in direction 1 + 272 place cells in 

direction 2, from 5 mice) are 2.0727, 1.9371, 1.8581 and 1.4978.  Non-Tg young vs AD young: 

p=0.0432, Non-Tg old vs AD old: p= 0.0010, Non-Tg young vs Non-Tg old: p= 8.7241*10-7, AD 

young vs AD old: p=3.4423*10-5, two-sample Kolmogorov-Smirnov test).   
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During linear track trails, hippocampal CA1 excitatory neurons in old 3xTg-AD mice have 

higher sparsity values than young 3xTg-AD mice, while for control mice, there are no significant 

differences between ages (Figure 2.5H; the respective 50%-cumulative values for Non-Tg young 

(1742 cells (each direction) from 6 mice), AD young (1988 cells (each direction) from 8 mice), 

Non-Tg old (1136 cells (each direction) from 5 mice) and AD old (1560 cells (each direction) from 

6 mice) are 0.0490, 0.0429, 0.0499, and 0.0559. Non-Tg young vs AD young: p= 1.2231 x 10-9, 

Non-Tg old vs AD old: p= 1.7939 x 10-5, Non-Tg young vs Non-Tg old: p = 0.0818; AD young 

vs AD old: p = 3.4707 x 10-31, two-sample Kolmogorov-Smirnov test).  3xTg-AD mouse cells 

exhibit higher spatial coherence values than Non-Tg mice (Figure 2.5 I; the respective 50%-

cumulative values for Non-Tg young (1742 cells (each direction) from 6 mice), AD young (1988 

cells (each direction) from 8 mice), Non-Tg old (1136 cells (each direction) from 5 mice) and , 

AD old  (1560 cells (each direction) from 6 mice) are 0.3573, 0.3658, 0.3632 and 0.3778. Non-Tg 

young vs AD young: p = 8.8051 x 10-10, Non-Tg old vs AD old: p= 2.7640 x10-11, Non-Tg young 

vs Non-Tg old: p=7.9276 x10-12, AD young vs AD old: p=2.7437*10-17, two-sample Kolmogorov-

Smirnov test).   

Locomotion modulation of 3xTg-AD mouse CA1 neural population activities  

It is known that locomotion states have significant effects across rodent sensory systems 

including visual and auditory circuits (M. Arriaga & E. B. Han, 2017).  While both the calcium 

activities of CA1 excitatory neurons and inhibitory neurons can be modulated by locomotion 

(Fuhrmann et al., 2015; Góis & Tort, 2018), locomotion effects on hippocampal neural calcium 

population activities have not yet been studied in freely moving animals. Miniscope imaging has 

an advantage of monitoring neural ensemble activities in hippocampal CA1 of animals during free 
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moving conditions, thus providing the opportunity to examine the modulatory effects of free 

locomotion on CA1 neural calcium activity ensembles across different groups.   

As shown in Figure 2.6A, the calcium activities of hundreds of excitatory neurons recorded 

during one session from each example mouse are displayed in raster plots over the exploration 

time.  We delineate the high-velocity epochs (black vertical bars) below the raster plots to enable 

visual comparisons between the neural activity level and locomotion velocity. The high-velocity 

epoch is defined as the duration when the velocity goes above the averaged trial velocity of each 

group (Figure 2.6B). To further illustrate the relationship between population calcium responses 

and velocity overtime, we align the z-scored ensemble calcium response trace with the z-scored 

velocity trace.  Interestingly, compared with control mice at the young or old age, overall neural 

population calcium activities in hippocampal CA1 of AD mice appear to be more closely 

modulated by locomotion velocities and CA1 ensemble amplitudes are positively correlated with 

locomotion velocity changes (Figure 2.6A).  

            We quantitatively examined the relationship between calcium activity amplitude and 

velocity by calculating the correlation between individual neurons’ calcium responses and 

velocities.  We apply a 15 sec Gaussian window (2.5 sec standard deviation) to smooth both 

calcium response and movement velocity traces in the time-series, then compare the cumulative 

distributions of correlations across different genotypes and ages.  Our quantification confirms our 

qualitative observations in Figure 2.6A.  Compared with age-matched controls, young and old 

3xTg-AD CA1 neurons show stronger correlations between calcium response amplitudes and 

locomotion velocities (Figure 2.6C; the respective 50%-cumulative values for Non-Tg young 

(1180 cells from 5 mice), AD young (1076 cells from 8 mice), Non-Tg old (716 cells from 9 mice) 

and AD old (430 cells from 8 mice) are 0.0435, 0.0561, 0.0341 and 0.0930. Non-Tg young vs AD 
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young: p = 9.2871 x 10-6, Non-Tg old vs AD old: p = 1.6663 x10-10, two-sample Kolmogorov-

Smirnov test).  This holds true when we only include place cells for analysis.  Place cells were 

defined as cells with spatial information score above the chance level (see details in the Method). 

The locomotion effects appear to be more robust for the place cells (Figure 2.6D; the respective 

50%-cumulative values for Non-Tg young (233 place cells from 5 mice), AD young (214 place 

cells from 5 mice), Non-Tg old (104 place cells from 9 mice) and AD old (131 place cells from 5 

mice) are 0.1228, 0.1560, 0.0901 and 0.1556. Non-Tg young vs AD young: p=0.0093, Non-Tg old 

vs AD old: p=0.0016, two-sample Kolmogorov-Smirnov test).  

Discussion  

Previous work on AD has focused on molecular and neuropathological features as they 

correlate to cognitive defects. AD research is now increasingly focused on mechanistic changes at 

the level of neuronal circuits (Harris et al., 2020).  In the present study, we have examined neural 

calcium activities of hippocampal CA1 neuronal populations in freely behaving 3xTg-AD mice 

and controls at young (3 - 6.5 months on average) and old (18 - 21 months old) ages.  We leveraged 

the advantages of miniscope-based GCaMP calcium imaging to examine the impairments of 

spatial representation and spatial coding across large neuronal ensembles by comparing 

hippocampal CA1 excitatory neural ensemble activities during open-field exploration, and track-

based route-running behaviors in age-matched AD and control mice.  We have identified AD- and 

age-related differences in neural calcium activities and have determined deficits in spatial 

information coding and place remapping associated neural activities in hippocampal neural 

ensembles in the 3xTg-AD mouse model.  We also find locomotion significantly modulates the 

amplitude of hippocampal neural ensemble activities in 3xTg-AD mice, but not in non-transgenic 

controls during open field exploration.  
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Many transgenic AD models have been used in research studies to date, but most models 

only contain mutation genes for the progression of Aβ plaques, such as APP Tg2576, APP/PS1 

and 5xFAD.  These models are convenient for the detection of Aβ accumulation at early age but 

do not take into account the tau pathology in the late AD stage.  In our study, we used the 3xTg-

AD mouse model that contains the genetic mutations contributing to both pathological markers 

(Mesulam, 2000; Oddo et al., 2003).  AD related neurodegeneration may affect hippocampal CA1 

neural activation as 3xTg-AD hippocampal CA1 imaging fields have a smaller number of extracted 

neurons compared to control mouse hippocampal CA1 fields.  Aging might also have effects, as 

the aged group also has a lower number of extracted neurons relative to the young group.  The age-

dependent plaque and tau aggregate formation in the 3xTg-AD mouse hippocampus is correlated 

well with CA1 neural activity alterations identified in our imaging experiments across the ages 

and genotypes.  Our imaging results are also supported by the deficiency in spatial memory 

behaviors observed in 3xTg-AD mice (Baglietto-Vargas et al., 2018; Oddo et al., 2003; Stimmell 

et al., 2019). 

We identify AD- and age- dependent neural activity differences in mouse hippocampal 

CA1 during open field exploration.  We find that 3xTg-AD CA1 excitatory cells have significantly 

higher calcium firing rates compared with controls either at young or old age, indicating that in 

vivo enhanced neuronal ensemble activity is a disease feature.  Increased ages are correlated with 

decreased neural calcium firing rates across genotypes.  We also have examined calcium event 

amplitudes.  We find that 3xTg-AD CA1 cells have lower amplitudes than control mice at the 

young age, and that neural calcium amplitudes are generally higher for AD and control CA1 cells, 

compared with the cells of young age groups.  These data suggest AD and aging share related 

alterations in neural activities and calcium homeostasis.  The higher neural ensemble calcium 
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activities found in 3xtg AD mouse hippocampal CA1 may be a critical AD disease feature. which 

is supported by neural circuit hyper-activity observed in anaesthetized AD mouse preparations 

(Busche et al., 2012; De Strooper and Karran, 2016; Harris et al., 2020).   

Our data demonstrate spatial coding defects of hippocampal CA1 ensemble activities in 

3xTg-AD mice, as our overall imaging results in both open field and linear track environments 

indicate that neuronal populations of 3xTg-AD mice show lower spatial information scores 

compared with control mice.  In open field, spatial firing of CA1 neurons of old 3xTg-AD mice 

also displays higher sparsity and spatial coherence compared with those from control mice. This 

supports the notion that place-specific firing fields of CA1 neurons in the AD condition tend to be 

larger in size, which indicates less place specificity for spatial representation.  In linear track, while 

3xTg-AD mice always display higher coherence than Non-tg mice across ages, at young age 3xTg-

AD display lower sparsity compared to Non-tg mice. However, considering the lower information 

score of the 3xTg-AD animal, the young 3xTg-AD could have small but scattered firing activities 

across multiple positions.  

Our finding that locomotion significantly modulates the amplitude of hippocampal neural 

ensemble activities in 3xTg-AD mice, but not in non-transgenic controls is another important new 

finding. During movement, hippocampal local field potential (LFP) activity is characterized by θ-

frequency oscillations; in contrast, during awake immobility, LFP activity is punctuated by large, 

irregular activity containing periods of sharp-wave/ripple (SWR) events.  Much current research 

related to this is focused on hippocampal interneurons as their activity is highly modulated with 

locomotion speed (Moises Arriaga & Edward B. Han, 2017; Góis & Tort, 2018), while locomotion 

modulates excitatory neurons to a lesser degree (Góis & Tort, 2018). Given that AD 

neurodegeneration can alter circuit excitation/inhibition balance, it can be inferred that the speed-



 

115 
 

correlated inhibition of pyramidal neurons will be weakened in the AD condition. Indeed, our 

results indicate that CA1 place cells from 3xTg-AD mice exhibit obviously stronger speed 

modulation on their neural calcium activity amplitudes.  Whether decrease in inhibition will lead 

to higher activity modulation of excitatory neurons in AD related neural circuits requires further 

investigation. 

In conclusion, we applied miniscope calcium imaging in 3xTg-AD model and Non-Tg 

mice to determine the AD- and aging- related impacts on hippocampal neural population activities.  

Our data show neural activity alterations and spatial coding defects in CA1 neuronal ensembles 

that correlate with the development of AD pathology and AD-related spatial memory behavioral 

deficits. 
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Figure 2.1. Age-dependent change in amyloid beta (Aβ) and phospho-tau accumulation in 

3xTg-AD mouse hippocampus A. Comparison of Aβ pathology in the 6.5-month-old and 18-

month-old 3xTg-AD and control, Non-Tg mice.  6.5-month-old 3xTg-AD mice show 

intraneuronal Aβ staining in the pyramidal layer of hippocampal CA1 (left bottom panels). Aβ 

staining is red and DAPI staining is blue.  The accumulation of Aβ (plaques, arrows) is distributed 

across all the layers of hippocampal CA1 in an 18-month-old 3xAD-Tg mouse (bottom right panel) 

as compared to a non-transgenic control mouse (Non-Tg) (top right panel).  B. Phospho-tau builds 

up in the 3xTg-AD mouse hippocampus. Tau staining is red. 6.5 months old 3x-Tg-AD (bottom 

left) mice shows sparse tau labeling in distal CA1. The 18-month-old group exhibits elevated tau 

pathology in hippocampal CA1 pyramidal cells (arrows) (bottom right). The Non-Tg (top two 

panels) mouse hippocampus does not develop tau pathology. Scale bar = 200 μm. Image usage is 

approved by the first author, Xiaoxiao Lin. 



 

117 
 

 

 

  



 

118 
 

Figure 2.2. Miniscope imaging of in vivo neural calcium activities of hippocampal CA1 

exciatory neurons in 3xTg-AD and Non-Tg mice A. The scheme for viral injection and 

miniaturized fluorescent microscope (miniscope) recording in hippocampal CA1 region. AAV1 

was injected to express GCaMP6f in CA1 excitatory neurons. A 2.8-mm diameter GRIN lens 

(shown in grey) was implanted at the same location as AAV1 injection site for in vivo calcium 

signal recording in the behavioral animals.   B. A coronal section image shows the location for 

GRIN lens implantation in hippocampal CA1.  DAPI staining is blue. GCaMP6f signal is green. 

Scale bar = 400 μm.  Right panel: the higher magnificent image of the left panel. The GCaMP6f 

infected cells are restricted to the pyramidal layers of the hippocampal CA1 region. Scale bar = 40 

μm.  C. Examples of neuron footprints from CNMF-E extraction for data processing. Left to right, 

the example mice are from young age Non-Tg, young age 3xAD-Tg, old-age Non-Tg and old-age 

3xAD-Tg, respectively.  D. Extracted calcium traces. Top: Blue line represents calcium signal and 

the corresponding deconvoluted spiking activity is plotted by the red line. Bottom: the magnified 

calcium signals in the black box.  E-H. 3xTg-AD CA1 cells exhibit less place-specific firing 

properties compared to Non-Tg CA1 cells during open field exploration.  E. Calcium response and 

combined spatial rate map from a young age Non-Tg mouse. Left: Denoised calcium signal of one 

neuron. Middle: travel trajectory in the circular arena is plotted by black line. Red dots represent 

the locations in which the spike events are higher than threshold. Right: Rate maps of fluorescence 

firing rate. The arena is divided into 10 X 10mm bins and each bin’s firing rate is calculated as the 

total number of spikes divided by the total time mice spend inside the bin. The rate map is 

smoothed with 100 X 100mm gaussian kernel (standard deviation = 20mm). F, G, H are arranged 

in the same format for old-age Non-Tg, young-age 3xAD-Tg and old-age 3xAD-Tg mice.  
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Figure 2.3 Comparative analyses of the numbers of active hippocampal CA1 neurons across 

age and AD groups using imaging trials during open field exploration A. Comparative 

quantification of Extended Constrained Nonnegative Matrix Factorization (CNMF-E) extracted 

neurons for the young and old 3xTg-AD and control Non-Tg mice. The average total numbers of 

neurons are 653.7 ± 83.7 cells for young Non-Tg mice (N = 6), 337.7 ± 44.3 cells for old Non-Tg 

mice (N = 10), 450.9 ± 66.4 cells for young 3xTg-AD mice (N = 8), and 211 ± 25.8 cells for old 

3xTg-AD mice (N = 8). Each triangle or circle represent a data point from one mouse. All data are 

presented as mean ± s.e.m.; * indicates the statistical significance level of p ≤ 0.05 (Mann-Whitney 

U test). A significant difference was found between the Non-Tg young and old groups (p = 0.0207), 

between young and old 3xTg mice (p = 0.0110), between young Non-Tg and 3xTg-AD 

(p=0.0426), and between old Non-Tg and 3xTg-AD (p=0.0434) B. Comparative quantification of 

CNMF-E extracted neurons for combined young and old groups (pooling Non-Tg and 3xTg-AD 

mice) to test age effects. The total number of neurons is on average 520.1 ± 57.3 cells for young 

Non-Tg and 3xTg-AD mice (N = 15), 312.2 ± 11.2 cells for old Non-Tg and 3xTg-AD mice (N = 

18). A significant difference was found between age groups (p = 0.0006, Mann-Whitney U test). 

*** indicates the statistical significance level of p ≤ 0.001. 
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Figure 2.4. Hippocampal CA1 cells in 3xTg-AD mice exhibit altered calcium activities and 

impaired spatial coding during open field exploration A. Temporal firing rate of all neurons 

from the 4 types of mice. Only the periods with traversal speed higher than 5mm/sec are used for 

firing rate calculation, and firing rates from trials with the same geometry are averaged. Overall, 

neurons from 3xTg-AD mice have higher firing rate than those from Non-Tg mice, and young 

mice have higher firing rate than old mice (Non-Tg young: 0.0752 ± 0.0010 Hz (1180 cells from 

5 mice), AD young: 0.0965 ± 0.0013 Hz (1076 cells from 8 mice), Non-Tg old: 0.0497 ± 0.0012 

Hz (716 cells from 9 mice), AD old: 0.0612 ± 0.0018 Hz (430 cells from 8 mice). Ntg young vs 

AD young, LME: p = 0.0091; Ntg old vs AD old, LME: p = 0.0094; Non-Tg young vs Non-Tg 
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old, LME: p = 3.8744 x 10-5; AD young vs AD old, LME: p=1.5095 x 10-5).  B. Averaged calcium 

spike amplitude of all neurons from the 4 types of mice. Only the periods with traversal speed 

higher than 5mm/sec are used for amplitude calculation, and amplitude values from trials with the 

same geometry are averaged. Overall, the amplitude values of young AD mice are significantly 

higher than those of young Non-Tg mice, while between old AD and Non-Tg mice there’s no 

significant difference. The amplitude of young mice is significantly lower than old mice for both 

genotypes (Non-Tg young: 7.386 ± 0.100 in the unit of dF/F (1180 cells from 5 mice); AD young: 

5.725 ± 0.064 dF/F (1076 cells from 8 mice), Non-Tg old: 11.680 ± 0.322 dF/F (716 cells from 9 

mice), AD old: 11.700 ± 0.619 dF/F (430 cells from 8 mice). Non-Tg young vs AD young, LME: 

p=0.0066, Non-Tg old vs AD old, LME: p=0.6388, Non-Tg young vs Non-Tg old: LME, 

p=0.0055, AD young vs AD old, LME: p=0.0287). C. Cumulative distribution of spatial 

information scores (in bits/event) for all place cells from Non-Tg old, AD old, Non-Tg young and 

AD young mice exploring in both square and circle arenas.  Only the periods with traversal speed 

higher than 5mm/sec are used for calculation. Overall Non-Tg mice have a higher information 

score than AD mice for both ages.  Old AD mice display higher score values than younger AD 

ones (the respective 50%-cumulative values for Non-Tg young (233 place cells from 5 mice), AD 

young (214 place cells from 8 mice), Non-Tg old (104 place cells from 9 mice) and AD old (131 

place cells from 8 mice) are 1.9136 1.6586, 2.2410, and 1.9409.  Non-Tg young vs AD young: p 

= 4.1683 x 10-12. Non-Tg old vs AD old: p = 0.0008, Non-Tg young vs Non-Tg old: p = 1.1583x 

10-8, AD young vs AD old: p = 1.1370 x 10-6, two-sample Kolmogorov-Smirnov test). D. 

Cumulative distribution plots of sparsity of all neurons for all Non-Tg old, AD old, Non-Tg young 

and AD young mice, in both square and circle arena. Overall AD mice have higher sparsity than 

Non-Tg mice. Meanwhile, young mice show higher sparsity than old mice (the respective 50%-

cumulative values for Non-Tg young (1180 cells from 5 mice), AD young (1076 cells from 8 

mice), Non-Tg old (716 cells from 9 mice) and AD old (430 cells from 8 mice) are 0.0746, 0.0957, 

0.0492 and 0.0657.  Non-Tg young vs AD young: p = 1.2703 x10-31, Non-Tg old vs AD old: p= 

2.0458 x10-7, Non-Tg young vs Non-Tg old: p = 9.0277 x 10-42, AD young vs AD old: p = 1.0343 

x 10-25, two-sample Kolmogorov-Smirnov test) E. Cumulative distribution plots of spatial 

coherence of all neurons for all Non-Tg old, AD old, Non-Tg young and AD young mice, in both 

square and circle arena. Old AD mice have higher spatial coherence than old Non-Tg mice, while 

no significant difference is noted between genotypes of young mice. Meanwhile, young mice show 

higher coherence values than old mice (the respective 50%-cumulative- values for Non-Tg young 

(1180 cells from 5 mice), AD young (1076 cells from 8 mice), Non-Tg old (716 cells from 9 mice), 

and AD old (430 cells from 8 mice): 0.4369, 0.4437, 0.4053 and 0.4286. Non-Tg young vs AD 

young: p = 0.0728, Non-Tg old vs AD old: p= 5.4990 x 10-4, Non-Tg young vs Non-Tg old: p = 

2.3031x 10-6, AD young vs AD old: p=0.0177, two-sample Kolmogorov-Smirnov test) 
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Figure 2.5. Linear track experiment data also supports impaired spatial coding in 3xTg AD 

hippocampal CA1 A-D. Response of typical neurons in horizontal linear track of mice with 

different genotypes and ages. Top: black line represents the trajectory of mice. Red dots on top 

represent sites where beyond threshold calcium events occur. Bottom: smoothed spatial 

ratemaps.  E. Temporal firing rate of all neurons from the 4 types of mice. Only the periods with 

traversal speed higher than 5mm/sec are used for firing rate calculation, and firing rates from trials 

with the same track direction are averaged. Overall, no significance is noted between ages and 

genotypes (Non-Tg young (1742 cells from 6 mice): 0.1795 ± 0.0023 Hz; AD young (1988 cells 

from 8 mice): 0.1762 ± 0.0018 Hz; Non-Tg old (1136 cells from 5 mice): 0.1880 ± 0.0031 Hz; AD 

old (1560 cells from 5 mice): 0.1603 ± 0.0022 Hz. Non-Tg young vs AD young: LME: p=0.8752, 

Non-Tg old vs AD old: LME: p=0.1875, Non-Tg young vs Non-Tg old: LME: p=0.8974, AD 

young vs AD old: LME: p=0.2324).  F. Averaged calcium spike amplitude of all neurons from the 

4 types of mice. Only the periods with traversal speed higher than 5mm/sec are used for amplitude 

calculation, and amplitude values from trials with the same geometry are averaged. Overall, the 

amplitude values of AD mice are significantly higher than those of Non-Tg mice, and the 

amplitude of young mice is significantly lower than old mice for both genotypes (Non-Tg young 

(1742 cells from 6 mice): 5.745 ± 0.112 dF/F; AD young (1988 cells from 8 mice): 4.534 ± 0.076 

dF/F; Non-Tg old (1136 cells from 5 mice): 4.573 ± 0.107 dF/F; AD old (1560 cells from 5 mice): 

5.064 ± 0.079 dF/F. Non-Tg young vs AD young, LME: p = 0.0167; Non-Tg old vs AD old, LME: 

p=0.0495; Non-Tg young vs Non-Tg old, LME: p = 0.0132; AD young vs AD old, LME: p = 

0.0354). G. Cumulative distribution plots of spatial information score (in bits/event) for all place 

cells from Non-Tg old, AD old, Non-Tg young and AD young mice, for both horizontal and 
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vertical tracks and two directions. Overall Non-Tg mice have higher score values than AD mice 

for both ages, and young mice have higher score values than old mice (the respective 50%-

cumulative values for Non-Tg young (238 place cells in direction 1 + 246 place cells in direction 

2, from 6 mice), AD young (213 place cells in direction 1 + 237 place cells in direction 2, from 8 

mice), Non-Tg old (163 place cells in direction 1 + 159 place cells in direction 2, from 5 mice) and 

AD old are (259 place cells in direction 1 + 272 place cells in direction 2, from 5 mice) are 2.0727, 

1.9371, 1.8581 and 1.4978. Non-Tg young vs AD young: p=0.0432, Non-Tg old vs AD old: p= 

0.0010, Non-Tg young vs Non-Tg old: p= 8.7241*10-7, AD young vs AD old: p=3.4423*10-5, two-

sample Kolmogorov-Smirnov test). H. sparsity of all neurons for all Non-Tg old, AD old, Non-Tg 

young and AD young mice, in both square and circle arena. Old AD mice have higher sparsity 

than Non-Tg mice, while young 3xTg-AD mice show lower sparsity than Non-Tg mice. 

Meanwhile, 3xTg-AD old mice show higher sparsity than young mice (the respective 50%-

cumulative values for Non-Tg young (1742 cells (each direction) from 6 mice), AD young (1988 

cells (each direction) from 8 mice), Non-Tg old (1136 cells (each direction) from 5 mice) and AD 

old (1560 cells (each direction) from 6 mice) are 0.0490, 0.0429, 0.0499, and 0.0559. Non-Tg 

young vs AD young: p= 1.2231 x 10-9, Non-Tg old vs AD old: p= 1.7939 x 10-5, Non-Tg young 

vs Non-Tg old: p = 0.0818; AD young vs AD old: p = 3.4707 x 10-31, two-sample Kolmogorov-

Smirnov test).  I. Cumulative distribution plots of spatial coherence of all neurons for all Non-Tg 

old, AD old, Non-Tg young and AD young mice, in both square and circle arena. AD mice have 

higher spatial coherence than Non-Tg mice at both ages, meanwhile, young mice shows higher 

coherence values than old mice (the respective 50%-cumulative values for Non-Tg young (1742 

cells (each direction) from 6 mice), AD young (1988 cells (each direction) from 8 mice), Non-Tg 

old (1136 cells (each direction) from 5 mice) and , AD old  (1560 cells (each direction) from 6 

mice) are 0.3573, 0.3658, 0.3632 and 0.3778. Non-Tg young vs AD young: p = 8.8051 x 10-10, 

Non-Tg old vs AD old: p= 2.7640 x10-11, Non-Tg young vs Non-Tg old: p=7.9276 x10-12, AD 

young vs AD old: p=2.7437*10-17, two-sample Kolmogorov-Smirnov test) 
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Figure 2.6. Neural calcium activities of 3xAD-Tg mice exhibit stronger locomotion 

modulation than Non-Tg mice A. Raster plots of calcium activities of hundreds of CA1 cells along 

with the time (top), movement epochs (middle) and comparison between the z-scored ensemble calcium 

signal trace and movement speed (bottom, ensemble calcium trace: orange; velocity trace: blue). The high-

speed epoch is shown as the black bar at the time points where the movement speed is higher than the speed 

threshold, which is defined as the averaged median movement speed of the group. Four example sessions 

of Non-Tg young, 3xTg-AD young, Non-Tg old, and 3xTg-AD old mice, respectively, are shown. B. 

Distribution of mean movement speeds of different groups of mice. Each dot represents the mean speed of 

one mouse in one trial (circle or square). C. Cumulative distribution plots of correlation values between 

moving speed and all individual neuron's calcium response. Correlation values from trials with the same 

geometry are averaged. D. Cumulative distribution plots of correlation values between moving speed and 

all place cells' calcium trace. Two-sample Kolmogorov-Smirnov tests were used for C-D. *, ** and *** 

indicate the significance levels with the respective p values of <0.05, <0.001, and < 0.0001. (For 

interpretation of the references to colour in this figure legend, the reader is referred to the web version of 

this article.) 
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Chapter 3: Impact of Alzheimer’s disease and aging on the anatomical 

organization of temporally correlated CA1 pyramidal neurons  
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Abstract 

Alzheimer’s disease is known for damaging the circuit connectivity and neuron function along the 

entorhinal-hippocampal circuit. Recently we discovered temporally correlated CA1 pyramidal 

neurons could formulate anatomically compact clusters that occupy segregated regions under the 

imaging field of view, but how Alzheimer’s disease at different stages could impact this kind of 

organization is still not known.  Here we re-analyzed a dataset of a published work in 2023 

containing in vivo miniscope calcium imaging on the CA1 pyramidal cell populations in 5xFAD 

mice and wildtype controls performing linear track running task, at three different ages (4-5 month, 

8-10 month, and 14 month). We identified subpopulations of temporally correlated CA1 pyramidal 

cell in both wild type and 5xFAD mice that lie in segregated anatomical clusters as reported in our 

previous research, while the intra-cluster pairwise correlation, as well as the size of anatomical 

clusters, did not show significant difference across ages and genotypes. Ensemble activities 

between different clusters of young AD mice have higher level of overlap compared to 

corresponding wild type, but the effect is not shown in other ages. When rotate track by 90 degrees 

in the same environment, anatomical cluster similarity between the different direction tracks was 

significantly lower than that between two tracks in the same direction, however this phenomenon 

only appears at the 8-10 month age, and no significant difference noted between wild type and 

5xFAD mice. Lastly, we defined the mosaic index, which represent the segregation level of the 

anatomical clusters, and find that the index is negatively correlated with overall pairwise 

correlation strength of the whole CA1 pyramidal cell population, except old AD mice. Overall, 

this preliminary study examines key features of the temporal-anatomical CA1 pyramidal neurons 

clusters discovered in Chapter 1 under AD condition across different age groups, and find these 

features are largely similar between wildtype and AD condition  
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Introduction 

Individual hippocampal CA1 pyramidal neurons can represent variables related to the 

environment and experience of the animals (Eichenbaum, 2014; Gauthier & Tank, 2018; O'Keefe 

& Dostrovsky, 1971). At the same time, ensembles of pyramidal neurons can display collective, 

synchronized activation within a short time window (Buzsáki, 2010; Harris et al., 2003). The 

synchronized activation increases the temporal correlations between neurons inside the co-active 

subgroup, while between two neurons not exhibiting co-activation, their correlation will be low, 

which created a patterned pairwise correlation structure within the whole pyramidal neuron 

population. In recent years, this temporal-based structure has been proposed to represent an 

internal cognitive map that contains animal’s innate understanding of the environment (Buzsáki, 

2019; Kubie et al., 2020). In the meantime, recent studies have proposed that temporally correlated 

CA1 pyramidal neurons may display patterned distribution in anatomical space (Dombeck et al., 

2010; Geiller et al., 2022; Modi et al., 2014). Our results in Chapter 1 have supported the 

hypothesis by illustrating the CA1 pyramidal neurons subgroups with relatively high pairwise 

correlation can organize into segregated anatomical spaces. These neural clusters may represent 

hippocampal micro-circuits that support and guide the pyramidal cells ensemble activity patterns. 

Alzheimer’s Disease (AD) has a profound impact on the CA1 pyramidal neurons. The 

accumulation of Aβ plaque has been found to have toxicity toward pyramidal neurons, lead to 

hyperactivity in the early stage of the disease, and hypoactivity in the later stage (Busche et al., 

2012; Grieco et al., 2023), which may add randomness to the neurons’ activation pattern and 

impact the correlation structure. Meanwhile, loss of synaptic connectivity and interneurons may 

lead to less coordinated firing patterns among the pyramidal cell subgroups (Kuchibhotla et al., 

2008; Kurudenkandy et al., 2014; Neuman et al., 2015; Palop & Mucke, 2016). However, the 



 

132 
 

actual impact of AD on the CA1 pyramidal neurons ensemble activation pattern also depends on 

the age and disease stages (Grienberger et al., 2012; Jun et al., 2020). For example, in APP-KI 

mice it has been found that at around 3 month age, although Aβ plaque already appears in CA1, 

the global remapping ability of pyramidal neuron populations is not affected between different 

environments, and the remapping impairment only appears at ~13 month age (Jun et al., 2020). 

The temporal-anatomical CA1 neuron clusters described in Chapter 1 could also be subjected to 

the age and disease stage specific dysregulation of AD. But till now, few studies have been 

performed to address this hypothesis. 

In the present work, we investigated the questions above by examining the temporal 

dynamics of CA1 pyramidal neuron populations using in vivo calcium imaging with miniature 

head-mounted microscopes (“miniscopes”) for both wild type and 5xFAD mice across different 

ages (4-5 month, 8-10 month, and 14 month), during a linear track traverse experiment. Specially, 

we examined how the organizations we described in Chapter 1 will be different across genotypes 

and ages. Interestingly, we didn’t find significant difference for both intra-temporal cluster 

correlation, and anatomical size, between wild type and 5xFAD mice and across ages. Between 

two trials with same or different direction tracks, the pairwise correlation pattern, as well as 

anatomical cluster similarity, only showing significant reduction of similarity at middle age (8-10 

month). Lastly, the segregation level of anatomical clusters, measured by the mosaic level metric, 

exhibit significant negative correlation toward the intra-cluster temporal correlation level for 

young WT, middle-aged WT and young AD, but no significant correlation with rate map 

correlation, which reflect that the anatomical organizations’ relationship with functional 

connectivity rather than spatial coding. 
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Methods 

Animals 

This study re-analyzed data from a previous published study (Zhang et al., 2023). In the study, 

5xFAD mice and wild type (WT) mice were obtained from the Model Organism Development and 

Evaluation for Late-onset Alzheimer's Disease (MODEL-AD) center at the University of 

California, Irvine. Mice were housed in a controlled environment with temperature maintained at 

21–23 °C and humidity at 40% - 70%. Mice had free access to diet but had water restrictions during 

linear track test. Young age means 4-5 months old mice, middle-age means 8-10 months old mice, 

and old age means 14 months old mice. Both male and female mice were included and were pooled 

together for analysis. All the experimental protocols were approved by the IACUC of the 

University of California, Irvine and carried out in accordance with the Guide for the Care and Use 

of Laboratory Animals of the US National Institutes of Health. 

Virus injection 

Surgery was performed as described previously (Lin et al., 2022; Sun et al., 2019). AAV1-

CaMKIIa-GCaMP6f-WPRE-SV40 was purchased from Addgene. Mice were anesthetized with 

1.5% - 2% isoflurane and placed on a stereotaxic instrument (Stoelting). Stereotactic injection was 

performed with a micromanipulator guided by a digital atlas. The virus was injected into dorsal 

CA1 (AP -1.94, L 1.4, DV -1.38 mm, relative to the bregma) of the right hemisphere using a glass 

micropipette. We recorded from the right hippocampus as the right side of the brain tends to be 

more related to processing spatial information (Shinohara et al., 2012; Lin et al., 2022). A 0.5-mm-

diameter hole was drilled in the skull above the injection site. The diameter of the pipette tip was 

20–30 μm. The virus titer was 1 × 1013 GC/ml and injection volume was 0.3 μl. The virus was 

infused at speed of 0.1 μl /min by short pulses of air pressure (PICOSPRITZER III). The glass 
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pipette remained in place for 5 min before being withdrawn. Mice were treated with carprofen (3 

mg/kg) as analgesia for 3 days after surgery. 

GRIN lens implantation and miniscope installation 

a GRIN lens was implanted into the brain tissue of the mice two weeks after virus injection (Sun 

et al., 2019). Mice were anesthetized with isoflurane, and carprofen as well as dexamethasone (2 

mg/kg) were administered. A craniotomy of 2-mm-diameter was performed over CA1, centered at 

AP -2.3, L 1.75 mm. Dura was removed with ultrafine forceps, and the cortical tissue above the 

target CA1 area was aspirated using a 29-G blunt needle connected to vacuum, until the vertical 

striations of corpus callosum appeared. Sterile saline was continuously applied during aspiration. 

After bleeding stopped, a GRIN lens (1.8 mm diameter, 4.3 mm length, 0.25 PITCH, Edmund 

Optics) was lowered to contact the corpus callosum (depth − 1.55 mm) for CA1 imaging, which 

was secured with superglue and dental cement. The skull and lens were covered with Kwik-Sil 

silicone elastomer (WPI) and mice were allowed to recover for 2–3 weeks. After recovery, mice 

were anesthetized again, Kwik-Sil was removed and a miniscope (UCLA) mounted onto a 

baseplate was placed on the GRIN lens to search the imaging area. After cells being in focus, the 

baseplate was attached to the skull with dental cement, the miniscope was removed and a plastic 

cap was placed on the baseplate to prevent dust. 

Linear track experiment 

Mice were handled and habituated with miniscope tethering before tests. Before the experiment, 

mice were water restricted until their bodyweight reached 85% - 90% of the initial weight (3–5 

days). They were then trained to run back and forth on a 1-m-long linear track to obtain 10–20 μl 

of water reward on either end of the track. After 5 days of training, miniscope was tethered and 

mice were trained for another 5 days. The testing consisted of two sessions at 30 min apart each 



 

135 
 

day and was repeated for two days. On the first day, the linear track was placed in the initial 

orientation of training. On the second day, the track remained the initial orientation in the first 

session and rotated 90 degrees in the second session. Mice were recorded for 30 trials (laps) in 

each session, usually finishing in 10–15 min. Linear track was cleaned with 70% ethanol before 

each recording. 

Calcium imaging data preprocessing 

Calcium imaging data was down-sampled to 15 frames/sec.  To adjust for rigid, between-

frame movements of the brain relative to the camera, motion correction was applied to the images 

with an established calcium imaging motion correction pipeline, NormCorre (Pnevmatikakis & 

Giovannucci, 2017) (https://github.com/flatironinstitute/NoRMCorre). The corrected recordings 

under different conditions were aligned with each other by aligning the neurons that appeared 

across conditions and were combined prior to neuron extraction. 

Extraction of calcium transients in individual neurons using the CNMF-E method 

The calcium signals of neurons were extracted from the combined recording using the 

Extended Constrained Nonnegative Matrix Factorization (CNMF-E) method proposed by Zhou et 

al (Zhou et al., 2018) (https://github.com/zhoupc/CNMF_E). This method models the recording as 

follows: 

𝑦(x, 𝑡) = ∑ 𝑎𝑖(x) ∗ 𝑐𝑖(𝑡) + 𝑏(x, 𝑡)

K

𝑖=1

 

Where 𝑦(𝑥, 𝑡) represents the raw video data, 𝑎𝑖(𝑥) represent the neuron’s spatial footprint, 𝑐𝑖(𝑡) 

represents the temporal calcium activity and  𝑏(𝑥, 𝑡)  represents the background activity. The 

software applies sophisticated background approximation to remove the background component, 
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and by iteratively applying constrained nonnegative matrix factorization to the remaining data, 

extracts the temporal varying calcium dynamic and the spatial footprint of neurons in the 

recordings. After extraction, we applied manual intervention to further remove false detections 

with aberrant shapes and temporal responses. 

Mouse movement tracking 

The movement trajectory of the mouse was extracted from overhead videos using a 

Logitech web camera which has a sample rate of 30 Hz. The floor of any given arena is selected 

as the region of interest (ROI) to restrict the area for detection of movement. A red LED built into 

the miniscope is detected inside the ROI of each frame, and its centroid position is captured using 

customized MATLAB software. The locomotor trajectory is constructed from the positions of red 

LED across all frames and smoothed with a moving average.  

Spike train and spatial rate map calculation 

The calcium spike trains are estimated by applying the CNMF-E embedded deconvolution 

algorithm, OASIS (Friedrich et al., 2017). A threshold of 3 times of the standard deviation of the 

spike train is applied for each neuron and spikes lower than the threshold was discarded.   

Spatial rate maps were calculated as follows: the locomotor trajectory was downsampled 

to 15 Hz to be aligned with the calcium responses. The linear track space was divided into 2.5 cm 

X 2.5 cm bins. For each bin, the total time the mouse occupied that location was determined as the 

total number of events occurring while occupying that bin (C). The spatial event rate for each bin 

(bin rate) thus was defined as the ratio of C and bin time. After construction, the rate map is 

smoothed with a 10 cm x 10 cm 2D Gaussian kernel (delta = 2cm). Because linear track is a 1-D 

environment, the rate maps thus were averaged across the shorter dimension with to obtain 1-D 

rate maps which then represent the overall activation along the longer 1-meter dimension.  The 
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trajectory and calcium data within 10% of both ends were excluded as they are inside the water 

reward area.  

Generalized Louvain Clustering 

We utilized a community clustering method called Generalized Louvain Clustering (De 

Meo et al., 2011; Lucas G. S. Jeub, 2019). This algorithm is a modified version of the original 

Louvain clustering algorithm, which detects subgroups of highly interconnected elements within 

a large element set. The basic idea of Generalized Louvain Clustering is the same to the original 

Louvain Clustering (Blondel et al., 2008), which is described as follows:  

given a set of neurons N, 

• Step1: Randomly choose one neuron n from N, assign it into community a. 

• Step2: For other neurons that are neighbors to n, assign a neuron to community a if the 

assignment induces the highest modularity change to N compared to other neighboring 

neurons. 

• Step3: loop through all the neighbors for neurons in community a until no neuron assignments 

will induce modularity change to N, then finish a’s construction. 

• Step4: Repeat step 1-3 for all remaining neurons and finish construction for all communities. 

• Step5: Regard each community as an “aggregated neuron”, which forms a set M. Calculate the 

correlation between the aggregated neurons in M (i.e. averaged correlation between all neurons 

formulating two “aggregated neurons”). 

• Step6: repeat step 1-4 for M until the modularity of M stabilized. A new set of communities 

by the aggregated neurons are formed. 
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• Step7: repeat step 5-6 until each aggregated unit represents its own community. Then for each 

neuron, their community (cluster) identity is determined by the aggregated unit they 

participated in. 

Compared to the original Louvain clustering algorithm, the Generalized Louvain algorithm 

introduced improvements to make sure the algorithm is not affected by the connectivity structures 

within N (De Meo et al., 2011). As randomization are introduced during the step1, to achieve a 

replicable clustering result, 1000 pass of the Generalized Louvain Clustering will be performed 

and formulate a consensus matrix representing the frequencies each pair of neurons will be 

assigned to the same cluster. The candidate cluster numbers will be all potential cluster numbers 

appeared during the 1000 cluster pass. Hierarchical clustering will be performed using each cluster 

number and the consensus matrix, and the cluster number that results a hierarchical clustering 

partition that are most similar to all the 1000 cluster partitions (quantified by Adjusted Rand Index, 

see the “Cluster similarity” section below) will be selected as the optimal cluster number. Thus, 

the final clustering result is the hierarchical clustering partition corresponding to the optimal 

cluster number.  

Intra- and inter- cluster pairwise correlation and spatial distance 

Pearson correlation of calcium signals was calculated for all neuron pairs of each mouse 

according to their cluster memberships.  Baseline correlations are created by performing 1000 

randomized shuffles of cluster identity and taking the average correlation levels across 1000 

shuffle pass.  

Anatomically contiguous patches of CA1 anatomical space 

Same as Chapter 1, we used Density-Based Spatial Clustering of Applications with Noise 

(DBSCAN)(Ester et al., 1996) to isolate the anatomically compact neuron clusters. We define the 
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95th percentile of the minimum anatomical distance across all neurons as the maximal distance 

between intra-cluster neuron pairs and use 3 as the minimal number of intra-cluster neurons. 

Ensemble rate map and major ensemble firing field overlap 

Ensemble rate map of each cluster was calculated by averaging the rate maps of all 

individual intra-cluster neurons. The major firing firing field of ensemble rate maps were 

calculated as the continuous areas with bin rate higher than 45% of the maximum bin rate in the 

map. The overlap between multiple major ensemble firing fields was calculated as the ratio 

between overlapping area of the two major fields, and the total area of the two major fields. For 

each mouse the overlap level is calculated for each pair of the ensemble rate maps, and the final 

overlap level per mouse is the averaged overlap level across all pairs of ensemble rate maps. 

Cluster similarity  

 Different from Chapter 1, in this study we tried to quantify the cluster partitions without 

limiting the number of clusters, as the different cluster numbers themselves could represent a 

meaningful representation of the physiological difference of micro-circuits. However, comparing 

cluster partitions with different numbers requires correction for the chance-level similarity. Hence, 

we utilized the established metric adjusted rand index (ARI) to quantify the cluster similarity in 

this study (Hubert & Arabie, 1985; Steinley, 2004). ARI is calculated as follows: 

Suppose we have two cluster partitions P1 and P2 on the same set of elements, 

a= number of element pairs always stay in the same cluster in P1 and P2; 

b= number of element pairs stay in the same cluster in P1 but not P2; 

c= number of element pairs stay in the same cluster in P2 but not P1; 
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d= number of element pairs stay in different clusters in both P1 and P2; 

The original Rand Index (RI), which is a simple matching for two cluster partitions, is calculated 

as 

𝑅𝐼 =
𝑎 + 𝑑

𝑎 + 𝑏 + 𝑐 + 𝑑
 

While the ARI is a corrected-for-chance-level version of RI, which is calculated as  

𝐴𝑅𝐼 =
𝑅𝐼 − 𝐸(𝑅𝐼)

1 − 𝐸(𝑅𝐼)
=

(𝑎 + 𝑏 + 𝑐 + 𝑑)(𝑎 + 𝑑) − [(𝑎 + 𝑏)(𝑎 + 𝑐) + (𝑐 + 𝑑)(𝑏 + 𝑑)]

(𝑎 + 𝑏 + 𝑐 + 𝑑)2 − [(𝑎 + 𝑏)(𝑎 + 𝑐) + (𝑐 + 𝑑)(𝑏 + 𝑑)]
 

In which 𝐸(𝑅𝐼) =
(𝑎+𝑏)(𝑎+𝑐)+(𝑐+𝑑)(𝑏+𝑑)

(𝑎+𝑏+𝑐+𝑑)2  represent the mathematical expectation of similarity 

between P1 and P2, i.e. the chance level similarity (Steinley, 2004).  

Quantification and statistical analysis 

Data are presented as the mean ± SEM. Two-tailed Wilcoxon rank sum test was used for 

testing statistical significance between distributions of individual mouse. Linear mixed-effect 

modeling (LME) is used to address the repeat measurement issues inside our data (Yu et al., 

2021). The level of statistical significance was defined as are defined as p ≤ 0.05 *, p< 0.01 **, 

p< 0.001 ***.  

Result 

Temporally correlated hippocampal CA1 neurons are organized anatomically regardless of 

ages and genotypes  

 The first question we asked is how the pairwise correlation pattern between CA1 

pyramidal cells differs between WT and AD mice, as well as across ages, as in Chapter 1 we 

identified temporally correlated CA1 neuron subgroups in ordinary mice. To answer this, we 



 

141 
 

utilize miniscope imaging to examine the calcium-induced fluorescence during the first linear 

track traverse trial of the two-days track rotation experiment. Apart from the K-mean based 

algorithm used in Chapter 1, we use a community detection algorithm called Generalized Louvain 

Clustering (Lucas G. S. Jeub, 2019) which also defined the temporal clusters based on pairwise 

temporal correlation between neurons, while do not acquire any cluster number constrain. We 

find that for both WT and AD mice across different ages, CA1 pyramidal neuron subgroups could 

display temporally correlated activity that spans across seconds, like the results in Chapter 1 

(Figure 3.1 B-C, 7 young WT mice and 8 young AD mice, 6 middle-age WT mice and 6 middle-

age AD mice, 4 old WT mice and 3 old AD mice). To determine their statistical significance, we 

adopted Chapter 1’s strategy by comparing the correlation between neuron pairs within each 

cluster, between clusters, as well as within randomly shuffled clusters which serves as baseline. 

At young and middle age, intra-cluster neurons of both WT and AD mice show significantly 

higher pairwise correlation toward inter-cluster neuron pairs and baseline, while for old mice, 

WT show significantly higher intra-cluster pairwise correlation while AD only show a non-

significant trend (Figure 3.1 D-F).  Meanwhile, comparing intra-cluster correlations across ages, 

no significant differences are noted for both WT and AD mice (Figure 3.1 G). This indicates 

regardless of genotypes and ages, CA1 pyramidal neuron population could contains subgroups 

of co-firing neurons that defining multiple temporal clusters. 

 In Chapter 1 we also show that temporally correlated CA1 pyramidal neurons could form 

anatomical clusters. Hence, we performed the same operation by plotting the memberships of 

temporal clusters into anatomical space. We see a similar anatomical organization as appeared in 

Chapter 1, that temporally correlated pyramidal neuron subgroups organized into one or multiple 

anatomical clusters under the imaging field of view (Figure 1 H-I). We quantify the size of those 
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anatomical clusters by using the density-based spatial clustering of applications with noise 

(DBSCAN) algorithm and compared the original anatomical cluster size with their corresponding 

baseline generated by shuffling the cluster membership. At young and middle age, for both WT 

and AD mice, the original anatomical cluster sizes significantly surpass the baseline, while for 

the old age only a same tendency trend appears (not significant). When comparing across ages, 

no significant differences are noted between the anatomical cluster size at different ages, for both 

WT and AD mice. This indicates that the appearance of the anatomical organization we defined 

in Chapter 1 is not affected by AD condition or aging, but whether there are differences in the 

characteristics of these anatomical clusters remains to be studied.  

Higher Overlap between ensemble rate maps among young 5xFAD mice 

Although both wildtype and 5xFAD mice display anatomically organized, temporally 

correlated CA1 neuron subgroups, these clusters may have differentiated functional significance, 

considering AD’s impact on the cognitive performance and memory. In Chapter 1 we investigated 

the functional meaning of the temporal-anatomical CA1 neuron clusters by examine the 

environment coverage of the ensemble rate map, calculated by averaging the rate maps of 

individual intra-cluster neurons, and found that the ensemble activity of different clusters covers 

different portion of the open field. If the phenomenon also applies for animals in this study, an 

interesting question would be whether the ensemble firing fields of AD animal are more 

overlapped with each other, which potentially represent impaired populational representation of 

locations.  

We first visualized the ensemble rate maps of six example mice of different genotypes and 

ages (Figure 3.2 A, B). Ensemble rate maps of different clusters were showing location-specific 

activity at specific portions along the linear track, indicate that the detected temporal-anatomical 



 

143 
 

CA1 neuron clusters exhibit spatial related activities similar the those discovered in Chapter 1. 

Although due to the constrained environment in linear track, ensemble activities between different 

clusters are more likely to overlap with each other (Figure 3.2 C). Nevertheless, we quantified the 

overlap between the major field of the ensemble rate maps (rate map areas with >45% of maximum 

bin rate) and compared the averaged overlap level between genotypes and ages (Figure 3.2 C, D). 

For young, aged mice, 5xFAD population shows a significant higher overlap level compared to 

the corresponding wildtype population, which support our hypothesis that the populational 

environment representation of CA1 neurons in young 5xFAD mice could be diffused and 

unspecific. No difference is noted for middle-aged mice and old 5xFAD mice. Apart from the 

small number of old mice population, the continued experiments of the mouse populations across 

age may also contribute to better location separation abilities among the AD-mice population, 

which represented as the drop in overlap level among middle-aged 5xFAD mice (Figure 3.2 D). 

However, further investigations are still needed to examine the reason for the indifferent cluster-

level environment representation in middle-aged and old-aged mice.  

Age-specific dissimilarity in pairwise correlation pattern and anatomical clusters between 

linear tracks with different directions 

Next, we asked whether the revealed temporal-anatomical CA1 pyramidal neuron clusters 

can reflect environment changes, and if the reflection differs between WT and AD animal across 

ages. To answer this question, we utilized a track rotation experiment like the one used in Chapter 

1. On the first day, mice will perform two trials in which the tracks will be placed in the same 

direction, and on the second day, track in the second trial will be rotated by 90 degrees, effectively 

alters the global environment mice will perceive during traverse.  
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We first examined the rate map correlation between the two trials with the track in the first 

(tracks in same direction) and second day (track in different directions). For young and middle-

aged mice, both WT and AD exhibit significant remapping between the two trials with tracks in 

different directions, as the rate map correlation exhibits a significant drop. For old mice, only WT 

exhibits a significant rate map correlation difference between the two different direction tracks. 

Old AD did not display obvious trend of rate map correlation difference (Figure 3.3 C-E). This 

indicates that the rotation of the track successfully induces notable remapping across the CA1 

pyramidal neuron populations of young WT and AD, middle-aged WT and AD, and old WT mice. 

We then move on to examine the similarity between the pairwise correlation patterns 

(defined as the Pearson correlation between the neuron-neuron pairwise temporal correlation 

matrices of two trials) between tracks with same or different directions. Interestingly, we only find 

a significant similarity decrease between the different direction tracks at middle-age, and this 

decrease was applied to both WT and AD mice (Figure 3.2 G-I). We then performed clustering to 

the neuron populations and compared the anatomical cluster similarities between the same and 

different direction tracks. Again, only middle-aged mice display a significant drop in cluster 

similarity between different direction tracks (Figure 3.2 K-M).  

In Chapter 1, we have discovered that mice would show significantly decreased anatomical 

cluster similarity between tracks with 90-degree direction difference, which aligns with the 

anatomical cluster similarities drop described among the middle-aged mice. However, rate map 

correlation also illustrated remapping events for young WT, young AD, and old WT, of which 

both pairwise correlation pattern and anatomical clusters did not exhibit significant change. We 

hypothesized that this phenomenon may be related to the different types of remapping strategies 

animals were taken in each experiment, for example, the existence of partial remapping can cause 
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a difference between rate map correlations, while only causing a partial change to the co-firing 

relationship between neurons that is not enough for a cognitive map reconstruction (Kubie et al., 

2020). The difference in the remapping strategies could be caused by the combined effect of 

experience and aging. However, whether the results presented here represent an age-specific 

change in remapping strategy remains to be investigated.  

While we noted a difference in rate map correlation change between old WT and AD mice, 

no difference was noted for young and middle-aged mice, as both WT and AD in these two age 

groups display higher rate map correlations between same direction tracks than different direction 

tracks. This may be explained by the reduced populational rate map stability among the old AD 

mice, and the indifferent rate map correlation level at young and middle age discovered by the 

linear-mixed effect modeling in the original study (Zhang et al., 2023). The middle-age specific 

similarity decreases of pairwise correlation pattern and anatomical clusters, however, do not differ 

between genotypes. Whether this indicates an age-specific influence of AD on the temporal 

correlation – defined cognitive map, but not individual neurons’ spatial coding, remains to be 

further studied.  

Global pairwise correlation level display age and genotype variated relationship with the 

segregation level of anatomical clusters 

Although we were able to note the anatomical clusters by projecting the membership of 

temporally correlated pyramidal cell subgroups into anatomical space, no quantitative features of 

the anatomical organization have been defined to be compared with the temporal activity or spatial 

rate maps, and across genotypes and ages. Hence, here we defined a feature called mosaic level, 

which measures the diversity of cluster types around any individual neuron under the field of view. 

Basically, for a specific neuron and its 10 neighbors, mosaic level is calculated as the ratio between 
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the number of neuron pairs with different cluster types, and the total number of pairs (11 neurons 

results in 55 pairs). Hence the metric will be higher in the area with more diversified cluster types 

(Figure 3.4 A). The overall mosaic level of a sample is calculated as the averaged mosaic level 

across all neurons, which could represent the overall segregation level of anatomical clusters, as 

scattered anatomical cluster patches will cause more neurons to possess a higher mosaic level 

(Figure 3.4 A). 

With the metric, we first asked if there’s any difference between the overall mosaic levels 

across genotypes and ages, and we noted no differences (Figure 3.4 B). This means both WT and 

AD mice in different age groups can display various levels of anatomical cluster patch sizes, as 

we noted in Figure 3.1. We then calculated its relationship with the averaged pairwise correlation 

level, as pairwise correlation is the most direct variable for calculating the temporal-anatomical 

cluster organizations. Interestingly, we noted a significant negative relationship between the 

mosaic level and intra-cluster pairwise correlation level for the young and middle-aged WT mice, 

as well as young AD mice. Old WT and AD mice, as well as middle-age AD mice show a non-

significant negative trend between the two variables. This could be attributed to the fact that higher 

mosaic level will make it more probable for a neuron’s neighbor to be inter-cluster neurons, which 

share a relatively low pairwise correlation. Lastly, we compared the relationship between mosaic 

level and spatial rate map correlation and found no significant relationship between the two 

measures (Figure 3.4 D). These results indicate that there’s a relationship between the anatomical 

organization of the pyramidal neurons and the temporal correlation between neurons, but the 

anatomical feature may not have strong relationship with the spatial coding similarity of the 

neurons. Meanwhile, the absence of significance between mosaic level and temporal pairwise 

correlation in mid AD, old WT, and old AD may indicate an influence of age and disease stage on 
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the temporal-anatomical pyramidal neuron clusters, but further studies are needed to establish this 

hypothesis. 

Discussion 

In this study, we examined our recent findings of anatomically organized, temporally 

correlated CA1 pyramidal neuron organizations in WT and 5xFAD mice across three different 

ages. We focus on four major questions: 1. Whether the intra-cluster correlation and anatomical 

cluster size differ between genotypes and ages; 2. Whether the functional role of the temporal-

anatomical clusters display differences between genotypes and ages 3. Whether the temporal-

anatomical clusters display reduced similarity between rotated linear track, and how this 

phenomenon differs across genotypes and ages; 4. Whether there’s a quantitative feature displayed 

by the anatomical clusters that show direct correlation with neural activities. We find that CA1 

pyramidal neurons of both WT and AD mice across different ages display the temporal-anatomical 

cluster organization, and the intra-cluster correlation level, as well as anatomical cluster size, did 

not show significant difference across genotypes and ages. When examining the cluster-level 

ensemble representation of the environment, young AD mice show a lower level of specificity 

between the labelling of different clusters, but no differences were noted between WT and AD for 

other age groups. At the same time, although rate map correlation showed significant remapping 

for both WT and AD mice at young and middle age, as well as old WT mice, the pairwise 

correlation patterns as well as anatomical cluster similarities only showed significant drop at 

middle age. Lastly, we defined mosaic level, a measure of the anatomical clusters’ segregation 

level, and found this metric is negatively correlated with the averaged intra-cluster pairwise 

correlation of the whole pyramidal neuron populations, which means anatomical clusters could be 



 

148 
 

a major factor promoting the pairwise temporal correlation between neurons. Meanwhile, the 

metric does not have significant relationship with the correlation between spatial rate maps.  

Although AD is known to disrupt connectivity of CA1 neural circuits, and the 

accumulation of AD-related pathology could lead to abnormal firing patterns of individual 

pyramidal neurons (Busche et al., 2012), the temporal-anatomical cluster organizations we 

previously discovered still exist under AD condition. In this dataset, Aβ plaques already exists 

under 4 month age of the 5xFAD animal (Zhang et al., 2023), indicating the CA1 circuits could 

already been under pathological condition at young age. Indeed, the higher overlap level between 

the cluster-wide ensemble activities of young AD mice may advocate the presence of pathological 

conditions, but it did not explain the non-significance of middle-age and old age animals.  The 

mixed results may either indicate that this organization is relative robust to AD’s influence, or the 

organizations are influenced by the disease, but only in specific aspects that we have not discovered 

yet, for example, the way neuron memberships change between multiple anatomical clusters along 

time. The unknown effect of AD on the temporal-anatomical CA1 pyramidal cell clusters could 

also be responsible to the middle-age specific, genotype invariant similarity reduction of cluster 

similarity between different direction tracks. Overall, although we confirmed the existence of the 

anatomically organized, temporally correlated CA1 pyramidal neuron subgroups under both WT 

and AD condition across ages, future research are required to fully uncover the influence of AD 

and aging on this type of organization. 
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Figure 3.1. Temporally correlated hippocampal CA1 neurons are organized into 

anatomically clustered groups regardless of ages and genotypes A. Illustration of a mouse with 

a head-mounted miniscope targeting the hippocampal CA1 region, and its trajectories in the linear 

track environment (track length = 1m). Gray line represents the traverse trajectory the mouse was 

taken inside the track. All mice will be examined across three age spans (4-5 months, 8-10 months, 

and 14 months). B-C. Heatmap of temporal calcium response of all neurons grouped into clusters 

recorded from example wild type (WT) mice (B), and 5xFAD mice (C), at different ages. Each 

row of the heatmap represent a single neuron. Yellow rectangles represent typical correlated firing 

events in the neuron subgroups D-F. Comparisons of intra- and inter- cluster pairwise temporal 

correlations, as well as shuffled intra-cluster pairwise correlation, of neuron calcium activity of 

both WT mice and 5xFAD mice across ages. For both WT and AD mice at young and mid age, 

Intra-cluster correlation is significantly higher than both shuffled and inter-cluster correlation. Old 

WT mice show significantly higher intra-cluster correlation toward inter-cluster and shuffled intra-

cluster correlation, while old AD mice do not show significant difference (D: young mice, WT 

intra-cluster, 0.1749 ± 0.0198; WT inter-cluster, -0.0051 ± 0.0169; WT shuffled intra-cluster, 

0.0341 ± 0.0186; AD intra-cluster, 0.1427 ± 0.0190; AD inter-cluster, -0.0148 ± 0.0018; AD 

shuffled intra-cluster: 0.0200 ± 0.0047. WT intra-cluster vs. inter-cluster, p= 0.0006; WT intra-

cluster vs. shuffled intra-cluster-cluster, p= 0.0023; AD intra-cluster vs. inter-cluster, p=0.0002; 

AD intra-cluster vs. shuffled intra-cluster, p=0.0002. Mann Whitney test, 7 WT mice and 8 AD 

mice) (E: middle-aged mice, WT intra-cluster, 0.1273 ± 0.0115; WT inter-cluster, -0.0135 ± 

0.0115; WT shuffled intra-cluster, 0.0176 ± 0.0034; AD intra-cluster, 0.1345 ± 0.0096; AD inter-

cluster, -0.0183 ± 0.0012; AD shuffled intra-cluster: 0.0110 ± 0.0010. WT intra-cluster vs. inter-

cluster, p= 0.0022; WT intra-cluster vs. shuffled intra-cluster-cluster, p= 0.0022; AD intra-cluster 

vs. inter-cluster, p=0.0022; AD intra-cluster vs. shuffled intra-cluster, p=0.0002. Mann Whitney 

test, 6 WT mice and 6 AD mice) (F: old mice, WT intra-cluster, 0.1169 ± 0.0192; WT inter-cluster, 

-0.0117 ± 0.0022; WT shuffled intra-cluster, 0.0170 ± 0.0068; AD intra-cluster, 0.1317 ± 0.0187; 

AD inter-cluster, -0.0179 ± 0.0025; AD shuffled intra-cluster: 0.0099 ± 0.0024. WT intra-cluster 

vs. inter-cluster, p= 0.0286; WT intra-cluster vs. shuffled intra-cluster-cluster, p= 0.0286; AD 

intra-cluster vs. inter-cluster, p=0.1000; AD intra-cluster vs. shuffled intra-cluster, p=0.1000. 

Mann Whitney test, 4 WT mice and 3 AD mice) G. Comparison of intra-cluster pairwise 

correlations between WT and AD mice at different ages. No significant differences were noted 

between genotype and ages (p=0.3397; Kruskal-Wallis test. No significant difference noted 

between any two groups using Dunn’s multiple comparison test) H-I. Anatomical clusters of 

neural calcium event footprints of temporally correlated neurons from WT mice (H), and AD 

mice(I), of three different ages. J-L. Average patch size of original anatomical clusters compared 

to shuffled baseline. Shuffle baseline is created by averaging the patch size of anatomical clusters 

with shuffled cluster membership. Overall, for both WT and AD mice at young and middle age, 

their original cluster size is significantly higher than the shuffled baseline. For old mice, original 

cluster patch sizes only show a non-significant trend of higher than baseline (J: young mice, WT 

original, 1583 ± 383.80 µm2; WT baseline, 73.31 ± 12.70 µm2; AD original, 1406 ± 359.10 µm2; 
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AD baseline, 77.34 ± 13.36 µm2. WT original vs. WT baseline: p=0.0006; AD original vs AD 

baseline: p=0.0002; Two-tailed Wilcoxon ranksum test, 7 WT mice and 8 AD mice) (K: middle-

aged mice, WT original, 1770 ± 779.30 µm2; WT baseline, 62.08 ± 17.65 µm2; AD original, 512.90 

± 175.80 µm2; AD baseline, 48.16 ± 4.16 µm2. WT original vs. WT baseline: p=0.0043; AD 

original vs AD baseline: p=0.0022; Two-tailed Wilcoxon ranksum test, 6 WT mice and 6 AD mice) 

(L: old mice, WT original, 960.90 ± 528.50 µm2; WT baseline, 82.67 ± 27.87 µm2; AD original, 

1371 ± 901.1 µm2; AD baseline, 59.02 ± 10.17 µm2. WT original vs. WT baseline: p=0.0571; AD 

original vs AD baseline: p=0.1000; Two-tailed Wilcoxon ranksum test, 4 WT mice and 3 AD mice) 

M. Comparison of original anatomical cluster patch size between WT and AD genotypes across 

three age groups. Overall, no significant difference is noted between WT and AD mice at same 

ages, or between different age groups of the same genotype (p=0.4493, Kruskal-Wallis test. No 

significant difference noted between any two groups using Dunn’s multiple comparison test) 
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Figure 3.2. Higher Overlap between ensemble rate maps among young 5xFAD mice A. 

Illustration of the anatomical cluster footprints for 6 examine mice of different genotypes and 

ages. B. Ensemble rate map of each cluster for the corresponding mice in A. The maximum 

firing rate is labeled on top of each rate map. C. illustration of major field of the ensemble rate 

map (left), and the overlay of all major fields for the    ensemble rate maps for each mouse in B. 

Major fields are calculated as the area inside rate map with bin rate higher than the 45% of the 

maximum bin rate D. Averaged major field overlap level for mice across genotypes and ages.  

Young AD mice show significantly higher overlap than corresponding WT mice, while old AD 

mice show a non-significant trend of higher overlap level than corresponding WT (young WT: 

0.5325 ± 0.0509, middle-aged WT: 0.5207 ± 0.0467, old WT: 0.4624 ± 0.0185, young AD: 

0.6328 ± 0.0424, middle-aged AD: 0.5587 ± 0.0237, old AD: 0.5969 ± 0.0304, mean ± SEM. 

young WT vs. young AD: p=0.0401; middle-aged WT vs. middle-aged AD: p=0.3095; old WT 

vs. old AD: p=0.0571, Two-tailed Wilcoxon ranksum test)  
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Figure 3.3. Age-specific dissimilarity of CA1 neural clusters between rotated linear tracks A. 

Illustration of the track rotation experiment. On the first day, two trials with the track placed in the 

same direction (Horizontal direction) are performed, while on the second day, in the second trial 

the track will be rotated by 90 degrees. Gray line represents the traverse trajectory the mouse was 

taken inside the track. All WT and AD mice will be examined across three age spans (4-5 months, 

8-10 months, and 14 months). B. Example rate map pairs with weak and strong correlation. 

Collective rate maps of the mice are formulated by stacking the one-dimensional rate maps of 

individual cells together. In trial 1 the rate maps are sorted based on the peak firing rate location 

of each cell, while in trial 2 the cell orders are the same as trial 1.  Color represents the level of 

normalized firing rate in each spatial bin (2.5cm) C-E. Averaged rate map correlation per mice 

between the two same direction tracks in the first day, and the two different direction tracks in the 

second day, for both WT and AD mice across three ages. At young and middle age, both WT and 

AD mice show significantly higher rate map correlation between the same direction tracks (Day1 
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trial1 and Day1 trial2) than between tracks with different direction (Day2 trial1 and Day2 trial2). 

For old mice the difference only appears for WT genotype. No significant difference noted 

between WT and AD mice across three ages (C: young mice. WT Day1: 0.1821±0.0305, WT 

Day2: 0.0730±0.0126, AD Day1: 0.1744±0.0157, AD Day2: 0.0770±0.0147. WT Day1 vs. WT 

Day2: p=0.0012, AD Day1 vs. AD Day2: p=0.0006, WT Day1 vs. AD Day1: p=0.6126, WT Day2 

vs. AD Day2: p=0.9999. Mann- Whitney test, 7WT and 8AD mice) (D: middle-aged mice. WT 

Day1: 0.2250±0.0366, WT Day2: 0.0898±0.0146, AD Day1: 0.2382±0.0238, AD Day2: 

0.0906±0.0076. WT Day1 vs. WT Day2: p=0.0087, AD Day1 vs. AD Day2: p=0.0022, WT Day1 

vs. AD Day1: p=0.9372, WT Day2 vs. AD Day2: p=0.8182. Two-tailed Wilcoxon ranksum test, 

6WT and 6AD mice) (E: old mice. WT Day1: 0.2146±0.0318, WT Day2: 0.0787±0.0053, AD 

Day1: 0.1518±0.0173, AD Day2: 0.1057±0.0078. WT Day1 vs. WT Day2: p=0.0286, AD Day1 

vs. AD Day2: p=0.1000, WT Day1 vs. AD Day1: p=0.2286, WT Day2 vs. AD Day2: p=0.0571. 

Two-tailed Wilcoxon ranksum test, 4WT and 3AD mice) F. Example functional connectivity 

patterns with weak and strong correlation. Functional connectivity is calculated as the pairwise 

correlation between each pair of neurons during a track traverse trial. The color in the connectivity 

pattern represents the connectivity strength (correlation) between each pair of neurons. The 

similarity between functional connectivity patterns of different trials is represented as the 

correlation between two connectivity pattern matrices G-I. Connectivity pattern similarity per 

mice between the two same direction tracks in the first day, and the two different direction tracks 

in the second day, for both WT and AD mice across three ages. Only for middle-aged mice, both 

WT and AD mice show significantly higher connectivity pattern correlation between the same 

direction tracks (Day1 trial1 and Day1 trial2) than between tracks with different direction (Day2 

trial1 and Day2 trial2). No significant differences noted for young and old mice, as well as between 

genotypes (G: young mice. WT Day1: 0.4131±0.0206, WT Day2: 0.3549±0.0549, AD Day1: 

0.3569±0.0404, AD Day2: 0.2364±0.0604. WT Day1 vs. WT Day2: p=0.6200, AD Day1 vs. AD 

Day2: p=0.0830, WT Day1 vs. AD Day1: p=0.1520, WT Day2 vs. AD Day2: p=0.1520. Mann- 

Whitney test, 7WT and 8AD mice) (H: middle-aged mice. WT Day1: 0.3988±0.0263, WT Day2: 

0.2498±0.0431, AD Day1: 0.4251±0.0364, AD Day2: 0.2152±0.0703. WT Day1 vs. WT Day2: 

p=0.0152, AD Day1 vs. AD Day2: p=0.0411, WT Day1 vs. AD Day1: p=0.6991, WT Day2 vs. 

AD Day2: p=0.6991. Two-tailed Wilcoxon ranksum test, 6WT and 6AD mice) (I: old mice. WT 

Day1: 0.2851±0.0522, WT Day2: 0.2326±0.0652, AD Day1: 0.2612±0.0326, AD Day2: 

0.2208±0.0357. WT Day1 vs. WT Day2: p=0.4857, AD Day1 vs. AD Day2: p=0.4000, WT Day1 

vs. AD Day1: p=0.8571, WT Day2 vs. AD Day2: p=0.8571. Two-tailed Wilcoxon ranksum test, 

4WT and 3AD mice) J. Example anatomical clusters with weak and strong cluster similarity. The 

similarity between two cluster partitions is measured by Adjusted Rand Index (ARI) K-M. Cluster 

similarity per mice between the two same direction tracks in the first day, and the two different 

direction tracks in the second day, for both WT and AD mice across three ages. Only for middle-

aged mice, both WT and AD mice show significantly higher cluster similarity between the same 

direction tracks (Day1 trial1 and Day1 trial2) than between tracks with different direction (Day2 

trial1 and Day2 trial2). No significant differences noted for young and old mice, as well as between 

genotypes (K: young mice. WT Day1: 0.2118±0.0286, WT Day2: 0.2201±0.0579, AD Day1: 

0.1634±0.0403, AD Day2: 0.1115±0.0382. WT Day1 vs. WT Day2: p=0.9999, AD Day1 vs. AD 

Day2: p=0.1949, WT Day1 vs. AD Day1: p=0.1520, WT Day2 vs. AD Day2: p=0.1893. Mann- 
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Whitney test, 7WT and 8AD mice) (L: middle-aged mice. WT Day1: 0.1810±0.0258, WT Day2: 

0.0861±0.0250, AD Day1: 0.2090±0.0234, AD Day2: 0.0747±0.0350. WT Day1 vs. WT Day2: 

p=0.0411, AD Day1 vs. D Day2: p=0.0260, WT Day1 vs. AD Day1: p=0.5887, WT Day2 vs. AD 

Day2: p=0.6991. Two-tailed Wilcoxon ranksum test, 6WT and 6AD mice) (M: old mice. WT 

Day1: 0.1283±0.0498, WT Day2: 0.1255±0.0660, AD Day1: 0.1168±0.0310, AD Day2: 

0.1157±0.0083. WT Day1 vs. WT Day2: p=0.9999, AD Day1 vs. D Day2: p=0.9999, WT Day1 

vs. AD Day1: p=0.9999, WT Day2 vs. AD Day2: p=0.6286. Two-tailed Wilcoxon ranksum test, 

4WT and 3AD mice) 
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Figure 3.4. Mosaic level of anatomical clusters display significant correlation with temporal 

correlation but not rate map correlation A. Illustration of the mosaic level of anatomical 

clusters. Mosaic level is used to quantify the segregation level of anatomical clusters, for each 

neuron, its local mosaic level is calculated as the fraction of neuron pairs with different cluster 

assignment of its 11 neighboring neurons include itself. Overall mosaic level is calculated by 

averaging the local mosaic level of all neurons together. Two example mice with different overall 

mosaic levels are shown here. B. Overall mosaic level across genotypes and ages. No significant 

differences are noted (young WT: 0.3834±0.0384, middle-aged WT: 0.4749±0.0565, old WT: 

0.5792±0.0815, young AD: 0.4758±0.0446, middle-aged AD: 0.5151±0.0515, old AD: 

0.5175±0.0608, p=0.2009, Kruskal-Wallis test with Dunn’s multiple comparisons test) C. 

Relationship between anatomical mosaic level and intra-cluster pairwise temporal correlation. 

Overall, young and middle-aged WT mice, as well as young AD mice, show a significant negative 

trend between the two measures, while old WT, middle-aged AD and old AD only show a non-

significant negative trend (young WT: r = -0.797, p=0.032; young AD: r=-0.848, p=0.009; middle-

aged WT: r=-0.904, p=0.013; middle-aged AD: r=-0.783, p=0.065; old WT: r=-0.904, p=0.096; old 

AD: r=-0.837, p=0.369) D. Relationship between anatomical mosaic level and intra-cluster pairwise 

rate map correlation. Overall, young and middle-aged mice, both WT and AD, display a positive but 

non-significant trend between mosaic level and rate map correlation, while old WT and old AD display 

non obvious trend (young WT: r = 0.324, p=0.478; young AD: r=0.634, p=0.092; middle-aged WT: 

r=0.735, p=0.096; middle-aged AD: r=-0.220, p=0.675; old WT: r=-0.904, p=0.096; old AD: r=-

0.837, p=0.369)  
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Chapter 4: Conclusions and future directions 
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In this dissertation, I explored the ensemble dynamic of CA1 pyramidal neurons under both 

healthy condition and Alzheimer’s disease. Especially, I tried to investigate the long-standing 

question about the anatomical embedding of the temporally correlated CA1 pyramidal neuron 

subgroups. Utilizing the head mounted miniature microscope, I started with reporting the 

anatomically clustered, temporally correlated pyramidal neuron subpopulations inside 

hippocampal CA1 region of healthy mice during open field arena traverse. These temporal-

anatomical neuron clusters display ensemble activities that covers different regions in the explored 

environment, while also exhibiting elevated pattern dissimilarity between altered environments 

like linear tracks with 90-degree direction difference, and square arenas with or without barrier 

inside, but not closely placed arenas with different geometries (Chapter 1). With the novel CA1 

pyramidal neuron organization established, I propose to examine the difference of this organization 

between healthy and Alzheimer’s disease animals. Before formally exploring the difference, I first 

utilized the 3xTg AD mouse strain to examine the difference of ensemble CA1 pyramidal neuron 

response between AD and WT condition. I confirmed the results of previous research that CA1 

pyramidal neuron populations of AD mice display hyperexcitability compared to control inside 

2D open arena, but not in the linear track. At the same time, when representing the spatial 

representation ability by information score, in both open field and linear track the control mice 

display higher score value compared to the AD mice at different ages, while their firing fields 

display lower spatial coherence and sparsity, indicating higher spatial selectivity compared to their 

AD counter parts.  This illustrates that defects in spatial representation widely exist inside the CA1 

pyramidal cells in AD animals, which could be the result of the circuit degradation and cytotoxicity 

caused by the AD -related symptoms (Chapter 2). Having proved the AD’s negative influence on 

the functionality of CA1 pyramidal neurons, I moved on to examine the impact of AD on the 
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temporal-anatomical CA1 pyramidal neuron clusters discovered in Chapter 1, using 5xFAD mice 

and corresponding wild type controls. Interestingly, this type of organization exists in both WT 

and 5xFAD mice across ages, and the correlation level of intra-cluster cell pairs, as well as the 

anatomical cluster size, do not differ across genotypes and ages. In the meantime, both WT and 

AD mice display the cluster organization shift between linear tracks with 90-degree direction 

difference, but only at the 8-10 month middle age. Lastly, in terms of the relationship between 

anatomical feature and functional feature, the mosaic level, a metric measuring the segregation 

level of anatomical clusters, is negatively correlated with the populational pairwise correlation 

strength of the CA1 pyramidal neurons, but not the spatial rate map correlation, indicating the 

anatomical organization could be more relevant to the functional connectivity between neurons 

defined by temporal relationship, rather than spatial coding similarity (Chapter 3). Together, the 

results in the dissertation have discovered a under studied anatomical organization of the CA1 

pyramidal neurons displaying correlated ensemble firing and performed preliminary attempts to 

examine the organization’s properties under Alzheimer’s disease condition. 

Future research in similar directions could focus on characterizing the temporal-anatomical 

CA1 pyramidal neuron clusters under different physiological conditions and cognitive tasks. For 

example, between wild type and Alzheimer’s disease animals, the impact on the organization may 

be more prevalent under more complicated cognitive tasks like object location memory (Zhang et 

al., 2023). Also, features like anatomical cluster assimilation and split during remapping, and 

cluster stability between individual laps of the trial, have not been examined by the current study, 

and worth examination as may reveal the impact of AD condition. Lastly, utilizing optogenetic 

and chemical methods to manipulate the CA1 circuit could also be an important way to reveal the 

organizations’ underlying circuit-level mechanism.  
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In the meantime, it would be worthwhile to consider the existing imaging studies that 

claims CA1 pyramidal neuron assemblies do not exhibit patterned anatomical distributions (Liu et 

al., 2022; Villette et al., 2015). In these studies, the “temporal clusters” of the CA1 pyramidal cells 

are defined only using highly correlated neurons. For example, Villette et al. using Otsu 

thresholding to only keep the neurons with relatively high correlations (Villette et al., 2015), and 

Liu et al. tried to defined temporal clusters based on deconvoluted spikes rather than the original 

calcium signal, which requires strict temporal activity alignment for intra-cluster neurons (Liu et 

al., 2022). Although it is admitted that highly correlated neurons could be more rigid in terms of 

defining functional assemblies, it should be considered that the less correlated neurons, if their 

correlation is higher than a defined baseline, could still represent their meaningful contributions to 

a correlated subpopulation. Our method, similar to the one used in Modi et al. 2014 research and 

previous study in dorsal striatum (Barbera et al., 2016; Modi et al., 2014), utilize k-mean and 

community clustering and find that the correlation level of intra-cluster neuron pairs is overall 

higher than neuron pairs in different clusters, although the correlation level values themselves may 

be close to 0. Hence future studies should compare different ways of defining the temporally 

correlated neuron populations and distinguish the meanings of the neuron clusters returned by 

different clustering strategies. 

 Future research could also focus on the molecular level mechanism that helps guide the 

temporally correlated neuron subgroups, as well as their anatomical patterns. For example, whether 

the correlated neuron subgroups are the engram cells that display high immediate early gene 

expression (Miyashita et al., 2018), and whether the level of gene markers defining the temporally 

correlated neuron subgroups also show patterned anatomical distributions. In recent years, the 

advance of spatial transcriptomic technology has enabled genotyping neurons with their 
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anatomical profile maintained, which provide the opportunity of analyzing the molecular-defined 

cell type of specific functional organizations, as well as combining the anatomical distribution of 

specific genes’ expression level with neuron footprints from functional imaging. Recent research 

has already tried to align the transcriptomic profile of hippocampal interneurons and aligned their 

gene expression pattern with temporal activation pattern based on the footprint matching between 

spatial transcriptomic and 2-photon imaging (Bugeon et al., 2022). The search of molecular 

mechanisms that could be related to this organization could be beneficial to pharmaceutical and 

medical research on memory and neurodegeneration diseases that involves the neural organization 

described here.  
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