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Abstract

This study investigated how the expectations of others (i.e.,
top-down processes) and actual perceived behavior (i.e.,
bottom-up processes) influence negotiations during human-
agent interactions. Participants took part in several sessions of
the ultimatum game; we investigated the bargaining strategies
directed toward the computer agent. To investigate the influ-
ence of top-down and bottom-up processes on performance,
we designed an experiment wherein (1) participants expected
their partners were humans or agents, and (2) agents used dif-
ferent types of algorithmic behavior. Results revealed that ir-
rational decisions, which are characteristic of human-human
interactions, emerged when participants believed their oppo-
nents were human and when opponent behaviors were ambigu-
ous. Further, we found participants adopted different bargain-
ing strategies according to their expectations and the agent’s
specific algorithmic behavior. We discuss interplay of the two
types of cognitive processing in human-agent interaction.
Keywords: human-agent interaction; top-down/bottom-up
processes; social interaction; ultimatum game

Introduction
Studies in human-computer interaction have revealed that
how people engage with systems depends on how the agents
are perceived (Nass, Moon, Fogg, Reeves, & Dryer, 1995).
The human user responds to social cues (Johnson, Veltri, &
Hornik, 2008) and to the apparent level of agency of the sys-
tem (Blascovich et al., 2002). Studies have focused on how
users adaptively interact based on their developing represen-
tation of the agent, which can be driven by the use of prior
knowledge, such as using heuristics (top-down processing),
and which can be modified based on the agent’s actual behav-
ior (bottom-up processing) (Hayashi & Miwa, 2008). How-
ever, it is still unclear how the interdependence of these cogni-
tive processes emerges, and it is not fully understood in which
situations such interdependence occurs. To investigate these
issues, we conducted a human-agent experimental study that
involved negotiation in an ultimatum game.

Two types of cognitive processing in human-agent
interaction
Under what circumstances human-like traits such as agency
are assigned to computers has been investigated in the fields
of human computer interaction and interfaces (Kiesler, Wa-
ters, & Sproull, 1996; McEneaney, 2013; Nass et al., 1995;
Johnson et al., 2008; Blascovich et al., 2002). Theoreti-
cal studies of human computer interaction (e.g., Nass et al.

(1995)) have noted that people unintentionally respond to
technology that exhibits social traits as if it were human, as a
way to conserve cognitive resources and maximize response
efficiency. HCI studies also suggest that how people per-
ceive computers depends on the social cues that are designed
into the system. For example, human facial features (Gong,
2008), embodied gestures (Buisine & Martin, 2007), and lan-
guage use (McLaren, DeLeeuw, & Mayer, 2011) provide for
a human-like agent that evokes social responses. However,
there is controversy associated with this theory: such auto-
matic responses have been suggested to be aberrant behaviors
that result from situational inattention or inappropriate over-
generalization (McEneaney, 2013).

Recent studies in human-agent interaction (HAI) have
pointed out the importance of top-down and bottom-up cog-
nitive processing (Miwa & Terai, 2006). Top-down process-
ing is based on the socialized knowledge of others, i.e., in-
terpersonal schemas or stereotypes (Fisk & Taylor, 1991).
Such processing is essential for developing representations
of others in the initial stage of interaction, and can be used as
supplemental information when representations are difficult
to develop based on other’s behaviors. However, the repre-
sentation of others may change over time due to their ongo-
ing behavior and the context in which the interaction occurs
(Hayashi & Miwa, 2008). Such behavior-based processes are
examples of bottom-up processing.

It is important to note that in interpersonal communication
between humans, people flexibly use both types of cognitive
processing to economically process information when devel-
oping representations of others and deciding upon a response.
However, few studies have investigated the relationship be-
tween the two types of processing in HAI, and it is unclear
how such processing plays a role in interactions. Accord-
ingly, in this study we used the Ultimatum Game (UG), a
bargaining game that is commonly used in behavioral eco-
nomics (Guth & Tietz, 1990), to investigate how the combina-
tion of expectations and actual behavior influences cognitive
processing during decision making.

Influence of top-down and bottom-up processing in
an ultimatum game
The ultimatum game is often used to investigate behaviors
that are not self-regarding, such as choice inequity and reci-
procity (Yamagishi et al., 2009). This game is played by two
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players a proposer and a responder. Typically, one individ-
ual actively participates at any given time (i.e., it is a turn-
taking game).

First, the proposer receives a sum of money from the exper-
imenter and then makes a proposal concerning how to share
the money with the responder. The responder is given two
alternatives, namely to either reject or accept the proposal. If
the proposal is accepted by the responder, both players re-
ceive money according to the proposal, but if the responder
rejects the proposal neither receives any money. As such, the
self-regarding profit-motivated behavior is to accept any pro-
posal.

Interestingly, respondents tend to reject proposals that are
not distributed fairly, even when doing so results in a loss of
profit for both players (Guth & Tietz, 1990). In the current
study, it is assumed that if the respondent (participant) per-
ceives the proposer (agent) as human, the former may react
accordingly, such as by rejecting proposals and abandoning
profit as in human-human studies. We controlled the expecta-
tions (i.e., top-down processing) of the participants and deter-
mined whether expectations of their partner, such as believing
the partner is human or non-human, would produce irrational
behavior.

H1: When given an unfair proposal, the rejection rate by
the respondent will increase when he/she thinks the partner is
human compared to a computer agent.

However, as mentioned previously, actual behavior dur-
ing interactions is used to update the representation of oth-
ers (i.e., bottom-up processing). To investigate this issue, we
used a multi-period version of the ultimatum game (mUG)
(Guth, 1995). Studies have revealed that over repeated tri-
als, players learn to expect that the proposer will suggest a
fair deal in some future trial; as such, proposal rejections
tend to decrease. That is, the number of rejections decreases
due to understanding the strategy of the opponent (Slembeck,
1999). Therefore, we hypothesized that if the agents (pro-
posers) showed concessional bargaining behaviors, and par-
ticipants could perceive such behavior, respondents would
perform more rationally by reducing the frequency of rejec-
tions.

H2: The rejection rate will decrease when participants un-
derstand that the proposer will provide concessional propos-
als.

Assuming that top-down and bottom-up processing are in-
terdependent, it can be further assumed that the effect of ex-
pectations will emerge only when others’ behaviors can be
explicitly interpreted. To investigate this issue, we produced
agents with different algorithmic behaviors, which will be de-
scribed in more detail in the following section.

Method
Participants and procedure
Seventy-six (male: 30, female: 46, Mage: 21.38, SD: 1.03)
Japanese university students majoring in psychology volun-
tarily participated in the task; 3 were subsequently excluded

from data analysis because they discovered that their partner
was not human.

Participants collected in small groups in a computer room
and were instructed how to play the mUG game. They were
told that they would play the role of either the proposer or
responder; however, all were actually assigned the role of re-
sponder and the computer agent played the role of the pro-
poser.

Figure 1: Example screenshot the task.

After the brief introduction to the task, participants were
told to start the program, which appeared to connect to a ran-
domly chosen peer in the computer room. They were told
that 1,000 Japanese yen (approximately 12 dollars) was pro-
vided to the proposer. On the left hand side of the screen, the
participant was required to input his or her IP address, which
was nominally for connection to the opponent. Below were
simple instructions including what he or she would/would not
receive based on his or her decision. On the right hand side,
the current proposal was shown. Below were decision buttons
and a send button to transmit the result to the proposer.

First, a screen appeared that prompted the participant to
wait until the proposer finished entering the amount of the
proposal. After a short delay, the screen changed to that
shown in Figure 1. Then, the participant chose to either
accept or re ject the proposal.

A proposal and subsequent decision constituted one trial
and a total of 15 trials were conducted in one set of this task;
two sets of this task were conducted in total. After completing
the task, the participant wrote down a description of how he
or she felt about his or her partner.

Experimental conditions
This study examined mUG performance changes due percep-
tion of the partner as human or non-human and the partner’s
actual behavior. We used a 2 (perceived partner: human vs
agent) X 4 (actual behavior: random vs adaptive [simple, ego-
centric, exocentric]) experimental design. The perception of
the partner was controlled by telling the participant that the
partner was either human or a computer agent. The former
was called the human condition and the latter the agent con-
dition.
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In each set of the task, the announcement that the part-
ner was human or computer was announced and the order of
such announcements was counterbalanced between the small
groups. There were no differences in rejection rates accord-
ing to the order.

To investigate the effect of agent behavior, we implemented
agents that utilized (1) algorithmic behavior or (2) no such
algorithmic behavior (random condition). To determine how
participants change their interactive strategies based on per-
ceived behavior and ongoing interactions, we implemented
three different types of behavior for (1). We examined dif-
ferent algorithms, including those that were likely to be per-
ceived as offering generous or fair proposals. If bottom-up
processing predominated in this task, the participant would
likely adopt the rational strategy of accepting all proposals
from these types of agent.

Behavior of agent
In this section we describe the parameters that defined the
agent behaviors. Table 1 shows all possible responses that
could be generated by the agent for each trial. In the first
trial, the agent always selected response type 4 in all condi-
tions. Then, in the next and subsequent trials, the probability
of generating each different response type differed according
to the condition.

Table 1: Types of response(proposals) by the agent

In the random condition, the agent selected fair/unfair pro-
posals (response type 1-7) randomly, with equal probability.
This allowed for the investigation of ambiguous behaviors
(i.e., restricting bottom-up processing). In egocentric, exo-
centric, and adaptive conditions, the agent proposed conces-
sional and generous responses based on the participant’s de-
cisions.

In the simple adaptive condition(hereinafter referred to as
adaptive condition) the agent repeated the proposal if it was
accepted, and otherwise proposed the completely opposite
monetary strategy (i.e., fair versus unfair). This was based on
the Pavlo f strategy in social games, wherein the basic rules
are “win-stay” and “lose-shift” (Nowak & Sigmund, 1992).
In Figure 2, SAME denotes repeating the same proposal as in
the prior trial.

The egocentric and the exocentric conditions were based
on the adaptive condition. In the egocentric condition, the
agent responded such that the proposal was clearly biased to-
ward the computer agent(see Figure 3). More specifically, the

� �
[r1− r3]
”accept” −> %SAME%
”re ject” −> r5− r7 : 33.33%
[r4]
”accept” OR “re ject ′′ −> r1− r3,r4− r7 : 16.66%
[r5− r7]
”accept” −> %SAME%
”re ject” −> r1− r3 : 33.33%� �

Figure 2: Algorithm schematics of the adaptive condition.

agent reacted economically, such as proposing r3 if the par-
ticipant kept accepting this proposal. The agent behavior in
the egocentric condition is shown below. The agent decided
on the next proposal depending on whether the participant
accepted or re jected the previous proposal. For example, in
the first trial the agent always proposed r4 (see Table 1). On
trial 2, if the participant selected accept, then the agent gen-
erated the next proposal based on the following probabilities:
r1 (10 %), r2 (20 %), r3 (70 %).� �

[r1]
”accept” −> r1 : 10%,r2 : 20%,r3 : 70%
”re ject” −> r5 : 10%,r6 : 20%,r7 : 70%
[r2]
”accept” −> r2 : 30%,r3 : 70%
”re ject” −> r5 : 10%,r6 : 20%,r7 : 70%
[r3]
”accept” −> r3 : 100%
”re ject” −> r5 : 10%,r6 : 20%,r7 : 70%
[r4]
”accept” −> r1 : 10%,r2 : 20%,r3 : 70%
”re ject” −> r5 : 10%,r6 : 20%,r7 : 70%
[r5]
”accept” −> r5 : 10%,r6 : 20%,r7 : 70%
”re ject” −> r1 : 10%,r2 : 20%,r3 : 70%
[r6]
”accept” −> r6 : 30%,r7 : 70%
”re ject” −> r1 : 10%,r2 : 20%,r3 : 70%
[r7]
”accept” −> r7 : 100%
”re ject” −> r1 : 10%,r2 : 20%,r3 : 70%� �

Figure 3: Algorithm schematics of the egocentric condition.

In the exocentric condition the agent responded such that
it sought less profit than in the egocentric condition(see Fig-
ure 4). If the participant kept accepting the proposals, the
agent gradually proposed r1 more frequently, and even un-
fair, agent-biased proposals were most often r5 (i.e., relatively
modestly favoring the agent).
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� �
[r1]
”accept” −> r1 : 100%
”re ject” −> r5 : 70%,r6 : 20%,r7 : 10%
[r2]
”accept” −> r1 : 70%,r2 : 30%
”re ject” −> r5 : 70%,r6 : 20%,r7 : 10%
[r3]
”accept” −> r1 : 70%,r2 : 20%,3 : 10%
”re ject” −> r5 : 70%,r6 : 20%,r7 : 10%
[r4]
”accept” −> r1 : 70%,r2 : 20%,r3 : 10%
”re ject” −> r5 : 70%,r6 : 20%,r7 : 10%
[r5]
”accept” −> r5 : 100%
”re ject” −> r1 : 70%,r2 : 20%,r3 : 10%
[r6]
”accept” −> r5 : 70%,r6 : 30%
”re ject” −> r1 : 70%,r2 : 20%,r3 : 10%
[r7]
”accept” −> r5 : 70%,r6 : 20%,r7 : 10%
”re ject” −> r1 : 70%,r2 : 20%,r3 : 10%� �

Figure 4: Algorithm schematics of the exocentic condition.

Results

Performance of participant: Rejection rate
The participants’ percentage rejections are shown in Figure
5. The vertical axis represents the average percentage of pro-
posals rejected during the 15 trials, the horizontal axis shows
each behavioral condition, and the different bar shading de-
notes the different instructions.

A 2 instructions (human or agent) x 4 agent behaviors
(random, adaptive, egocentric, or exocentric) mixed factorial
ANOVA revealed a significant interaction between the two
factors (F(3, 72) = 4.535, p = .0057). Analysis of simple
main effects indicated that in the random condition, proposals
by an apparently human opponent were rejected more often
than those of a computer opponent (F(1, 72) = 18.144, p =
.0001), whereas there were no differences for the adaptive,
egocentric, and exocentric conditions (F(1, 72) = 0.504, p =
.4800; F(1, 72) = 2.016, p = .1600; F(1, 72) = 0.165, p =
.6862, respectively).

The simple main effect of instruction (human or agent)
was also significant for each behavior condition (F(3, 72)
= 9.543, p = .0001; F(3, 72) = 3.388, p = .0198). Multi-
ple comparisons using Ryan’s method for the human instruc-
tion and showed that rejections were higher for the random
condition than the adaptive, egocentric, and exocentric con-
ditions (p = .0001; p = .0001; p = .0076, respectively). For
the agent instruction, the random condition only differed from
the egocentric condition (p = .0052). Also, when they were
instructed that their partners were agents, the egocentric con-

dition was associated with less rejections than the exocentric
condition (p = .0092).

To summarize, the effect of instruction was significant
when the behavior of the agent did not have any intention
(i.e., the agent engaged in non-adaptive behavior). This indi-
cates that H1 is supported only when others’ behaviors can-
not be used to understand their strategy (i.e., bottom-up pro-
cessing is not possible). In contrast, the effect of the behav-
ior markedly influenced the participants’ performance; there-
fore, H2 is supported. However, participants’ performance
changed contingent on how they perceived their partner. That
is, instruction and behavior interacted.
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Figure 5: Ratio of rejections.

Behavior of agent: ratio of proposal types
To further understand how the agents adaptively changed
their behavior due to the participants’ decisions, we exam-
ined the actual proposals made by the agents. Figure 6 shows
the distribution of proposals for each condition. We then con-
ducted an ANOVA that included the three behavioral condi-
tions that adaptively changed their behavior based on the par-
ticipants’ decisions.

For the human condition, we conducted a 7 x 3 mixed fac-
torial ANOVA with the seven selected responses (r1, r2, r3,
r4, r5, r6, or r7) and adaptive conditions (adaptive, egocentric,
or exocentric) as independent factors. There was significant
interaction between the two factors (F(12, 324) = 22.147,
p = .0001). Since we wanted to investigate which response
appeared most frequently within each condition we only con-
ducted simple main effects analysis for each level of condi-
tion. Significant main effects were present for all conditions
(adaptive: F(6, 324) = 5.211, p = .0001; egocentric: F(6,
324) = 45.798, p = .0001; exocentric: F(6, 324) = 18.403, p
= .0001).

Next, multiple comparisons using Ryan’s method were
conducted for the adaptive condition. Response types r1, r2,
and r3 were used more frequently than r3, r4, r5, and r6 (p
= .0001, for each comparison). For the egocentric condition,
response r3 was used more often than all other responses (r1,
r2, r4, r5, r6, and r7; p = .0001, for each comparison). For the
exocentric condition, response r1 was chosen more frequently
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than r2, r3, r4, r6, and r7 (p = .0001, for each comparison) and
response r5 was used more frequently than r2, r3, r4, r6, and
r7 (p = .0001, for each comparison).

For the agent condition, we conducted the same analysis
and found a significant interaction between the two factors
(F(12, 324) = 27.581, p = .0001). Focusing on the same
simple main effects, responses differed according to condi-
tion (F(6, 324) = 4.541, p = .0001; F(6, 324) = 52.996, p =
.0001; F(6, 324) = 22.469, p = .0001). Multiple comparisons
revealed exactly the same pairwise differences were signifi-
cant as in the human condition (p = .0001, in each case).

To summarize: (1) in the adaptive condition, r1, r2, and
r3 were used most frequently; (2) in the egocentric condi-
tion, r3 was most commonly used; and (3) in the exocentric
condition, r1 and r5 were the most frequent proposals. This
shows that agents responded differently to the participants’
decisions and that the agent frequently generated proposals
that did not favor itself in the exocentric condition.
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Figure 6: Ratio of generated proposal(top: human condition,
bottom:agent condition).

Discussion
Influence of the expectation of the other
The rejection rate data revealed that when the opponent had
no strategy (i.e., random condition) the effect of expectations
played an important role (i.e., human condition vs. agent con-
dition). This shows the influence of top-down and bottom-up
processing and their interdependence, whereby participants
used initial expectations to generate a representation of their

opponent when the opponent’s behavior was not clearly inter-
pretable.

However, why did participants reject the proposer’s offer
most frequently when the proposer was believed to be hu-
man? Past research on economic behaviors using the UG has
provided various explanations as to why participants reject
proposals, even when doing so is not rational (Guth & Tietz,
1990). Fehr and Schmidt (1999) proposed ”inequity aversion
theory,” which posited that people are sensitive to unfair pro-
posals, regardless of who profits most. People aim to balance
inequities by rejecting unequal proposals. Furthermore, Falk,
Fehr, and Fischbacher (2003) suggested that following unfair
proposals, rejections will rise due to the interpretation of how
the proposal was decided upon. I.e., there is an attribution of
intentionality or animosity by others. As such, participants
may have attributed the same types of intentions to their op-
ponent in this study. However, when they believed their op-
ponent was non-human, such human-specific effects did not
occur and rejections decreased.

Influence of the types of adaptive behaviors

The agent’s behavior strongly affected rejection rates,
whereby participants tended to reject proposals less fre-
quently when the opponent adopted consistent and adaptive
strategies, compared to the inconsistent random condition.
This tendency was most pronounced when the partner was
believed to be human. This indicates that participants decided
upon a strategy based on their understanding of the adaptive
behavior (i.e., using bottom-up processing), but relied on ini-
tial expectations (i.e., using top-down processing) when the
opponent’s behavior was unpredictable.

Interestingly, participants tended to behave more rationally
(i.e., accepting the proposals) when they expected to interact
with an agent only when the agent used an egocentric strategy.
This indicates that expectations of such egocentric agents
may have suggested that the system was non-negotiable to-
ward fairer proposals, and thus the best strategy was to accept
their proposals.

Surprisingly, compared to the egocentric condition, partic-
ipants behaved more irrationally in the exocentric condition
by rejecting proposals that were beneficial to them, such as
r1. Figure 6 shows that participants oscillated between r1 and
r5 as a consequence of their pattern of rejection and accep-
tance of proposals. However, why did they reject proposal r1?
This can be interpreted as rejection to reduce the dissonance
(Festinger, 1957) associated with an unfair proposal, regard-
less of who profits. Further, this could be a result of adopt-
ing social norms, such as inequity aversion (Fehr & Schmidt,
1999). Such a socially interactive approach may be the result
of perceiving the agent as a social actor (Nass et al., 1995).

These findings cast new light on how decisions in human-
agent interaction change based on the compound effects of
who an actor believes his or her opponent is, and the actual
behavioral strategy observed.
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Conclusions
This study investigated the influence of top-down (i.e., ex-
pectations of others) and bottom-up processing (i.e., the ob-
servation of human-like strategic behavior) on human-agent
interaction. This aim was to determine the interdependence
of such processing, and to investigate how these processes
influence rational decision making in a mUG.

Based on evidence that people reject unfair proposals in
human-human interactions, we hypothesized that believing
one’s partner is human will influence the rejection of other’s
proposals, if the other’s intentions are difficult to interpret
(i.e., bottom-up processing cannot be used). By conducting a
virtual human-agent experiment, we controlled participants’
expectations via agent behavior that followed simple algo-
rithms. The results supported our hypothesis and show that
people rely on expectations of the opponent’s behavior when
the latter’s actual behavior is ambiguous. This highlights the
interdependent relationship of top-down and bottom-up pro-
cessing in human-agent interaction.

In addition to the effects of the two types of processing in
the mUG, results suggest that people try to avoid inequity;
that is, to reject unfair proposals even if they are profitable
for themselves. Such a tendency was observed here, even
when the participant believed their opponent was a computer
agent. This indicates that people treat their counterparts as
social actors, even when the goal of the interaction is self-
regarding.

In summary, this study supports the interdependent influ-
ence of two types of cognitive process, and captures the emer-
gence of irrational decision making in human-agent interac-
tion.
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