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Abstract.  We present 2-D particle-in-cell simulations of both beam-driven and laser-driven
plasma wakefield accelerators, using the object-oriented code XOOPIC, which is time explicit,
fully electromagnetic, and capable of running on massively parallel supercomputers.  Simula-
tions of laser-driven wakefields with low (~1016 W/cm2) and high (~1018 W/cm2) peak intensity
laser pulses are conducted in slab geometry, showing agreement with theory.  Simulations of the
E-157 beam wakefield experiment at the Stanford Linear Accelerator Center, in which a 30 GeV
electron beam passes through 1 m of preionized lithium plasma, are conducted in cylindrical
geometry, obtaining good agreement with previous work.  We briefly describe some of the more
significant modifications to XOOPIC required by this work, and summarize the issues relevant
to modeling electron-neutral collisions in a particle-in-cell code.

INTRODUCTION

The quest to understand the fundamental nature of matter requires ever higher en-
ergy particle collisions, which in turn leads to ever larger and more expensive particle
accelerators. Plasma-based accelerators can sustain electron plasma waves (EPW)
with longitudinal electric fields on the order of the nonrelativistic wave breaking field,
E0=cmeωp/e, where ωp=(4πnee

2/me)
1/2 is the plasma frequency at an electron density ne

(see Ref. 1 for a review).  For ne=1018 cm-3, the electric field is E0≅ 100 GV/m, with a
phase velocity close to the speed of light. Laser plasma accelerators have demon-
strated accelerating gradients of 100 GV/m -- several orders of magnitude higher than
for conventional structures -- providing hope for reaching new energy regimes.  Such
large amplitude plasma wakefields can also be driven by intense relativistic particle
beams.

Laser-Driven Plasma Wakefield Acceleration (LWFA)

Research in laser plasma acceleration is very active, with many innovative concepts
being explored through theory2-9 and experiment.10-16  In the “standard” laser wake-
field accelerator (LWFA) concept,1 a single short (<1ps), ultrahigh intensity (>1018



W/cm2) laser pulse injected into an underdense plasma excites an EPW behind the
pulse. The plasma wake is excited by the ponderomotive force created by rapid oscil-
lations of the electromagnetic field.  The wakefield amplitude is maximum when the
laser pulse length L is approximately equal to the plasma wavelength L=λp, where
λp=2πc/ωp.  A correctly placed trailing electron bunch can be accelerated by the axial
electric field and focused by the transverse electric field of the plasma wake.

Both 2-D and 3-D LWFA simulations are extremely demanding computationally,
due to multiple time and space scales.  The multiple scales arise, because the laser ra-
diation field and the transverse electron oscillations evolve on a short time scale --
governed by the laser frequency ω -- with a correspondingly short wavelength, while
the longitudinal plasma dynamics and consequent particle acceleration evolve on a
much longer time scale -- governed by the electron plasma frequency ωp -- and longer
wavelength.  Depending on the density of the plasma, the ratio ω/ωp can vary from
order unity to as high as 100.  Thus, simulation codes for these problems must be par-
allelizable, so they can run on massively parallel processors (MPP), and they must also
implement a "moving window" algorithm to follow the laser pulse over distances long
compared to the pulse length.

A particle-in-cell (PIC) treatment of laser plasma acceleration17-20 provides the most
detailed simulation of the relevant physics, but is generally constrained to follow the
short time scale evolution of the laser pulse, and thus is the most computationally ex-
pensive approach.  Fluid treatments21-23 are computationally more efficient, especially
models that average over the faster time scales, and are less noisy than PIC, but cannot
model the dynamics of accelerated electrons.  A third approach24 uses a PIC treatment
of time-averaged equations, along with the use of the quasistatic approximation25 and
sometimes other assumptions.  Quasistatic approximations impose the assumption that
there is a single forward-propagating laser pulse, thus ruling out certain instabilities, as
well as all accelerating concepts involving multiple laser pulses that are incident from
various angles.

Beam-Driven Plasma Wakefield Acceleration (PWFA)

Beam-driven plasma wakefield accelerators (PWFA)26,27 are also capable of pro-
viding dramatic accelerating gradients, and thus may lead to a next-generation of
smaller, cheaper high-energy accelerators. The acceleration mechanism in the PWFA
is analogous to that in the LWFA, only in the PWFA the EPW is excited by the space
charge force of the drive bunch, as opposed to the ponderomotive force of the laser
pulse.  It has been proposed28 to use the PWFA concept as a means of doubling the
beam energy of the Stanford Linear Accelerator Center (SLAC) Linear Collider (SLC)
in a distance of only seven meters.  This so called “afterburner” would possibly enable
detection of the Higgs particle.

A PWFA experiment, referred to as the E-157 experiment,29-33 aimed at demon-
strating accelerating gradients on the order of 1 GeV/m is currently underway at
SLAC.  In this experiment, a 30 GeV electron bunch is injected into a 1 to 1.5 m long
plasma column with density on the order of 2-3 x 1014 cm-3.  E-157 operates in the
“blow-out” regime of the PWFA, meaning the number density of the electron bunch is
greater than the plasma density, so that all of the plasma electrons are expelled from



the axis in the vicinity of the electron bunch.  The EPW generated by the electron
bunch is expected to accelerate electrons in the tail of the bunch to higher energies.
The plasma afterburner concept is a scaled up version of E-157, which will operate at
much higher plasma density, thus requiring a much short duration electron bunch,
which will generate an EPW with much stronger longitudinal fields.

In E-157, the laser-ionized lithium plasma density is roughly 10% of the neutral
lithium density, n0 ~ 2 x 1015 cm-3.  One proposal for an SLC afterburner28 requires a
plasma density two orders of magnitude larger, corresponding to a neutral lithium den-
sity of n0 ~ 2 x 1017 cm-3.  At such high densities, the effects of electron-neutral colli-
sions could modify the physics of the EPW.

The XOOPIC Particle-in-Cell Code

The standard PIC scheme34 solves the equations representing a coupled system of
charged particles and fields. The particles are followed in a continuum space, while
the fields are computed on a mesh.  First, forces due to the electric and magnetic fields
are used to advance the velocities of the particles, and subsequently the velocity is
used to advance the position. Particle boundary conditions such as emission and ab-
sorption are then applied. If collisions with a neutral background gas are included, the
velocities are updated to reflect elastic and inelastic collisions. Next, the particle posi-
tions and velocities are used to compute the charge density and current density on the
mesh. The charge density and current density provide the source terms for the integra-
tion of the field equations (Poisson equation in the electrostatic limit, Maxwell’s
equations in the electromagnetic limit) on the mesh. The fields resulting from the inte-
gration are then interpolated to particle locations to provide the force on the particles.

The XOOPIC (X11-based object oriented particle-in-cell)35 code started as a pio-
neering effort to apply object oriented techniques to plasma simulation codes.
XOOPIC is written in C++, and includes the XGrafix36 user interface. Applications
have ranged from high pressure discharges to relativistic microwave devices.
XOOPIC, along with the rest of the suite of plasma device codes developed at Univer-
sity of California at Berkeley, is in use by over one thousand researchers worldwide
(including students), with over 70 journal publications and hundreds of conference
publications over the last seven years.

XOOPIC models two spatial dimensions in both Cartesian (x,y) and cylindrical
(r,z) geometry, including all three velocity components, with both electrostatic and
electromagnetic models available.  All three components of both the electric and the
magnetic fields are modeled, but there is no spatial variation along the ignored coordi-
nate.

XOOPIC uses the message passing interface (MPI)37 to take advantage of mas-
sively parallel, symmetric multiprocessor and distributed architectures, and has dem-
onstrated linear speed up with 16 processors on the Cray T3E.  A 3-D version is now
under development.38  This new code is designed around the C++ architecture of the
2-D XOOPIC code.  The architecture is extended in four important areas:  the advisor,
the particle algorithms, the field algorithms and the boundary conditions.

The code presently supports a non-uniform orthogonal mesh and arbitrary place-
ment of most boundary conditions on that mesh. Static magnetic fields can be added



analytically using the equation evaluator, or read from an external file. A number of
different charge and current weighting algorithms are available, as well as Poisson and
Langdon-Marder divergence corrections for non-conservative current weighting
schemes.  The code includes a fully relativistic model for inertial particles, as well as a
Boltzmann model for inertia-less electrons.  Particles and fields can each run on inde-
pendently subcycled time steps, improving computational efficiency.  A temporal fil-
tering scheme reduces high frequency noise, and a spatial digital filtering algorithm
reduces short wavelength noise.

XOOPIC also includes volumetric and surface plasma injection, including ther-
mionic and field emission models.  Particle statistics can be collected at arbitrary sur-
faces, and field and particle data can be averaged over arbitrary volumes and surfaces.
A Monte Carlo collision (MCC) technique39 allows multiple background gases at ar-
bitrary partial pressures.  The features described are all adjustable from the input file,
using MKS (or arbitrary) units for input parameters.

MODIFYING XOOPIC FOR USE IN PLASMA-BASED
ACCELERATOR SIMULATIONS

Previous to the work presented here, XOOPIC had never been used for high-energy
particle accelerator applications, but had been used extensively to model microwave
devices, plasma diodes, plasma display panels, and other low-energy systems, usually
in single precision.  The authors have modified and enhanced XOOPIC so that it can
be used to model high-energy plasma-based accelerators in 2-D Cartesian or cylindri-
cal geometry, in double precision, on the massively parallel Cray T3E.  The excellent
object-oriented architecture of XOOPIC made it possible to complete this task in a
relatively short time.

Development of a Moving Window Algorithm

Plasma-based accelerators are too large to simulate the entire device, and it is only
the small region in the vicinity of the particle beam or laser pulse that must be mod-
eled.  Because this beam or pulse is moving at the speed of light, it is possible to im-
plement a “moving window” algorithm, such that the simulation follows the small re-
gion of interest and ignores the rest of the device.

There are two fundamental approaches to implementing a moving window.  One is
to move the mathematical mesh along with the particles, and give the background and
walls a velocity relative to the mesh.  A 3-D moving-window algorithm for cylindrical
geometry was implemented in this manner in the ELBA code.40  The other approach is
to keep the mesh stationary with respect to the background, create new particles and
fields on the leading edge, shift existing particles and fields to neighboring mesh
points, and discard any particles and fields on the trailing edge.  The second approach
is used for XOOPIC (and also for the OSIRIS code44), because it required no modifi-
cations to the basic field solve and particle push, and because it eliminates numerous
other complications.



For a moving window which is following a group of particles moving to the right,
new analytic fields (typically all zero) are introduced into the rightmost row of mesh
points, and the fields in the rightmost row of mesh points are copied to the row imme-
diately to the left, and so on.  When this shift in the fields takes place, all the particles
must also be shifted.  At this time, any particles in the leftmost row of cells (for a
rightward moving window) are discarded, for they have left the moving window.  New
particles may be introduced in the rightmost row of cells, if required.

Boundary conditions present no difficulty, if the moving window travels at the
speed of light.  In the case of a rightward-moving window, disturbances at the leftmost
boundary cannot propagate into the moving window, because all electromagnetic
waves are constrained to move with a velocity less than or equal to the speed of light.
Similarly, incoming fields on the right hand side are not affected by the contents of the
moving window to the left, so fields here may be safely specified analytically in a
simple way.

Combining parallel operation and the moving window leads to some additional
complication.  Whenever a shift in fields takes place  (usually every time step, or
every few time steps), the shifted fields and particles must be passed to the down-
stream computational region.  The moving window in XOOPIC uses MPI to pass par-
ticles and fields across computational boundaries, showing linear scaling up to 16
processors on the Cray T3E.

Adding a New Electromagnetic Pulse Launcher

We designed and implemented within XOOPIC the ability to launch a linearly po-
larized electromagnetic pulse, with a Gaussian time profile and a Gaussian spatial pro-
file along one transverse dimension.  The other transverse dimension is along the ig-
nored coordinate, so there is no variation in that direction.  The peak intensity, the
wavelength and the pulse length can all be specified from the input file, as can the ini-
tial divergence or convergence of the pulse.

Implementation within the code was fairly straightforward.  We created a new de-
rived class, PortGauss, which inherits from the previously existing boundary class,
Port.  Due to the benefits of dynamic polymorphism, a PortGauss instance (or object)
can be used anywhere in the code as a substitute for the old Port object.

Generalization of the Particle Beam Emitters

The beam emission boundary conditions in XOOPIC have been extended to handle
more general cases. Spatial dependence has been added to both the BeamEmitter algo-
rithm, which emits particles of a specified computational particle weight as well as the
VarWeightBeamEmitter algorithm, which emits particles of variable weights. Particle
weight is defined as the ratio of the charge of a computational particle to that of a
physical particle, w=qc/qp.  The particle weight in the VarWeightBeamEmitter has also
been generalized to have both spatial and temporal dependence, and the weight can be
adjusted automatically to emit a fixed number of particles per time step.

The previously existing emitter models in XOOPIC emitted a specified time-
dependent current, I(t), which could be specified from the input file. Only uniform



current density was possible. Furthermore, the VarWeightBeamEmitter only allowed
for variation of the weight of particles based on the radial origin of emission for parti-
cles, w(r)=wmaxr/rmax.

LASER-DRIVEN PLASMA ACCELERATOR SIMULATIONS

We present two simulations of the standard LWFA, one driven by a low (5.5x1016

W/cm2) and the other a high (3x1018 W/cm2) peak intensity laser pulse, both in slab
geometry.  These simulations have relevance to ongoing LWFA experiments at the
l’OASIS laboratory of Lawrence Berkeley National Laboratory.41,42  To understand
the detailed particle trapping mechanisms in these experiments, PIC simulations will
be performed with parameters similar to the examples shown in this section.

These results demonstrate the capabilities of XOOPIC.  Previously, XOOPIC has
been used to model the effects of colliding laser pulses.43

Modeling the Wakefield Generated by a Low Intensity Laser Pulse

We first consider the plasma wakefield generated by a low intensity laser pulse.
The electron plasma density is ne=3x1019 cm-3, which corresponds to an EPW wave-
length of λp = 6 µm = 6.2 c/ωp and a plasma frequency of ωp=3.1 x1014 rad/s.

The laser pulse is linearly polarized, with a transverse Gaussian profile.  The mini-
mum laser spot size is 5 µm = 5.2 c/ωp, and the Rayleigh length is λR = 97 µm = 100
c/ωp = 16 λp.  In order to maximize the EPW amplitude, the laser pulse length is cho-
sen to be of order λp, with a full width at half maximum τfwhm = 6.7 fs = 2 µm = λp/3.
The peak laser intensity is IL=5.5x1016 W/cm2, corresponding to a dimensionless am-
plitude a0=0.2, and the laser wavelength is λ=1 µm = 1 c/ωp.

Figure 1 shows a surface plot of the longitudinal electric field Ex over the mesh.
The length of the simulation region is Lx = 30 µm = 31 c/ωp in the x (longitudinal) di-
rection and Ly = 50 µm = 52 c/ωp in the y (transverse) direction.  The simulation uses 7
macro-particles per cell to represent the plasma, and the initial plasma is cold.

The plasma wake can be clearly seen behind the laser pulse.  The plasma wake is
linear, with a peak gradient of Ex ~ 5.5 GV/m ~ 0.01 E0.  The peak field of the EPW is
significantly smaller than the peak longitudinal field of the laser pulse.

The Wakefield of a High-Intensity Laser Pulse

We now consider the plasma wakefield generated by a high intensity laser pulse.
All the physical and simulation parameters are the same as for the low intensity pulse
of the previous subsection, but the peak intensity is now IL=3x1018 W/cm2, corre-
sponding to a dimensionless amplitude a0=1.5.



FIGURE 1.  Surface plot of the longitudinal electric field generated by the 5.5x1016 W/cm2 (a0=0.2)
laser pulse (large peaks to the right) and the resulting plasma wake (smaller peaks, left and center).

FIGURE 2.  Surface plot of the longitudinal electric field generated by the 3x1018 W/cm2 (a0=1.5) laser
pulse (smaller, partially hidden peaks to the far right) and the resulting plasma wake (larger peaks).



Figure 2 shows a surface plot of the longitudinal electric field Ex over the mesh for
the high-intensity case.  The EPW can be clearly seen behind the laser pulse, but in
this case the wake is nonlinear, and has a peak gradient of Ex ~ 300 GV/m ~ 0.56 E0.
The wake amplitude is found to increase linearly with the peak laser intensity (as the
square of the dimensionless amplitude) when IL<3x1018 W/cm2, in agreement with
theory.

BEAM-DRIVEN PLASMA ACCELERATOR SIMULATIONS

Here we present some XOOPIC simulations of plasma wakefield acceleration.  Our
simulations of the E-157 PWFA experiment at SLAC show good agreement with re-
sults obtained previously using the OSIRIS44 code.  We also discuss the important is-
sue of electron-neutral collisions.

Modeling the SLAC E-157 Experiment

We have modeled E-157 with XOOPIC and found agreement with previous
work.31,32  The simulation region, in 2-D cylindrical geometry, is 0.9 mm in r by 5.4
mm in z, with the corresponding number of grid points nr=32 and nz=192, for a total of
6144 cells.  With 4 macro-particles per cell representing the plasma electrons, there
are 24,576 plasma particles.  The 30 GeV electron beam is represented by 9 macro-
particles per cell, and the beam covers 8 by 64 grids (initially) for 4608 beam particles.
The grid size is dz=dr=28 µm.  The time step, chosen to satisfy the Courant condition,
is dt=.5*dz/c=4.69x10-14 s.  Thus, it requires 71,400 time steps to propagate the beam
through the 1 m lithium plasma.

The plasma density is taken to be 2.1x1014 cm-3, which implies an electron plasma
frequency of ωp=8.2x1011 rad/s.  Thus, ωp*dt=0.04 and the electron plasma frequency
is being resolved, which is required for stability in a time-explicit PIC code.  The lith-
ium plasma is assumed to be cold, but very little numerical heating is observed, be-
cause the moving window algorithm "sweeps" the electrons through at the speed of
light.

Figure 3 shows the initial 30 GeV beam in cylindrical coordinates, with r on the
vertical axis and z on the horizontal axis, and dimensions in m.  Figure 4 shows the
plasma wake.  The crossing of particle trajectories in the wake indicates highly non-
laminar flow, which cannot be modeled with a fluid code.  The structure of the wake is
independent of the beam radius.  Figure 5 shows the accelerating field generated by
the wake in V/m.  With higher resolution, the peak field on axis is greater than 1
GV/m.

The peak accelerating field overlaps the tail of the beam.  Figure 6 shows the re-
sulting acceleration of beam particles after 1m of propagation through the lithium
plasma.  The vertical axis is pz=γvz in units of m/s.  These results agree well with pre-
viously published work.31,32



FIGURE 3.  Initial distribution of the 30 GeV beam.

FIGURE 4.  Plasma wake.



FIGURE 5.  Longitudinal electric field.

FIGURE 6.  z-Pz phase space of beam at 1 m.

Modeling Electron-Neutral Collisions

XOOPIC uses the null collision method39 for MCC treatment of electron-impact
excitation and ionization and for electron-neutral elastic scattering.  MCC models for



Ar, Ne, He and H have been used for some time, and we recently added an ionization
model for Li, using cross sections from the literature.45  However, the cross section
and scattering models assume the impact energy is nonrelativistic.

The bulk of the plasma electrons in the wake are nonrelativistic for E-157, but a
significant fraction are not.  Modeling collisional effects involving the drive beam
must, of course, be fully relativistic.  Electron-neutral collision cross sections σ(E) fall
from their maximum like ln(E)/E for impact energies E<200KeV.46,47  Relativistic
effects break this scaling, leading to a minimum48,49 in σ(E) for E~1 MeV, followed
by logarithmic growth, which eventually saturates at a density dependent energy (the
Fermi plateau).49-52

A simple fitting function for impact ionization cross sections has been developed,53

using the ionization energy and two adjustable parameters, approximately capturing
both low-energy and relativistic behavior (but not the Fermi plateau).  The fitting pa-
rameters are determined largely by data for impact energies near 1 MeV, which has
been published for a number of gasses48 (although not lithium).  Fitting functions have
also been developed for the energy distribution of the secondary electrons,54-57 and
there is some applicable theory in certain regimes.58-60  Several works discuss the
angular distribution for elastic and inelastic scattering in relativistic and nonrelativistic
regimes.50,56,57,60-62  We are presently compiling new and comprehensive parametric
models for impact ionization and elastic scattering for a wide range of energies, to be
published elsewhere.

FIGURE 7.  Total cross sections (in m2) for electron collisions with neutral lithium, as a function of
impact energy (1 m2 = 104 cm2 = 1028 barns).  The dashed line is for elastic scattering and the solid line
is for impact ionization.  These lines are parametric fits to previously published results.
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Figure 7 shows parametric fits to electron-impact cross-sections for lithium, for an
energy range of 0.1 eV < E < 10 GeV.  The solid line is for ionization of neutral lith-
ium (ejecting the outer electron from the 2s shell).  The dashed line is for elastic scat-
tering.  The fitting parameters for ionization were determined from Ref. 45 (low en-
ergy) and Ref. 63 (high energy). The fitting parameters for elastic scattering were de-
termined from Ref. 64 (low energy) and Ref. 63 (high energy).  We note that the cross
section for elastic scattering is orders of magnitude larger than the ionization cross
section at low energies.

We have conducted some simulations using a nonrelativistic impact ionization
model for lithium.65  The neutral lithium background density is assumed to be ten
times the plasma density, which corresponds to 2x1015 cm-3 for E-157.  Impact ioni-
zation is found to be negligible for E-157. We also modeled the case where the lithium
density is larger by a factor of 100 than the density for E-157 (parameters similar to
those for the recently proposed afterburner concept28). Simulations indicate that im-
pact ionization is not completely negligible for this higher density, but that the plasma
wake and corresponding accelerating fields are not significantly modified.  However,
the electron-neutral scattering cross section is much larger, and this scattering might
disrupt the wake, even for neutral lithium densities of order 1017 cm-3.  A detailed
study of these effects is the subject of a future publication.

SUMMARY

The code XOOPIC has been modified to enable simulations of plasma based accel-
erators on massively parallel platforms. Modifications include the development of a
moving window algorithm, adding a new electromagnetic pulse launcher, generaliza-
tion of the particle beam emitters, and further optimization to allow efficient use on
parallel platforms.  As examples of the utility of XOOPIC, simulations of the standard
LWFA with both low and high intensity laser pulses were performed, and the results
were in agreement with the theoretically predicted wake amplitudes. In addition,
simulations of the PWFA were preformed.  Simulations for the parameters of the
E-157 experiment were found to be in agreement with previous studies. Simulations
using the nonrelativistic impact ionization model for lithium indicated insignificant ef-
fects for the parameters of E-157.  However, electron-neutral scattering could possibly
alter the wake for neutral lithium densities of order 1017 cm-3 or higher.
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