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Abstract

Following tumor progression step-by-step with CRISPR/Cas9-based single-cell lineage tracing

technologies and improved computational methods

Matthew Jones

Cellular lineages underlie several important biological phenomena, from embyrogenesis to tu-

mor development. Traditional approaches for studying for these lineages have been limited in

their throughput or resolution, and have thus have been largely incapable of profiling lineage dy-

namics in complex organisms. Recently, advances in microfluidic devices, sequencing technolo-

gies, and molecular biology have facilitated a genomics revolution enabling researchers to profile

molecular species at single-cell resolution. Simultaneously, progress in precise genome editing with

CRISPR/Cas9 technologies have been coupled with the revolution in single-cell genomics to provide

single-cell-resolution lineage tracing technologies.

In this thesis, I first describe computational methodology for inferring models of cell lineages, or

phylogenies, from the CRISPR/Cas9-based lineage tracing technology. Using both simulated and

real data, I demonstrate that our methodology is both scalable and accurate in comparison to other

algorithms. I additionally detail the functionality of our end-to-end software suite, Cassiopeia, and

speculate on lineage tracing data analysis best practices.

Next, I describe a series of applications of a CRISPR/Cas9-based lineage tracing technology

and our computational tools to in vivo cancer models. In one application, I describe the first re-

port of using such technologies to investigate the transcriptional drivers of metastatic dynamics in



xi

a xenograft model of non-small-cell lung cancer. Next, I describe work in a genetically engineered

mouse model of non-small-cell lung cancer in which we characterize the phylodynamics and evo-

lutionary trajectories that govern a primary tumor as it evolves from a single, transformed cell to a

complex, metastatic tumor.

Finally, I conclude by contextualizing how the work presented in this thesis fits into the larger

picture of lineage tracing technologies and in vivo tumor studies and by speculating on how this

informs future work.
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Chapter 1

Introduction

This section will serve as a general introduction to the technologies and analytical methods under-

pinning my thesis. While in later chapters I will provide more pertinent background into methodology

and biological systems, here I provide context necessary for a general audience to understand the

later material.

1.1 Measuring individual cells

Each individual human contains approximately 37 trillion cells, but not every cell in a human looks or

behaves the same. While each cell in an individual generally carries within it the same set of instruc-

tions in the form of a DNA sequence, cells can carry out a wide variety of physiological functions. For

example, the muscles of the heart are responsible for pumping blood throughout an individual and

the cells of the skin are responsible for maintaining skin-barrier integrity and repelling environmental
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contaminants. This remarkable diversity of cellular function is due to the regulation of a cell’s DNA

sequence. Specifically, the sequence of nucleotides that constitute DNA is broken up into segments

of functional units known as genes, each of which carries a specific function within the cell. A gene

is used when it is transcribed, or “expressed", into RNA and translated into a sequence of amino

acids that are folded into structures called proteins that are responsible for carrying out the function.

Thus, by controlling which genes are transcribed and translated, a multiplicity of functions can be

encoded by the same DNA sequence.

Given this, disease can often be attributed to the dysregulation of a specific function in a specific

cell type. For example, sickle-cell anemia is a deficiency in the gene that encodes hemoglobin -

a protein responsible for trafficking oxygen throughout an individual - and impacts red blood cell

function. And so, because defects in single cells can lead to systems level effects like disease, it is

of central interest to biologists to understand the intricacies of how single cells function.

Towards this goal, the past two decades have witnessed an explosion in technologies that allow

one to profile the contents of single cells. First and foremost, technologies have merged to efficiently

read DNA sequences, the cost of which has plummeted as these technologies have improved. Sec-

ond, researchers have improved the efficiency of fundamental molecular reactions and have devel-

oped impressive assays that allow these molecular reactions to be performed in oil droplets with

microfluidic devices. The union of these two developments - scalable DNA sequencing technolo-

gies and precise microfluidic devices - have precipitated the development of single-cell genomic

assays. As the name suggests, these assays enable the profiling of genomic material in individual

cells and thus allow one to approach a central goal of biomedicine to understand how individual cell
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dysregulation leads to system-level disease.

Single-cell assays have proven to be remarkably flexible in terms of what can be measured.

While the most pervasive single-cell assay measures the RNA content of single cells (single-cell

RNA-sequencing [scRNA-seq] [168, 146, 298, 296]), platforms for measuring several other entities,

like the surface-protein repertoire [244] or accessibility of DNA [28], have collectively broadened

our window into the cell. Together, these technologies have propelled international, consortium-led

efforts to create “atlases" of organisms that offer the promise of understanding how fluctuations in

normal cell composition might lead to disease [49, 50].

It is undisputed that these technologies have had an immense impact on our understanding of

the diversity of cellular function and composition of tissues. However, there is a complication in the

interpretation of this data - namely that biology is dynamic. To appreciate this, consider the example

above about the skin defending the individual against foreign pathogens. In this system, which cells

are responsible for responding to a given pathogen? How does the system of cells comprising the

skin mount an effective response? Naturally, this response requires coordination between different

cells, and often requires cells to change their “state", by modulating which genes are expressed and

thus creating new cellular functions for a given threat. In this, do specific cells give rise to these

other cells actually fighting the infection? Unfortunately, popular single-cell assays like scRNA-seq

do not inform us how the system changes over time. To study such questions, we must leverage

lineage tracing technologies which we now turn our attention to.
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1.2 Lineage tracing

Cellular lineages - or the collection of cell divisions and physiological states that a cell population

goes through - are ubiquitous across biology. Take for example that of embyrogenesis: from a single,

fertilized zygote, a complex multi-cellular body capable of planned movement and thought emerges

over the course of a few months. Through this process, cells constantly change their function based

on both intrinsic cues and the signals from their neighbors; remarkably, despite this complex process,

development is quite reproducible. From a fundamental level, biologists are interested the ordering

of these steps through embyrogensis, how they are coordinated, and how disruption in these steps

might lead to disease. And of course, lineages are important on smaller scales, too - such as

the hematopoietic lineage that populates your blood cells and immune system - and thus general

approaches have been developed to answer such questions across a range of timescales.

Lineage tracing (or, alternatively, fate mapping) is a suite of techniques for systematically profiling

such lineages [46, 284]. The simplest of these approaches consist of a researcher watching each

individual cell division under a microscope and meticulously taking notes. Yet, as one might imag-

ine, this approach does not necessarily scale. Thus, over the years more sophisticated approaches

emerged. For example, some early methods introduce a mark, such as a fluorescent dye, into a

single-cell that is passed on a cell divides and propagates from generation to generation. Then,

after an experiment, a researcher can study the contributions to a final population of cells by strati-

fying cells based on their color - for example, all the red cells may have descended from the same

progenitor.
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1.2.1 Methodology in the genomics era

Akin to the revolution in single-cell genomics, there has been an explosion of new methodology

for lineage tracing in complex organisms, enabling researchers to simultaneously map out cellular

phenotypes (e.g., which genes are being used) and their lineage relationships at large scales [269].

While one might imagine that the most effective way to track lineages is via direct imaging (and there

are sophisticated ways to do this [173]), many systems are not amenable to this either because they

are not transparent or there are just too many cells to track. Thus, more commonly, there are two

major classes of lineage tracing approaches used in practice: prospective and retrospective. In

prospective approaches, researchers rely on heritable marks introduced into a clonal progenitor to

map fates (for example, the dyes described above). In retrospective approaches, researchers rely

on natural variability in observed cells - for example, the naturally occurring mutations that accrue

as cells divide - to infer relationships.

Traditionally, prospective lineage tracing approaches report on clonal dynamics, such as the size

and diversity of a particular population that descended from a specific cell. By nature, however, they

are unable to report on subclonal dynamics. Such subclonal dynamics are critical for understanding

how diversity originates within a population. On the other hand, retrospective approaches offer

practitioners the opportunity to reconstruct “phylogenies" - full tree-like structures that summarize

every relationship in the population. A good analogy for a phylogeny is that of family tree: with

such a family tree, one can map out the interesting relationships over the years that brought the

children living today to where they are. Similarly, in lineage tracing applications, such phylogenetic
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approaches report on the entire lineage history of a population and enable one to derive insights

into how important subpopulations originated in the population.

1.2.2 Phylogenetic inference

As mentioned above, a central component of retrospective lineage tracing approaches, such as the

CRISPR/Cas9-based tracing used in this dissertation (see below and Chapter 2) is the inference of

phylogenies. Here, I provide a more formal description of the problem. For the less mathematically-

inclined reader, I suggest you skip to the next section.

Often, the phylogenetic inference problem is framed as deducing a tree structure, T , over a set

of vertices V and edges E , from a set of observations associated with the leaves of the tree L.

In genomic applications, these observations are often nucleotide sequences that can harbor differ-

ences, or mutations, across samples. In our CRISPR/Cas9-based applications discussed below,

these observations are sets of indels observed in each cell.

Formally, we refer to the variables that define a sample as “characters", and the observed

values for these variables as “character states". In the case of a nucleotide sequence, the posi-

tions sequenced are characters and the observed nucleotides are character states. In the case of

CRISPR/Cas9-based lineage tracers, each editable site is a character and the observed indel in a

cell is a character state.

Analytically, the problem of inferring T is computationally intractable and the task of finding

the most parsimonious or likely tree is NP-Hard [42, 76]. Intuitively, this is largely due to the fact
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that identical mutations can occur at the same site in different sublineages in a process known as

homoplasy. As such, algorithms typically must exhaustively search through a large set of possible

topologies to find one that optimizes some criteria.

There are several approaches for completing these tasks that can be generally classified into

one of two groups: character-based and distance-based approaches. Character-based approaches

define an objective over each character that can be computed with respect to a tree structure and

optimized. The most common character-based approaches are Maximum Parsimony and Maximum

Likelihood, that seek to minimize the number of mutations or maximize the likelihood of the observed

data given a tree structure, respectively. On the other hand, distance-based approaches define

a distance metric, often denoted δ, which computes a distance between two samples given their

character states. These distances can then be used in common algorithms like Neighbor-Joining

[216] or UPGMA [234] to infer phylogenies. While these distance-based algorithms are far more

efficient than character-based approaches, choosing the correct distance metric is computationally

intractable.

1.2.3 CRISPR/Cas9-based lineage tracing

Recent advances in CRISPR/Cas9 genome engineering has enabled the usage of Cas9 to introduce

random mutations at defined loci and thus create genomic diversity necessary for retrospective

lineage tracing. Several such technologies have emerged to both trace lineages with Cas9-based

mutations and read out these mutations with single-cell sequencing assays [178, 206, 4, 236, 37,
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134]. These technologies generally rely on the same principles [15]: Cas9 is used to target a specific,

often synthetic and expressed, genomic loci (“target site") to introduce a stable insertion or deletion

(“indel") that is passed down through generations. At the end of an experiment, single-cell RNA-

sequencing is often used to read out the indels that a cell carries. Then, one of several computational

approaches can be used to reconstruct a phylogeny connecting each observed cell to its lineage

history.

As mentioned above, the problem of tree inference is computationally intensive largely due to

the problem of homoplasy. Though CRISPR/Cas9 offers a convenient approach for synthetically in-

troducing heritable marks for lineage tracing, the technology suffers from a few notable challenges.

First, these technologies typically suffer from missing data. Specifically, entire target sites can be

lost due to Cas9 “resection" (in which Cas9 cuts out a large portion of the DNA sequence) or tran-

scriptional silencing, creating missing data that is heritable and passed on through generations. Al-

ternatively, single-cell assays can often lack sensitivity for rare transcripts and thus target sites can

stochastically drop out during sequencing. Second, these lineage tracing experiments consist of far

more samples than traditional phylogenetic applications: it is often routine to consider reconstructing

lineage histories of clones with thousands of cells. As such, the hardness of the inference problem

makes the task at hand more intractable because of the size of the input. Lastly, the states observed

at each target site are non-traditional alphabets: instead of nucleotides or amino acids, investigators

use indels to describe cellular relationships. This has two ramifications: first, this precludes users

from using off-the-shelf software and probabilistic models based on nucleotide or amino acid sub-

stitution rates; and second, certain indels are much more common than others from Cas9 cuts, thus
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increasing the likelihood of homoplasy in most applications.

Despite these difficulties, there have been extensive efforts to develop new computational ap-

proaches [127, 92] that address these challenges. Though there is much to be improved upon, these

technologies have been successfully applied in a variety of contexts: for example, to study zebrafish

neural development [206] and regeneration [4], mouse embyrogenesis [37], and cancer metastasis

[203, 228], among others.

1.3 Applying lineage tracing to tumor evolution

With the tools and framework described above, we are equipped with the ability to study dynamic

processes. One key process that has previously been studied using phylogenetic tools and is par-

ticularly approachable with these tools is that of tumor development. In essence, this is because

tumor development is a multistep process governed by evolutionary principles [188]. Through this

evolutionary process, a transformed cell becomes a deadly tumor by first uncontrolled proliferation,

then the acquisition of additional mutational events, restructuring of the tumor “microenvironment",

recruitment of tumorigenic cell types, and eventually the ability to extravasate from the primary tumor

site and disseminate throughout the body in a process called “metastasis" [281]. Current research

focuses in on several aspects of this process, such as: how clonal are tumors in origin? How

reproducible is tumor progression? And, what are the evolutionary mechanisms underlying drug

resistance in advanced tumors? Indeed, mechanistic knowledge of how tumors evolve over time

within a patient would be instrumental in their clinical management [6].
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Especially since the advent of high-throughput DNA sequencing, phylogenetic methodology has

been foundational in understanding tumor evolution. Traditionally, investigators have used multi-

region sampling from primary tumors (and occasionally associated metastatic tumors harvested from

distal sites) and natural genetic variation in the form of point mutations or copy-number variations

(CNVs) to infer the evolutionary history of a tumor [223]. Such approaches have elucidated key

processes in tumor developments, such as the importance of subclonal evolution [185] and the

routes of metastatic spread [87, 263].

However, as discussed in later chapters, there are a few critical factors limiting the feasibility of

relying on natural variation for retrospective lineage tracing in tumors. First, we have very little control

over how often mutations are introduced into the system; in the extreme case, we might not observe

any natural variability allowing us to discern relationships between samples. Second, natural vari-

ability often confers a functional effect on cells. Specifically, sites that carry a large deleterious effect

when mutated might be purified out of the population - in theory, this obfuscates inference. Lastly,

often it is required that investigators perform whole genome sequencing (WGS) on samples to ob-

serve sufficient variability for phylogenetic inference. This is still a relatively expensive procedure

that limits the throughput of the experiments. Overall as we show in later chapters, the synthetic

lineage tracers discussed above (e.g., the CRISPR/Cas9-based tracers) help address several of

these issues by controlling the mutation rates and locations.
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1.4 Scope of dissertation

In this dissertation, I will describe my work in two parts: first, developing computational methodology

for CRISPR/Cas9-based lineage tracers and, second, our applications of these methodologies to

tumor evolution. I have been fortunate to work on several auxiliary projects throughout my PhD, but

in the interest in of space I focus on the major thrusts of enabling and applying the technology.

In chapter 2, I present our first report of Cassiopeia - an end-to-end pipeline for single-cell lineage

tracing analysis. This chapter was originally printed in Genome Biology in 2020 [127] and described

our algorithmic methodology as well as a series of benchmarking experiments designed to com-

pare the effectiveness of our algorithms against traditional approaches on the task of recovering

phylogenetic relationships from CRISPR/Cas9-based lineage tracing technologies.

Chapter 3 provides an overview of how we have extended Cassiopeia to provide more flexible

simulation and algorithmic development. Through the analysis of real-world datasets and the Allen

Institute DREAM Challenge for lineage reconstruction [92], our team learned a great deal about

how to both reconstruct and interpret lineages. We have incorporated several of these lessons into

Cassiopeia and continue to build on this community-led effort to inform on new technologies and

algorithms. This work represents a manuscript in preparation and is not yet published.

Chapter 4 presents our first application of the CRISPR/Cas9-based lineage tracer to study tumor

evolution. This chapter borrows from our study, published in Science in 2021 [203], in which we

engineered a metastatic human cancer cell line to carry our CRISPR/Cas9-based lineage tracing

system and traced the spread of metastasis in a xenograft mouse model. Among the major findings
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were the great variability in metastatic capabilities of each single cell and the identification of genes

capable of tuning a cell’s ability to metastasize. In this study, we also made methodological advances

to infer the migration rates between various tissues with our FitchCount algorithm, which is presented

in the appendix.

In many ways, Chapter 5 represents the climax of our current technological abilities as applied

to tumor evolution. In this report, published in Cell in 2022, we describe a genetically engineered

mouse model of lung adenocarcinoma that enabled us to study the evolution of a tumor from a

single, transformed cell throughout its “life" to a metastatic tumor. We profile the phylodynamic

patterns underlying tumor growth, the transcriptional determinants of proliferation, the major cell-

state changes governing tumor development, and principles underlying metastatic dissemination.

We additionally demonstrate how this model is amenable to further genetic perturbation, allowing

investigators to study at high-resolution the entire life of a tumor across several genetic backgrounds

in its native environment for the first time.

Lastly, I offer concluding thoughts and my perspective on future work in the conclusion.

1.5 Main contributions

1.5.1 Lineage tracing methodology

Development of an end-to-end pipeline for single-cell lineage tracing analysis. The first major

outcome of my PhD work was the development of an end-to-end analysis framework for single-cell
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lineage tracing analysis. This tool, called Cassiopeia, is the driving force for all the work presented

in this dissertation. Within Cassiopeia, we have implemented several algorithms for the purposes of

reconstructing cellular lineages. In the latter half of PhD, Cassiopeia served as the software library

in which to extend new computational ideas and make them available to the community.

Learning evolutionary parameters from phylogenetic trees. Through my analysis of real-world

datasets, I developed approaches for extracting biological signal from the paired single-cell RNA-seq

and lineage tracing data. A notable example is the FitchCount algorithm, proposed in [203], which

infers the relative transition probabilities of a cell metastasizing from one tissue to another. In the

appendix to Chapter 4, we prove its correctness and speculate that it can be applied to a host of

other tasks, like inferring cell state transition probabilities.

1.5.2 In vivo lineage tracing

A first report of in vivo lineage tracing of metastatic dissemination in a mouse model of lung

cancer. In our first application of the lineage tracing technology to study tumor evolution, we en-

gineered a metastatic human cell line and traced their metastatic spread throughout a mouse over

the course of approximately 2.5 months. Using the analytical tools developed in the Cassiopeia

package [127], we derived estimates for a clone’s relative propensity for metastasizing between par-

ticular tissues, identified genes whose expression modulated a cell’s ability to metastasize, as well

as learned the stereotypical routes through tissues that clones took as they metastasized.
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The tracing of an entire tumor’s development with single-cell lineage tracing. We engineered

a commonly-used genetically engineered mouse model of lung adenocarcinoma to carry our lin-

eage tracing technology, thus enabling us to simultaneously induce oncogenic transformation and

lineage tracing in the mouse lung epithelium. Using this system, we traced several tumors over the

course of ∼5 months and studied the gene expression signatures of subclonal evolution, the cell

state transitions governing tumor development, and the requisite steps leading to metastasis.

1.5.3 Software development

An end-to-end software suite for lineage tracing analysis. Our solution to lineage reconstruc-

tion of CRISPR/Cas9-based lineage tracing data came with a software suite for end-to-end data

analysis called Cassiopeia [127]. Our multi-threaded preprocessing pipeline provides users with

tools for working with sequenced amplicon libraries and performs error correction, edit identification,

and doublet detection, amongst other procedures. Moreover, our solvers and tools libraries provides

users with flexible modules for reconstructing and analyzing lineages from any data modality, not just

CRISPR/Cas9-based data. Cassiopeia is publicly available at https://github.com/YosefLab/

Cassiopeia.

An open-source library for lineage reconstruction algorithms. Within Cassiopeia, we have

implemented several previously published algorithms that can be used for solving lineages within

https://github.com/YosefLab/Cassiopeia
https://github.com/YosefLab/Cassiopeia
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our data framework. Amongst these are the classic algorithms Neighbor-Joining [216] and UPGMA

[234], as well as more recent algorithms like Spectral Neighbor Joining [122]. We designed our

object oriented programming paradigm to be particularly amenable to extending the library with ad-

ditional algorithms and hope it will be useful for the rest of the community.

Visualization frameworks for multi-modal lineage data. We built on our previous web-based,

interactive data exploration framework, VISION [58], to support the use of phylogenetic trees for

exploration. This tool, dubbed PhyloVision [128], is an open-source software tool enabling users to

explore gene sets associated with evolutionary patterns and perform interactive exploration using

the lineage relationships.
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Part I

Computational Approaches for Single-Cell

Lineage Tracing
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Chapter 2

Inference of single-cell phylogenies from

lineage tracing data using Cassiopeia
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2.1 Abstract

The pairing of CRISPR/Cas9-based gene editing with massively parallel single-cell readouts now

enables large-scale lineage tracing. However, the rapid growth in complexity of data from these

assays has outpaced our ability to accurately infer phylogenetic relationships. First, we introduce

Cassiopeia—a suite of scalable maximum parsimony approaches for tree reconstruction. Second,

we provide a simulation framework for evaluating algorithms and exploring lineage tracer design

principles. Finally, we generate the most complex experimental lineage tracing dataset to date,

34,557 human cells continuously traced over 15 generations, and use it for benchmarking phyloge-

netic inference approaches. We show that Cassiopeia outperforms traditional methods by several

metrics and under a wide variety of parameter regimes, and provide insight into the principles for

the design of improved Cas9-enabled recorders. Together, these should broadly enable large-scale

mammalian lineage tracing efforts. Cassiopeia and its benchmarking resources are publicly avail-

able at www.github.com/YosefLab/Cassiopeia.

2.2 Introduction

The ability to track fates of individual cells during the course of biological processes such as devel-

opment is of fundamental biological importance, as exemplified by the ground-breaking work cre-

ating cell fate maps in C. elegans through meticulous visual observation [248, 55]. More recently,

CRISPR/Cas9 genome engineering has been coupled with high-throughput single-cell sequencing

to enable lineage tracing technologies that can track the relationships between a large number of

www.github.com/YosefLab/Cassiopeia
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cells over many generations (Figure 2.1a, [177, 140]). Generally, these approaches begin with cells

engineered with one or more recording “target sites" where Cas9-induced heritable insertions or

deletions (“indels") accumulate and are subsequently read out by sequencing. A phylogenetic re-

construction algorithm is then used to infer cellular relationships from the pattern of indels. These

technologies have enabled the unprecedented exploration of zebrafish [178, 206, 236, 270] and

mouse development [134, 37].

However, the scale and complexity of the data produced by these methods are rapidly becoming

a bottleneck for the accurate inference of phylogenies. Specifically, traditional algorithms for re-

constructing phylogenies (such as Neighbor-Joining [216] or Camin-Sokal [29]) have not been fully

assessed with respect to lineage tracing data and may not be well suited for analyzing large-scale

lineage tracing experiments for several reasons. First, traditional algorithms were developed for the

cases of few samples (in this case cells) and thus scalability is a major limitation (Additional file 1:

Fig S1). Second, these algorithms are not well suited to handle the amount of missing data that is

typical of lineage tracing experiments, which can be “heritable" (resulting from either large Cas9-

induced resections that remove target sites or transcriptional silencing) or “stochastic" ( caused by

incomplete capture of target sites). Third, these approaches do not explicitly take into consideration

the design principles of lineage-tracers, such as the irreversibility of mutations or the unedited state

of the founder cell. Together, these reasons necessitate the development of an adaptable approach

for reconstructing single-cell phylogenies and an appropriate benchmarking resource that can aid in

the development of such algorithms.

Ideally, an algorithm for phylogeny inference from lineage tracing data would be robust to exper-
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imental parameters (e.g. rate of mutagenesis, the number of Cas9 target sites), scalable to at least

tens of thousands of cells, and resilient to missing data. In this study, we introduce Cassiopeia: a

novel suite of three algorithms specifically aimed at reconstructing large phylogenies from lineage

tracing experiments with special consideration for the Cas9-mutagenesis process and missing data.

Cassiopeia’s framework consists of three modules: (1) a greedy algorithm (Cassiopeia-Greedy),

which attempts to construct trees efficiently based on mutations that likely occurred earliest in the

experiment; (2) a near-optimal algorithm that attempts to find the most parsimonious solution using a

Steiner-Tree approach (Cassiopeia-ILP); and (3) a hybrid algorithm (Cassiopeia-Hybrid) that blends

the scalability of the greedy algorithm and the exactness of the Steiner-Tree approach to support

massive single-cell lineage tracing phylogeny reconstruction. To demonstrate the utility of these al-

gorithms, we compare Cassiopeia to existing methods using two resources: first, we benchmark the

algorithms using a custom simulation framework for generating synthetic lineage tracing datasets

across varying experimental parameters. Second, enabled by a customizable target-site processing

pipeline (Figure 2.1b), we assess these algorithms using a new reference in vitro lineage tracing

dataset consisting of 34,557 cells over 11 clonal populations. Finally, we use Cassiopeia to explore

experimental design principles that could improve the next generation of Cas9-enabled lineage trac-

ing systems.
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2.3 Results

2.3.1 Cassiopeia: A Scalable Framework for Single-Cell Lineage Tracing

Phylogeny Inference

Typically, phylogenetic trees are constructed by attempting to optimize a predefined objective over

characters (i.e. target sites) and their states (i.e. indels) [291]. Distance-based methods (such as

Neighbor-Joining [216, 83, 181] or phylogenetic least-squares [33, 73]) aim to infer a weighted tree

that best approximates the dissimilarity between nodes (i.e., the number of characters differentiating

two cells should be similar to their distance in the tree). Alternatively, character-based methods aim

to infer a tree of maximum parsimony [72, 67]. Conventionally, in this approach the returned object

is a rooted tree (consisting of observed “leaves" and unobserved “ancestral" internal nodes) in which

all nodes are associated with a set of character states such that the overall number of changes in

character states (between ancestor and child nodes) is minimized. Finally, a third class of methods

closely related to character-based ones takes a probabilistic approach over the characters using

maximum likelihood [69, 202] or posterior probability [117] as an objective.

We chose to focus our attention on maximum parsimony-based methods due to the early suc-

cess of applying these methods to lineage tracing data [206, 178] as well as the wealth of theory

and applications of these approaches in domains outside of lineage tracing [148]. Our framework,

Cassiopeia, consists of three algorithms for solving phylogenies. In smaller datasets, we propose

the use of a Steiner-Tree approach (Cassiopeia-ILP) [300] for finding the maximum parsimony tree
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Figure 2.1: A generalized approach to lineage tracing & lineage reconstruction. The workflow of a lineage tracing experiment.
First, cells are engineered with lineage tracing machinery, namely Cas9 that cuts a genomic target site; the target site accrues
heritable, Cas9-induced indels (“character states"). Next, the indels are read off from single cells (e.g. by scRNA-seq) and summarized
in a “character matrix", where rows represent cells, columns represent individual target sites (or “characters") and values represent
the observed indel (or “character state"). Finally, the character matrix is used to infer phylogenies by one of various methods. (b) The
Cassiopeia processing pipeline. The Cassiopeia software includes modules for the processing of target-site sequencing data: first,
identical reads are collapsed together and similar reads are error-corrected; second, these reads are locally aligned to a reference
sequence and indels are called from this alignment; third, unique molecules are aggregated per cell and intra-doublets are called from
this information; finally, the cell population is segmented into clones (or lineage groups) and inter-doublets are called. This clones
are then passed to Cassiopeia’s reconstruction module for phylogenetic inference. (c) The Cassiopeia reconstruction framework.
Cassiopeia takes as input a “character matrix," summarizing the mutations seen at heritable target sites across cells. Cassiopeia-
Hybrid merges two novel algorithms: the “greedy" (Cassiopeia-Greedy) and “Steiner-Tree / Integer Linear Programming" (Cassiopeia-
ILP) approaches. First, the greedy phase identifies mutations that likely occurred early in the lineage and splits cells recursively into
groups based on the presence or absence of these mutations. Next, when these groups reach a predefined threshold, we infer
Steiner-Trees, finding the tree of minimum weight connecting all observed cell states across all possible evolutionary histories in a
“potential graph", using Integer Linear Programming (ILP). Finally, these trees (corresponding to the maximum parsimony solutions
for each group) are returned and merged into a complete phylogeny.
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over observed cells. Steiner Trees have been extensively used as a way of abstracting network

connectivity problems in various settings, such as routing in circuit design [95], and have previously

been proposed as a general approach for finding maximum parsimony phylogenies [165, 276]. To

adapt Steiner-Trees to single-cell lineage tracing, we devised a method for inferring a large underly-

ing “Potential Graph" where vertices represent unique cells (both observed and plausible ancestors)

and edges represent possible evolutionary paths between cells. Importantly, we tailor this inference

specifically to single-cell lineage tracing assays: we model the irreversibility of Cas9 mutations and

impute missing data using an exhaustive approach, considering all possible indels in the respective

target sites (see methods). After formulating the Potential Graph, we use Integer Linear Program-

ming (ILP) as a technique for finding near-optimal solutions to the Steiner Tree problem. Because

of the NP-Hard complexity of Steiner Trees and the difficult approximation of the Potential Graph

(whose effect on solution stability is assessed in Figure 2.8), the main limitation of this approach is

that it cannot in practice scale to very large numbers of cells.

To enable Cassiopeia to scale to tens of thousands of cells, we apply a heuristic-based greedy

algorithm (Cassiopeia-Greedy) to group cells using mutations that likely occurred early in the lineage

experiment. Our heuristic is inspired by the idea of “perfect phylogeny" [250, 145] - a phylogenetic

regime in which every mutation (here, Cas9-derived indels) are unique and occurred at most once.

For the case of binary characters (i.e., mutated yes/ no without accounting for the specific indel),

there exists an efficient algorithm [98] for deciding whether a perfect phylogeny exists and if so, to

also reconstruct this phylogeny. However, two facets of the lineage tracing problem complicate the

deduction of whether or not a perfect phylogeny exists: first, the “multi-state" nature of characters (i.e.
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each character is not binary, but rather can take on several different states; which makes the problem

NP-Hard) [23, 240]; and second, the existence of missing data [99]. To address these issues, we first

take a theoretical approach and prove that since the founder cell (root of the phylogeny) is unedited

(i.e. includes only uncut target sites) and that the mutational process is irreversible (i.e. edited sites

cannot be recut by Cas9), we are able to reduce the multi-state instance to a binary one so that it can

be resolved using a perfect phylogeny-based greedy algorithm. Though Cassiopeia-Greedy does

not require a perfect phylogeny, we also prove that if one does exist in the dataset, our proposed

algorithm is guaranteed to find it (Theorem 1; see Methods). Secondly, Cassiopeia-Greedy takes

a data-driven approach to handle cells with missing data (see Methods). Unlike Cassiopeia-ILP,

Cassiopeia-Greedy is not by design robust to parallel evolution (i.e. “homoplasy", where a given

state independently arises more than once in a phylogeny in different parts of the tree). However,

we demonstrate theoretically that in expectation, mutations observed in more cells are more likely to

have occurred fewer times in the experiment for sufficiently small, but realistic, ranges of mutation

rates (see Methods; Figure 2.9), thus supporting the heuristic. Moreover, using simulations, we

quantify the precision of this greedy heuristic for varying numbers of states and mutation rates,

finding in general these splits are precise (especially in these regimes of realistic parameterizations;

see Methods and Figure 2.10). Below, we further discuss simulation-based analyses that illustrate

Cassiopeia-Greedy’s effectiveness with varying amounts of parallel evolution (Figure 2.11).

While Cassiopeia-ILP and Cassiopeia-Greedy are suitable strategies depending on the dataset,

we can combine these two methods into a hybrid approach (Cassiopeia-Hybrid) that covers a far

broader scale of dataset sizes (Figure 2.1). In this use case, Cassiopeia-Hybrid balances the
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simplicity and scalability of the multi-state greedy algorithm with the exactness and generality of

the Steiner-Tree approach. The method begins by splitting the cells into several major clades using

Cassiopeia-Greedy and then separately reconstructing phylogenies for each clade with Cassiopeia-

ILP. This parallel approach on reasonably sized sub-problems (∼ 300 cells in each clade) ensures

practical run-times on large numbers of cells (Figure 2.7). After solving all sub-problems with the

Steiner Tree approach, we merge all clades together to form a complete phylogeny (Figure 2.1c).

2.3.2 A Simulation Engine Enables a Comprehensive Benchmark of

Lineage Reconstruction Algorithms

To provide a comprehensive benchmark for phylogeny reconstruction, we developed a framework

for simulating lineage tracing experiments across a range of experimental parameters. In particular,

the simulated lineages can vary in the number of characters (e.g. Cas9 target sites), the number of

states (e.g. possible Cas9-induced indels), the probability distribution over these states, the muta-

tion rate per character, the number of cell generations, and the amount of missing data. We started

by estimating plausible “default" values for each simulation parameter using experimental data (dis-

cussed below and indicated in Figure 2.2). In each simulation run, we varied one of the parameters

while keeping the rest fixed to their default value. The probability of mutating to each state was found

by interpolating the empirical distribution of indel outcomes (Figure 2.12, see Methods). Each pa-

rameter combination was tested using a maximum of 50 replicates or until convergence, each time

sampling a set of 400 cells from the total 2D cells (where D is the depth of the simulated tree).
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Figure 2.2: Cassiopeia algorithms outperform other phylogenetic reconstruction methods on simulated lineages. Accuracy
is compared between five algorithms (Cassiopeia-Greedy, -ILP, and -Hybrid algorithms as well as Neighbor-Joining and Camin-Sokal)
on 400 cells. Phylogeny reconstruction accuracy is assessed with the Triplets correct statistic across several experimental regimes:
(a) the number of characters; (b) mutation rate (i.e. Cas9 cutting rate); (c) depth of the tree (or length of the experiment); (d), the
number of states per character (i.e. number of possible indel outcomes); and (e) the dropout rate. Dashed lines represent the default
value for each stress test. Between 10 and 50 replicate trees were reconstructed, depending on the stability of triplets correct statistic
and overall runtime. Standard error over replicates is represented by shaded area.

We compare the performance of our Cassiopeia algorithms (Cassiopeia-ILP, -Greedy, and -

Hybrid) as well as an alternative maximum-parsimony algorithm, Camin-Sokal (previously used in

lineage tracing applications [178, 206]), and the distance-based algorithm Neighbor-Joining. We

assess performance using a combinatoric metric, “Triplets Correct" (Figure 2.13, see Methods),

which compares the proportion of cell triplets that are ordered correctly in the tree. Importantly, this

statistic is a weighted-average of the triplets, stratified by the depth of the triplet (measured by the
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distance from the root to the Latest Common Ancestor (LCA); see Methods). As opposed to other tree

comparison metrics, such as Robinson-Foulds [211], we reason that combinatoric metrics [52] more

explicitly address the needs of fundamental downstream analyses, namely determining evolutionary

relationships between cells (though the triplets correct statistic largely agrees with distance-based

metrics; Figure 2.13b).

Overall, our simulations demonstrate the strong performance and efficiency of Cassiopeia. Specif-

ically, we see that the Cassiopeia suite of algorithms consistently finds more accurate trees as com-

pared to both Camin-Sokal and Neighbor-Joining (Figure 2.2a-e, Figure 2.14a-e). Furthermore, not

only are trees produced with Cassiopeia more accurate than existing methods, but also more parsi-

monious across all parameter ranges - serving as an indication that the trees reach a more optimal

objective solution (Figure 2.15). Importantly, we observe that Cassiopeia-Hybrid and -Greedy are

more effective than Neighbor-Joining in moderately large sample regimes (Figure 2.16). Notably,

Cassiopeia-Greedy and -Hybrid both scale to especially large regimes (of up to 50,000 cells, a scale

that includes the approximate upper limit of most current single-cell sequencing experiments) without

substantial compromise in accuracy (Figure 2.17). In contrast, Camin-Sokal and Cassiopeia-ILP

could not scale to such input sizes (Figure 2.7). Finally, we observe that under a bootstrapping

analysis, Cassiopeia’s modules are robust to lineage-tracing data (Figure 2.18a,b) as compared to

Neighbor-Joining for reference (Figure 2.18c, though Neighbor-Joining’s stability may be improved

with more sophisticated distance functions and feature selection).

These simulations additionally grant insight into critical design parameters for lineage record-

ing technology. Firstly, we observe that the “information capacity" (i.e. number of characters and
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possible indels, or states) of a recorder confers an increase in accuracy for Cassiopeia’s modules

but not necessarily Camin-Sokal and Neighbor-Joining (though they do perform moderately well in

low information capacity simulations; Figures 2.2a,d). This is likely because the greater size of the

search space negatively affects the performance of these two algorithms (in other contexts referred

to as the “curse of dimensionality" [266]). In addition to the information capacity, we find that indel

distributions that tend towards a uniform distribution (and thus higher entropy) allow for more ac-

curate reconstructions especially when the number of states is small or the number of samples is

large (Figure 2.19). Unsurprisingly, the proportion of missing data causes a precipitous decrease

in performance (Figure 2.2e). Furthermore, in longer experiments where the observed cell popula-

tion is sampled from a larger pool of cells, we find that the problem tends to become more difficult

(Figure 2.2c).

Furthermore, these results grant further insight into how Cassiopeia-Greedy is affected in regimes

where parallel evolution is likely: such as in low information capacity regimes (e.g. where the number

of possible indels is less than 10, Figure 2.2d), or with high mutation rates (Figure 2.2b). In both of

these regimes, the proportion of parallel evolution mutations of all mutations increases (Figure Eq.

1). While Cassiopeia-ILP outperforms Cassiopeia-Greedy in these simulations, highlighting its util-

ity to solve small, yet complex, datasets, we further explored Cassiopeia-Greedy’s effectiveness in

these regimes. To strengthen our previous theoretical results suggesting that indels observed in

more cells are more likely to occur fewer times and earlier in the phylogeny (Figure 2.9), we ex-

plored how parallel evolution affects Cassiopeia-Greedy empirically with simulation. Specifically, we

simulated trees with varying numbers of parallel evolution events at various depths and find overall
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that while performance decreases with the number of these events, the closer these events occur to

the leaves, the smaller the effect (Figure 2.11). Furthermore, we find that under the “default" simula-

tion parameters (as determined by the experimental data; Figure 2.12 and 2.3), Cassiopeia-Greedy

consistently makes accurate choices of the first indel event by which cells are divided into clades

(Figure 2.10b). Of course in regimes where possible, Cassiopeia-ILP outperforms Cassiopeia-

Greedy when there are few states (i.e. fewer than 10; Figure 2.2d) or high mutation rates (i.e.

greater than 10%; Figure 2.2b).

Practically, the issue of parallel evolution can be addressed to some extent by incorporating

state priors (i.e. probabilities of Cas9-induced indel formation). Ideally, Cassiopeia-Greedy would

use these priors to select mutations that are low-probability, but observed at high frequency. Theo-

retically, this would be advantageous as low-probability indels are expected to occur fewer times in

the tree (Eq. 1); thus if they appear at high frequency at the leaves, it is especially likely that these

occurred earlier in the phylogeny. Furthermore, our precision-analysis indicates that Cassiopeia-

Greedy’s decisions are especially precise if it chooses an indel with a low prior (Figure 2.10). To in-

corporate these priors in practice, we selected a link function (i.e. one translating observed frequency

and prior probability to priority) that maximized performance for Cassiopeia-Greedy (Figure 2.21;

see Methods). After finding an effective approach for integrating prior probabilities, we performed the

same benchmarks, and found that in cases of likely parallel evolution the priors confer an increase

in accuracy (e.g. with high mutation rates; Figure 2.22), especially in larger regimes (Figure 2.17).

Here, we have introduced a flexible simulator that is capable of fitting real data, and thus can be

used for future benchmarking of algorithms. Using this simulator and a wide range of parameters, we
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have demonstrated that Cassiopeia performs substantially better than traditional methods. Further-

more, these simulations grant insight into how Cassiopeia’s performance is modulated by various

experimental parameters, suggesting design principles that can be optimized to bolster reconstruc-

tion accuracy. Specifically, these simulations suggest that these technologies would benefit most

from increases in information capacity, via more target sites or more diverse indel outcomes, and

mutation rates tuned appropriately as to ensure low rates of parallel evolution. We anticipate that this

resource will continue to be of use in exploring design principles of recorders and the effectiveness

of novel algorithms.

2.3.3 An In Vitro Reference Experiment Allows Evaluation of Approaches

on Empirical Data

Existing experimental lineage tracing datasets lack a defined ground truth to test against, thus mak-

ing it difficult to assess phylogenetic accuracy in practice. To address this, we performed an in vitro

experiment tracking the clonal expansion of human cells (A549 lung adenocarcinoma cell line) en-

gineered with a previously described lineage tracing technology [37]. Here, we tracked the growth

of 11 clones (each with non-overlapping target site sets for deconvolving clonal populations) over

the course of 21 days (approx. 15 generations on average), randomly splitting the pool of cells into

two plates every 7 days (Figure 2.3a; see Methods). At the end of the experiment, we sampled ap-

proximately 10, 000 cells from each of the four final plates. This randomized plate splitting strategy

establishes a course-grained ground truth of how cells are related to each other. Here, cells within
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the same plate can be arbitrarily distant in their lineage, however there is only a lower bound on

lineage dissimilarity between cells in different plates (since they are by definition at least separated

by the number of mutations that have occurred since the last split). Thus, overall, on average we

expect cells within the same plate to be closer to each other in the phylogeny than cells from different

plates. However, due to the considerations discussed above, we also expect to see some cells more

closely related across plates than within (Figure 2.3a, right), and indels relating these cells across

plates are likely to have occurred before the split.

Our lineage recorder is based on a constitutively expressed target sequence consisting of three

evenly spaced cut sites (each cut site corresponding to a character) and a unique integration barcode

(“intBC") which we use to distinguish between target sites and thus more accurately relate charac-

ter states across cells (Figure 2.1b). The target sites are randomly integrated into the genomes of

founder cells at high copy number (on average 10 targets per cell or a total of 30 independently evolv-

ing characters; Figure 2.3b, Figure 2.24c). We built upon the processing pipeline in our previous

work [37] to obtain confident indel information from scRNA-seq reads ( Figure 2.1b, Figure 2.24, &

Figure 2.23, see Methods for pre-processing procedures and guidelines, especially section “Guide-

lines for Final Quality Control"). In addition, we have added modules for the detection of cell doublets

using the sets of intBCs in each clone and the indels detected within cells, and have determined an

effective detection strategy using simulations (see Methods, Figure 2.25). Importantly, though not

directly applicable here, this doublet detection can be supplemented by other approaches when

transcriptional data [175, 283] or multiplexing barcodes [243] are available. Additionally, we rely

on a data-driven approach for estimating the likelihoods of each indel (see Methods; Figure 2.26)
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Figure 2.3: An in vitro Reference Experiment. (a) A reference lineage tracing dataset was generated using the technology proposed
in Chan et al. [37] to human cells cultured in vitro for ∼ 15 generations. A total of 34, 557 cells were analyzed after filtering and error
correction. Only the initial split (into two plates) is shown. Analysis of the subsequent split (into four plates) is provided in Figure 2.28.
(b-f) Summary of relevant lineage tracing parameters for each clonal population in the experiment: (b) the number of characters per
clone; (c) number of states per target site; (d) the estimated mutation rate per target site; (e) median dropout per target site; and (f)
the proportion of uniquely marked cells. Gray shading denotes parameter regimes tested in simulations and red-dashed lines denote
the default values for each synthetic benchmarks.

because other approaches for indel-likelihood prediction [142, 40, 5] may be biased by cell-type or

cell-state.

After quality control, error-correction, and filtering we proceeded with analyzing a total of 34, 557

cells across 11 clones. This diverse set of clonal populations represent various levels of indel di-

versity (i.e. number of possible states, Figure 2.3c), size of intBC sets (i.e. number of characters,
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Figure 2.3b and Figure 2.24c), character mutation rates (Figure 2.3d, see Methods), and pro-

portion of missing data (Figure 2.3e, see Methods). Most importantly, this dataset represents a

significant improvement in lineage tracing experiments: it is the longest and most complex dataset

to date in which the large majority of cells, over the entire cell population, have unique mutation

states (71% after all quality-control and filtering; percentages of unique cells per clone is presented

in Figure 2.3f), indicating a rich character state complexity for tree building.

We next reconstructed trees for each clone (excluding two which were removed through quality-

control filters; see Methods) with our suite of algorithms, as well as Neighbor-Joining and Camin-

Sokal (when computationally feasible). For both Cassiopeia-Greedy and Cassiopeia-Hybrid meth-

ods, we also compared tree reconstruction accuracy with or without prior probabilities. The tree

for Clone 3, consisting of 7,289 cells, along with its character matrix and first split annotations (i.e.

whether cells were initially split into plate 0 or plate 1, denoted as the plate ID), is presented in Fig-

ure 2.4. Interestingly, we find that certain indels indeed span the different plates, thus suggesting

that Cassiopeia-Greedy chooses as early splits indels which likely occurred prior to the first separa-

tion of plates (though this could also be due to parallel events that occurred independently at each

plate). Moreover, the character matrix and the nested dissection of the tree illustrate the abundant

lineage information encoded in this clone (96% of the 7,289 observed cells have unique mutation

states) which allows Cassiopeia to infer a relatively deep tree (Figure 2.4d). Despite this complexity,

Cassiopeia infers a tree that largely agrees with the observed mutations: cells close to one another

in the tree tend to have similar mutations (Figure 2.4e). By keeping track of which plate each cell

came from we are able to evaluate how well the distances in a computationally-reconstructed tree
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Figure 2.4: Cassiopeia can reconstruct high-resolution phylogenetic trees from empirical lineage tracing data. The full
phylogenetic tree for Clone 3 (a), consisting of 7,289 cells, was reconstructed using Cassiopeia-Hybrid (with priors), and is displayed.
The phylogram represents cell-cell relationships, and each cell is colored by sample ID at the first split (plate 0 or 1). The character
matrix is displayed with each unique character state (or "indel") represented by distinct colors. (Light gray represents uncut sites; white
represents missing values.) Of these 7,289 cells, 96% were uniquely tagged by their character states. (b-c) Nested, expanded views
of the phylogram and character matrices. As expected, Cassiopeia correctly relates cells with similar character states, and closely
related cells are found within the same culture plate. (d) A histogram of the tree-depth of each leaf from the root (mean = 8.22,
max = 15). (e) Concordance between normalized allelic distance and normalized phylogenetic distance (see Methods; Pearson’s
correlation = 0.53).
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reflect the distances in the experimental tree. Thus, we test the reconstruction ability of an algorithm

using two metrics for measuring the association between plate ID and substructure: “Meta Purity"

and “Mean Majority Vote" (see Methods). Both are predicated on the assumption that, just as in

the real experiment, as one descends the reconstructed tree, one would expect to find cells more

closely related to one another. In this sense, we utilize these two metrics for testing homogeneous

cell labels below a certain internal node in a tree, which we refer to as a “clade".

We use these statistics to evaluate reconstruction accuracy for Clone 3 with respect to the first

split labels (i.e. plate 0 or 1, Figure 2.5). In doing so, we find that Cassiopeia-Greedy and -Hybrid

consistently outperform Neighbor-Joining. We find overall consistent results for the remainder of

clones reconstructed (Figure 2.27, and additionally when considering the subsequent split into four

plates - Figure 2.28), although Cassiopeia’s modules have the greatest advantage in larger recon-

structions. Specifically, Camin-Sokal and Neighbor-Joining perform similarly to Cassiopeia’s mod-

ules on clones with few cells (e.g. Clone 11) or with low cell diversity (e.g. Clone 5, where target sites

are “exhausted", possibly due to too-fast cutting, (Figure 2.3f, Figure 2.29). Both cases indicate that

in smaller and less complex clones traditional algorithms may be sufficient for reconstruction. Addi-

tionally, many of the issues described previously - parallel evolution, missing data, and information

content - contribute to inferential errors in this empirical dataset (for example, Figure 2.30).

Overall, we anticipate that this in vitro dataset will serve as a valuable empirical benchmark for

future algorithm development. Specifically, we have demonstrated how this dataset can be used to

evaluate the accuracy of inferred phylogenies and illustrate that Cassiopeia consistently outperforms

Neighbor-Joining for the purposes of reconstructing trees from single-cell lineage tracing technolo-
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Figure 2.5: Cassiopeia builds highly accurate trees from large empirical datasets. The consistency between tree reconstructions
are evaluated with respect to the first split. The Mean Majority Vote (a) and the Meta Purity test (b) were used for Cassiopeia-Hybrid
and -Greedy (both with or without priors) and Neighbor-Joining. The statistics are plotted as a function of the number of clades at
the depth of the test (i.e. the number of clades created by a horizontal cut at a given depth). All Cassiopeia approaches consistently
outperform Neighbor-Joining by both metrics.

gies. Moreover, we demonstrate Cassiopeia’s scalability for reconstructing trees that are beyond the

abilities of other maximum parsimony-based methods like Camin-Sokal as they currently have been

implemented.

2.3.4 Generalizing Cassiopeia to Alternative & Future Technologies

While previous single-cell lineage tracing applications have proposed methods for phylogenetic re-

construction, they have been custom-tailored to the experimental system, requiring one to filter out

common indels [236] or provide indel likelihoods [37]. We thus investigated how well Cassiopeia gen-

eralizes to other technologies with reconstructions of data generated with the GESTALT technology

applied to zebrafish development [178, 206] (Figure 2.6a, Figure 2.31). Comparing Cassiopeia’s

algorithms to Neighbor-Joining and Camin-Sokal (as applied in these previous studies [178, 206]),
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we find that Cassiopeia-ILP consistently finds the most parsimonious solution. Furthermore, the

Mean Majority Vote statistic also indicates that there is strong tissue-type enrichment as a function

of tree depth, agreeing with Camin-Sokal’s reconstruction which was used in the original study [206]

(Figure 2.6b). Together, these results clearly demonstrates Cassiopeia’s effectiveness for existing

alternative lineage tracing technologies.

After establishing Cassiopeia’s generalizability, we turned to investigating plausible next-generation

lineage tracers. Recently, base-editing systems (Figure 2.6c) have been proposed to precisely edit

A > G [84], C > T [149, 86] or possibly C > N (N being any base as in [107]). The promise

of base-editing lineage recorders is three-fold: first, a base editor would increase the number of

editable sites (as compared to the ones that rely on Cas9-induced double-strand breaks [37, 178,

236]) although at the expense of number of states (at best 4, corresponding to A, C, T, and G). Sec-

ond, a base-editing system would theoretically result in less dropout, since target site resection via

Cas9-induced double-strand breaks is far less likely [149]. Third, it is hypothesized that base-editors

would be less cytotoxic as it does not depend on inducing double strand breaks on DNA (although

this relies on effective strategies for limiting off-target base-editing of DNA and RNA [290]). To eval-

uate the application of base editors for lineage tracing, we tested the performance of Cassiopeia in

high-character, low-state regimes as would be the case in base editing (Figure 2.6c, see Methods).

Using simulations with parameters deduced by a recent base editor application [107], we demon-

strate that there appears to be an advantage of having more characters than states (Figure 2.6c).

Of note, we did not observe any substantial deviation in these simulations from our initial scalability

benchmarks in Figure 2.7. This suggests that base-editors may be a promising future direction for
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Figure 2.6: Generalizing Cassiopeia & future design principles of CRISPR-enabled lineage tracers. (a) Cassiopeia generalizes
to alternative lineage tracing methods, as illustrated with the analysis of data from GESTALT technology [178, 206]). In a comparison
of parsimony across Camin-Sokal, Neighbor-Joining, and Cassiopeia’s methods, the Steiner-Tree approach consistently finds more
parsimonious (i.e more optimal) solutions. Z-scores for each dataset are annotated over each tile. (b) Biological integrity of trees
for each Zebrafish from Raj et al. [206], inferred with Cassiopeia-ILP, was assessed using the mean membership statistic (Methods)
with respect to tissue type annotations from the original study. (c) Exploring information capacity of recorders with base-editors. A
theoretical base-editor was simulated for 400 cells and reconstructions with Cassiopeia-Hybrid, with and without priors. We compared
the accuracy of the reconstructions to the simulated tree using the triplets correct statistic. We describe the performance of Cassiopeia-
Hybrid as the number of characters was increased (and consequently number of states was decreased.)

lineage tracing from a theoretical perspective.

Another potentially promising design consideration concerns the range of character mutation
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rates and their variability across different target sites – a parameter that can be precisely engineered

[131]. In this design, one would expect the variability to help distinguish between early and late

branching points and consequently achieve better resolution of the underlying phylogeny [258, 134,

133]. We simulated “Phased Recorders" (Figure 2.32) with varying levels of target-site cutting vari-

ability and observe that this design allows for better inference when the distributions of mutation

probabilities are more dispersed (Figure 2.32b). This becomes particularly useful when one can

integrate accurate indel priors into Cassiopeia.

Overall, these results serve to illustrate how Cassiopeia and the simulation framework can be

used to explore experimental designs. While there inevitably will be challenges in new implementa-

tions, these analyses demonstrate theoretically how design parameters can be optimized for down-

stream tree inference. In this way, the combination of our algorithms and simulations enables others

to explore not only new algorithmic approaches to phylogenetic reconstruction but also new experi-

mental approaches for recording lineage information.

2.4 Discussion

In this study, we have presented three resources supporting future single-cell lineage tracing technol-

ogy development and applications. Firstly, we described Cassiopeia, a scalable and accurate max-

imum parsimony framework for inferring high-resolution phylogenies in single-cell lineage tracing

experiments. Next, we introduced a simulation approach for benchmarking reconstruction methods

and investigating novel experimental designs. Finally, we generated the largest and most diverse
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empirical lineage tracing experiment to date, which we present as a reference for the systematic

evaluation of phylogeny inference on real lineage tracing data. With the combination of these three

resources, we have demonstrated the improved scalability and accuracy of Cassiopeia over tradi-

tional approaches for single-cell lineage tracing data and have explored design principles for more

accurate tracing. To ensure broad use, we have made a complete software package, including the

algorithms, simulation framework, and a processing pipeline for raw data, all publicly available at

www.github.com/YosefLab/Cassiopeia.

The results highlighted in this manuscript demonstrate the variability in reconstruction accuracy

for each of Cassiopeia’s modules depending on the parameters. As introduced here, we suggest us-

ing Cassiopeia-ILP for small regimes (fewer than 200 cells) especially where there is low information

capacity, Cassiopeia-Greedy for extremely large regimes (10,000 cells and larger), and Cassiopeia-

Hybrid for intermediate regimes. Ideally, Cassiopeia-Hybrid could be run in all situations and tran-

sition appropriately between Cassiopeia-Greedy and -ILP depending on the complexity of the data.

While here we use the number of cells as the criterion for transitioning, we anticipate there is a

more consistent statistic (e.g. the entropy of a group of cells) for controlling the Cassiopeia-Hybrid

transition that will make Cassiopeia more intuitive and effective with handling real data.

Though we illustrate that Cassiopeia provides the computational foundation necessary for fu-

ture large-scale lineage tracing experiments, there are several opportunities for future improvement.

First, the inclusion of prior probabilities increases Cassiopeia’s performance only when parallel evo-

lution is likely (e.g. with a high per-character mutation rate or in low character-state regimes). While

maximum parsimony methods are attractive due to their non-parametric nature, future studies may

www.github.com/YosefLab/Cassiopeia
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build on our work here by developing more powerful approaches for integrating prior mutation rates

into maximum likelihood [69, 202] or Bayesian inference [118] frameworks, perhaps relying on recent

literature that seeks to predict indel formation probabilities [142, 40, 5]. Future work in this space may

also focus on using maximum parsimony solutions to further refine solutions in an effort to resolve

branch length as with GAPML [70] or with paired transcriptomic observations [293]. Second, there

exists a promising opportunity in developing new approaches for better handling of missing data.

Determining a model which explicitly distinguishes between stochastic and heritable missing data

may increase tree accuracy. Alternatively, adapting supertree methods (such as the Triple MaxCut

algorithm [224]) for lineage tracing data may be an interesting direction as they have been effective

for dealing with missing data (but only when this missing data is randomly distributed [286]). Aside

from computational approaches for dealing with missing data, it is still unclear how much missing

data is due to silencing, Cas9-resections, or stochastic dropout and experiments to elucidate the

contributions of each will be helpful to the future design of lineage tracers. Third, while we provide

theoretical and empirical evidence for our greedy heuristic, we note that there are opportunities for

developing other heuristics - for example, by considering mutations in many characters rather than

a single mutation as we do or using a distance-based heuristic.

The ultimate goal of using single-cell lineage tracers to create precise and quantitative cell fate

maps will require sampling tens of thousands of cells (or more), possibly tracing over several months,

and effectively inferring the resulting phylogenies. While recent studies [218] have highlighted the

challenges in creating accurate CRISPR-recorders, our results suggest that with adequate techno-

logical components and computational approaches complex biological phenomena can be dissected
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with single-cell lineage tracing methods. Specifically, we show that Cassiopeia and the benchmark-

ing resources presented here meet many of these challenges. Not only does Cassiopeia provide

a scalable and accurate inference approach, but also our benchmarking resources enable the sys-

tematic exploration of more accurate algorithms as well as more robust single-cell lineage tracing

technologies. Taken together, this work forms the foundation for future efforts in building detailed

cell fate maps in a variety of biological applications.

2.5 Methods

In vitro lineage tracing experiment

Plasmid design and cloning

The Cas9-mCherry lentivector, pHR-UCOE-SFFV-Cas9-mCherry(to be added to Addgene), was de-

signed for stable, constitutive expression of enzymatically active Cas9, driven by the viral SFFV pro-

moter, insulated with a minimal universal chromatin opening element (minUCOE), and tagged with

C-terminal, self-cleaving P2A-mCherry. PCTXX is derived from pMH0001 (Addgene Cat#85969,

active Cas9) with the BFP tag exchanged with mCherry. The P2A-mCherry tag was PCR ampli-

fied from pHR-SFFV-KRAB-dCas9-P2A-mCherry (Addgene Cat #60954; forward: GAGCAACG-

GCAGCAGCGGATCCGGAGCTACTAACTTCAG; reverse: ATATCAAGCTTGCATGCCTGCAGGTC

GACTTACTACTTGT ACAGCTCGTCCATGC) and inserted using Gibson Assembly (NEB) into SbfI/

BamHI-digested pMH0001 (active Cas9). Resulting plasmid was used for lentiviral production as
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described below.

The Target Site lentivector, PCT48 (available on Addgene), was derived from the reverse lentivector

PCT5 (available on Addgene) containing GFP driven by the EF1a promoter. The sequence of the

10X amplicon with most common polyA location is the following:

AATCCAGCTAGCTGTGCAGCNNNNNNNNNNNNNNATTCAACTGCAGTAATGCTACCT

CGTACTCACGCTTTCCAAGTGCTTGGCGTCGCATCTCGGTCCTTTGTACGCCGAAAA

ATGGCCTGACAACTAAGCTACGGCACGCTGCCATGTTGGGTCATAACGATATCTCTG

GTTCATCCGTGACCGAACATGTCATGGAGTAGCAGGAGCTATTAATTCGCGGAGGAC

AATGCGGTTCGTAGTCACTGTCTTCCGCAATCGTCCATCGCTCCTGCAGGTGGCCTA

GAGGGCCCGTTTAAACCCGCTGATCAGCCTCGACTGTGCCTTCTAGTTGCCAGCCAT

CTGTTGTTTGCCCCTCCCCCGTGCCTTCCTTGACCCTGGAAGGTGCCACTCCCACTG

TCCTTTCCTAATAAAAAAAAAAAAAAAAAAAAAAA

where N denotes our 14bp random integration barcode. PCT5 was digested with SfiI and EcoRI

within the 3’UTR of GFP. The Target Site sequence was ordered as a DNA fragment (gBlock,

IDT DNA) containing three Cas9 cut-sites and a high diversity, 14-basepair randomer (integration

barcode, or intBC). The fragment was PCR amplified with primers containing Gibson assembly

arms compatible with SfiI/EcoRI-digested PCT5 (forward: GATGAGCTCTACAAATAATTAATTAA-

GAATTCGTCACGAATCCAGCTAGCTGT; reverse: GGTTTAAACGGGCCCTCTAGGCCACCTGCA
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GGAGCGATGG). The amplified Target Site fragment was inserted into the digested PCT5 backbone

using Gibson Assembly. The assembled lentivector library was transformed into MegaX competent

bacterial cells (Thermo Fisher) and grown in 1L of LB with carbenicillin at 100 µg/mL. Lentivector

plasmid was recovered and purified by GigaPrep (Qiagen), and used for high-diversity lentiviral pro-

duction as described below.

The triple-sgRNA-BFP-PuroR lentivector, PCT61 (available on Addgene), is derived from pBA392

(available on Addgene) as previously described [3, 130] containing three sgRNA cassettes driven by

distinct U6 promoters and constitutive BFP and puromycin-resistance markers for selection. Impor-

tantly, the three PCT61 sgRNAs are complementary to the three cut-sites in the PCT48 Target Site.

To slow the cutting kinetics of the sgRNAs to best match the timescale involved in the in vitro lineage

tracing experiments [37], the sgRNAs contain precise single-basepair mismatches that decrease

their avidity for the cognate cut-sites [91]. The triple-sgRNA lentivector was cloned using four-way

Gibson assembly as described in [130]. Resulting plasmid was used for lentiviral production as

described below.

Cell culture, DNA transfections, viral preparation, and cell line engineering

A549 cells (human lung adenocarcinoma line, ATCC CCL-185) and HEK293T were maintained in

Dulbecco’s modified eagle medium (DMEM, Gibco) supplemented with 10% FBS (VWR Life Science

Seradigm), 2 mM glutamine, 100 units/mL penicillin, and 100 µg/mL streptomycin. Lentivirus was

produced by transfecting HEK293T cells with standard packaging vectors and TransIT-LTI trans-
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fection reagent (Mirus) as described in ([3]). Target Site (PCT48) lentiviral preparations were con-

centrated 10-fold using Lenti-X Concentrator (Takara Bio). Viral preparations were frozen prior to

infection. Triple-sgRNA lentiviral preparations were titered and diluted to a concentration to yield

approximately 50% infection rate.

To construct the lineage tracing-competent cell line, A549 cells were transduced by serial lentiviral

infection with the three lineage tracing components: (1) Cas9, (2) Target Site, and (3) triple-sgRNAs.

First, A549 cells were transduced by Cas9 (mCherry) lentivirus and mCherry+ cells were selected to

purity by fluorescence-activated cell sorting on the BD FACS Aria II. Second, A549-Cas9 cells were

transduced by concentrated Target Site (GFP) lentivirus and GFP+ cells were selected by FACS;

after sorting, Target Site infection and sorting were repeated two more times for a total of three serial

lentiviral transfections, sorting for cells with progressively higher GFP signal after each infection.

This strategy of serial transfection with concentrated lentivirus yielded cells with high copy numbers

of the Target Site, which were confirmed by quantitative PCR. Third, A549 cells with Cas9 and Tar-

get Site were transduced by titered triple-sgRNA (BFP-PuroR) lentivirus and selected as described

below.

In vitro lineage tracing experiment, single-cell RNA-seq library preparation, and sequencing

One day following triple-sgRNA infection, cells were trypsinized to a single-cell suspension and

counted using an Accuri cytometer (BD Biosciences). Approximately 25 cells were plated in a single

well of a 96-well plate. Seven days post-infection, cells were trypsinized and split evenly into two
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wells of a 96-well plate. Cells stably transduced by triple-sgRNA lentivirus were selected by adding

puromycin at 1.5 µg/mL on days 9 and 11 post-infection; puromycin-killed cells were removed by

washing the plate with fresh medium. After 14 days, cells were trypsinized and split evenly for a

second time into four wells of a 6-well plate. Finally, after 21 days in total, cells from the four wells

were trypisinized to a single-cell suspension and collected.

Cells were washed with PBS with 0.04% w/v bovine serum albumin (BSA, New England Biolabs),

filtered through 40 µm FlowMi filter tips filter tips (Bel-Art), and counted according to the 10x Ge-

nomics protocol. Approximately 14,000 cells per sample were loaded (expected yield: approximately

10,000 cells per sample) into the 10x Genomics Chromium Single Cell 3’ Library and Gel Bead Kit v2,

and cDNA was reverse-transcribed, amplified, and purified according to the manufacturer’s proto-

col. Resulting cDNA libraries were quantified by BioAnalyzer, yielding the expected size distribution

described in the manufacturer’s protocol.

To prepare the Target Site amplicon sequencing library, resulting amplified cDNA libraries were

further amplified with custom, Target Site-specific primers containing P5/P7 Illumina adapters and

sample indices (forward: CAAGCAGAAGACGGCATACGAGATXXXXXXXX GTCTCGTGGGCTCG-

GAGATGTGTATAAGAGACAGAATCCAGCTAGCTGTGCAGC;

reverse: CAAGCAGAAG ACGGCATACGAGATXXXXXXXXGTCTCGTGGGCTCGGAGATGTGT

ATAAGAGACAGGCATGGACGAGCTGTACAAGT; “X" denotes sample indices). PCR amplification

was performed using Kapa HiFi HotStart ReadyMix, as in [3], according to the following program:
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melting at 95ºC for 3 minutes, then 14 cycles at 98ºC for 15 seconds and 70ºC for 20 seconds.

Approximately 12 fmol of template cDNA were used per reaction; amplification was performed in

quadruplicate to avoid PCR-induced library biases, such as jack-potting. PCR products were re-

pooled and purified by SPRI bead selection at 0.9x ratio and quantified by BioAnalyzer.

Target Site amplicon libraries were sequenced on the Illumina NovaSeq S2 platform. Due to the

low sequence complexity for the Target Site library, a phiX genomic DNA library was spiked in at

approximately 50% for increased sequence diversity. The 10x cell barcode and unique molecu-

lar identifier (UMI) sequences were read first (R1: 26 cycles) and the Target Site sequence was

read second (R2: 300 cycles); sample identities were read as indices (I1 and I2: 8 cycles, each).

Over 550M sequencing clusters passed filter and were processed as described below. All raw and

processed data are available through GEO Series accession GSE146712.

Processing Pipeline

Read Processing

Each target site was sequenced using the Illumina Nova-seq platform, producing 300bp long-read

sequences. The Fastq’s obtained were quantitated using 10x’s cellranger suite, which simultane-

ously corrects cell barcodes by comparing against a whitelist of 10x’s approved cell barcodes.

For each cell, a consensus sequence for each unique molecule identifier (UMI) was produced by
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collapsing similar sequences, defined by those sequences differing by at most 1 Levenshtein dis-

tance. A directed graph is constructed, where sequences with identical UMI’s are connected to one

another if the sequences themselves differ by at most one Levenshtein distance. Then, UMI’s in this

network are collapsed onto UMI’s that have greater than or equal number of reads. This produces

a collection of sequences indexed by the cell barcode and UMI information (i.e. there is a unique

sequence associated with each UMI).

Before aligning all sequences to the reference, preliminary quality control is performed. Specifi-

cally, in cases where UMI’s in a given cell still have not been assigned a consensus sequence, the

sequence with the greatest number of reads is chosen. UMIs with fewer than 2 reads are filtered

out, and cells with fewer than 10 UMIs are filtered out as well. Finally, a filtered file in Fastq format

is returned.

Allele Calling

Alignment is performed with Emboss’s Water local alignment algorithm. Optimal parameters were

found by performing a grid search of gap open and gap extend parameters on a set of 1,000 simu-

lated sequences, comparing a global and local alignment strategy. We found a gap open penalty of

20.0 and a gap extension penalty of 1.0 produced optimal alignments. The “indels" (insertions and

deletions resulting from the Cas9 induced double-strand break) at each cut site in the sequences

are obtained by parsing the cigar string from the alignments. To resolve possible redundancies in

indels resulting from Cas9 cutting, the 5’ and 3’ flanking 5-nucleotide context is reported for each
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indel.

UMI Error Correction

To correct errors in the UMI sequence either introduced during sequencing, PCR preparation, or

data processing, we leverage the allele information. UMIs are corrected within groups of identical

cell barcode-integration barcode pairs (i.e. we assume that only UMIs encoding for the same intBC

in a given cell can be corrected). We reason that ideally, for a given integration barcodes, a cell will

only report one sequence, or allele. Within these “equivalence classes," UMIs that differ by at most

1 Levenshtein distance (although this number can be user-defined) are corrected towards the UMI

with a greater number of reads.

Cell-based Filtering

With the UMI corrected and indels calculated, the new “molecule table" is subjected to further quality

control. Specifically, UMIs are filtered based on the number of reads (dynamically set to be the 99th

percentile of the reads divided by 10), integration barcodes (denoting a particular integration site)

can be error corrected based on a minimum hamming distance and identical indels (referred to as

alleles), and in the case where multiple alleles are associated with a given integration barcode a

single allele is chosen based on the number of UMIs associated with it.
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Calling Independent Clones

Collections of cells part of the same clonal population, are identified by the set of integration barcodes

each cell contains. Because all cells in the same clone are clonal, we reasoned that cells in the

same clone should all share the same set of integration barcodes that the progenitor cell contained.

Because of both technical artifacts (e.g. sequencing errors, PCR amplification errors) and biological

artifacts (e.g. bursty expression, silenced regions) however, rather than looking for sets of non-

overlapping sets, we perform an iterative clustering procedure. We begin by selecting the intBC that

is shared amongst the most cells and assign any cell that contains this barcode to a cluster and

remove these cells from the pool of unassigned cells. We perform this iteratively until at most k

percent (in our case defined as .5% of cells are unassigned, which we assign to a “junk" clone.

Using the set of integration barcodes for each clone, we are able to identify doublets that consist

of cells from different clones. Finally, after identifying doublets, to further filter out low quality inte-

gration barcodes, for each clone integration barcodes that are not shared by at least 10% of cells in

a given clone are filtered out, producing the final allele table.

Guidelines for Final Quality Control

The thresholds discussed above are heuristic choices determined based on our hands-on expe-

rience with this type of target-site library processing. However, these thresholds will undoubtedly

change depending on the sequencer used, the sequencing depth of the library, and the biological

use case. For these reasons, we suggest that it is more effective to ensure that the final quality
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control numbers indicate that the library was processed sufficiently.

We present distributions for the metrics we find to be the most useful in Figure 2.23: the UMIs

per cellBC as a measure for how well sampled a cell is in (a), the reads per UMI as a measure for

how confident one is of the UMI sequence in (b), UMIs per intBC as a measure for how confident one

is of the called allele and intBC in (c), and a comparison of the number of UMIs versus the number

of reads in (d), as a way of quickly assessing if there are any outlier UMIs.

Because this library was sequenced quite deeply, we do not expect typical applications to afford

this degree of certainty. Instead, we suggest that cells should have at least 10 target-site UMIs, the

reads/UMI distribution should have a mean at around 100-200 reads, and each intBC should have at

least 5-10 UMIs associated with it. Cassiopeia’s processing pipeline creates figures for each of these

statistics after filtering and close attention should be paid to these figures during the processing of

the target-site sequencing data.

Filtering of clones for Reconstruction

We filtered out clones upon two criteria: firstly, we removed clone 1 as we deduced that it had two

defective guides; secondly, we removed lineages that reported fewer than 10% unique cells (thus

removing clone 7). The remainder of clones were reconstructed.

Estimation of Per Character Mutation Rates

To estimate mutation rates per clone, we assume that every target site was mutated at the same

rate and independently of one another across 15 generations. Assuming some mutation rate, p,
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per character, we know that the probability of not observing a mutation in d generations is (1− p)d

in a given character and that the probability of observing at least 1 mutation in that character is

1−(1−p)d. Then, giving this probability 1−(1−p)d = m can be used as a probability of observing

a mutated character in a cell and model the number of times a character appears mutated in a cell

as a binomial distribution where the expectation is simply nm where n is the number of characters.

Said simply, given this model, one would expect to see nm characters mutated in a cell). In this

case, the empirical expectation is the mean number of times a given character appeared mutated in

a cell (averaged across all cells), which we denote as K and propose that

K = nm = n ∗ (1− (1− p)d)

and thus p, the mutation rate, is

p = 1− (1−K/n)d

Bulk Cutting Experiment to Determine Prior Probabilities of Indel Formation

Two and four days following triple-sgRNA (PCT61) infection, infected cells were selected by adding

puromycin at 1.5µg/mL; puromycin-killed cells were removed by washing the plate with fresh medium.

Cells were split every other day, and 500k cells were collected on days 7, 14, and 28. Frozen cell pel-

lets were lysed and the genomic DNA was extracted and purified by ethanol precipitation. The PCT48

Target Site locus was PCR amplified from genomic DNA samples (forward: TCGTCGGCAGCGTCA-
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GATGTGTATAAGAGACAGAATCCAGCTAGCTGTGCAGC; reverse: GTCTCGTGGGCTCGGAGAT-

GTGTATAAGAGACAGTCGAGGCTGATCAGCG) and further amplified to incorporate Illumina adapters

and sample indices (forward: AATGATACGGCGACCACCGAGATCTACACXXXXXXXXTCGT

CGGCAGCGTCAG; reverse: CAAGCAGAAGACGGCATACGAGATXXXXXXXXGTCTCGTGGG

CTCGGAG; “X" denotes sample indices). The subsequent amplicon libraries were sequenced on an

Illumina MiSeq (paired end, 300 cycles each). Sequencing data was analyzed as described below.

Determining Prior Probabilities of Indel Formation

To determine the prior probabilities of edits, we leverage the fact that we have access to a large set

of target sites (or intBCs) with a similar sequence (apart from the random barcode at the 5’ end);

namely, a total of 117 intBC across the 11 clones. To compute the prior probability for a given indel,

we compute the empirical frequency of observing this mutation out of all unique edits observed.

Specifically, we compute the prior probability of a given indel s, qs as the following:

qs =
f(s)

|I|

where f(s) is the number of intBC’s that had s in at least one cell and |I| is the number of intBCs

that are present in the dataset.

As further support for this method, we used the bulk experiment consisting of many separately en-

gineered A549 cells, as described in the previous section. The advantage of the bulk experiment is
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that we have access to substantially more intBCs (> 10k), thus providing a more robust estimation

of qs. We therefore employed the same approach to estimate indel formation rates from the bulk

data and find that the resulting rates correlate well with the indel rates estimated from the single cell

lineage tracing experiment (Figure 2.26).

Doublet Detection

Methods to Detect Doublets

We hypothesized that doublets could come in two forms and that we could use various components

of the intBC data structure to identify them. Namely, doublets could be of cells from the identical

clone, here dubbed “intra-doublets", or doublets could be of cells from separate clones, here dubbed

“inter-doublets."

In the case of “intra-doublets", we can utilize the fact that these cells will have a large overlap in

their set of intBCs but will report “conflicting" alleles for each of these intBCs. Thus, to identify these

doublets, we calculate the percentage of UMIs that are conflicting in each cell. Explicitly, for each

cell we iterate over all intBCs and sum up the number of UMIs that correspond to an allele that con-

flicts with the more abundant allele for a given intBC; we then use the percentage of these UMIs to

identify doublets. We perform this after all UMI and intBC correction in hopes of calling legitimate

conflicts.
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To deal with “inter-doublets", we developed a classifier that leverages the fact that cells from dif-

ferent clones should have non-overlapping intBC sets. While this is the ideal scenario, often times

intBCs are shared between clones for one of two reasons (1) the clustering assignments are noisy or

(2) the transfections of intBCs resulted in two cells receiving the same intBC, even though cells are

supposed to be progenitors of separate clones. Our strategy is thus: for each cell ci ∈ C calculate

a “membership statistic", mi,k for each clone lk ∈ L. The membership statistic is defined as so:

mi,k =

∑
j∈Ik δ(i, j)p(j, k)∑

j∈Ik(p(j, k))

where Ik is the set of intBCs for the clone lk and p(j, k) is the prevalence rate of the intBC j in

lk. We use δ(i, j) as an indicator function for whether or not we observed the intBC j in the cell ci.

Intuitively, this membership statistic is a weighted similarity for how well the cell fits into each clone,

where we are weighting by how much we are able to trust the intBC that is observed in the cell. To

put all on the same scale, we normalize by total membership per cell, resulting in our final statistic,

m′
i,k =

mi,k∑k
k′=0 mi,k′

We then filter out doublets whose m′ for their classified clone falls below a certain

threshold.

Simulation of Doublets

We simulated two datasets to test our methods for identifying doublets and to find the optimal crite-

rion on which to filter out doublets. To test this strategy, we took a single clone from our final Allele

Table (the table relating all cells and their UMIs to clones) and formed 200 doublets by combining
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the UMIs from two cells. We generated 20 of these datasets, and noted which cells were artificially

introduced doublets.

Contrary to the strategy for simulating doublets from the same clone, we created artificial “inter"

doublets from the final Allele Table by combining doublets from two different clones. Similarly, we

generated 20 synthetic datasets each with 200 of these artificial doublets.

Identification of Decision Rule

To identify the optimal decision rule for calling both types of doublets, we tested decision rules ranging

from 0 to 1.0 at 0.05 intervals and calculated the precision and recall at each of these rules. Taking

these results altogether, we provide an optimal decision rule where the F-measure (or the weighted

harmonic mean of the precision and recall) of these tests is maximal.

Algorithmic Approaches For Phylogenetic Reconstruction

One way to approach the phylogenetic inference problem is to view each target site as a “character"

that can take on many different possible “states" (each state corresponding to an indel pattern in-

duced by a CRISPR/Cas9 edit at the target site). Formally, these observations can be summarized in

a “character matrix", M ∈ Rn,m, which relates the n cells by a set of charactersχ = {χ1, ...,χm}

where each character χi can take on some ki possible states. Here, each sample, or cell, can be

described as a concatenation of all of their states over characters in a “character string". From this
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character matrix, the goal is to infer a tree (or phylogeny), where leaf nodes represent the observed

cells, internal nodes represent ancestral cells, and edges represent a mutation event.

We first propose an adaption of a slow, but accurate, Steiner-Tree algorithm via Integer Lineage

Programming (ILP) to the lineage tracing phylogeny problem. Then, we propose a fast, heuristic-

based greedy algorithm which simultaneously draws motivation from classical perfect phylogeny

algorithms, and the fact that mutations can only occur unidirectionaly from the unmutated, or s0

state. Lastly, we combine these two methods and present a hybrid method, which presents better

results than our greedy approach, yet remains feasible to run over tens of thousands of cells.

Adaptation to Steiner Tree Problem

Steiner Trees are a general problem for solving for the minimum weight tree connecting a set of

target nodes. For example, if given a graph G = (V,E) over some V vertices and E edges, finding

the Steiner-Tree over all v ∈ V would amount to solving for the minimum spanning tree (MST) of

G. While there exist polynomial time algorithms for the minimum-spanning tree, the general Steiner

Tree problem, where the set of targets T ⊆ V is designated, is NP-hard.

Previously, Steiner-Trees have been suggested to solve for the maximum parsimony solution

to the phylogeny problem. Here, the graph would consist of all possible cells (both observed and

unobserved) and each edge would consist of a possible evolutionary event connecting two states

(e.g. a mutation). Generally, given a set of length-l binary “character-strings" (recall that these

are the concatenation of all character states for a given sample), we can solve for the maximum
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parsimony solution by finding the optimal Steiner Tree over the 2l hypercube (i.e. graph). As a result,

by converting our multi-state characters to binary characters via one hot encoding, theoretically,

we should be able to compute the most parsimonious tree which best explains the observed data.

However, in practice this method turns out to be infeasible, as we deal with hypercubes of size

O(2mn), where m is the number of characters, and n is the number of states. In the following,

we will propose a method for estimating the underlying search space, providing us with a feasible

solvable instance and a formulation of an Integer-Linear Programming (ILP) problem to solve for the

optimal Steiner-Tree.

Approximation of Potential Graph

We first begin by constructing a directed acyclic graph (DAG) G, where nodes represent cells. We

then take the source nodes, or nodes with in-degree 0, of G, and for each pair of source nodes,

consider the latest common ancestor (LCA) they could have had. This LCA has an unmutated state

for character χi if they disagree across two source nodes, and the same state as the two source

nodes if they agree in value. If the edit distance between these two cells is below a certain threshold

d, we add the LCA to G, along with directed edges to the two source nodes, weighted by the edit

distance between the parent and the source. We repeat this process until only one node remains

as a source: the root.

One may think that this step explodes with O(n2) complexity at each stage, where n is the

number of source nodes in each prior stage, as we consider all pairs of source nodes. However, we

note that the number of mutations per latest common ancestor is always less than both children, and



59

therefore, we eventually converge to the root. Therefore, when dealing with several hundred cells,

the potential graph is feasible to calculate.

Furthermore, to add scalability to the approximation of the Potential Graph, we allow the user

to provide a “maximum neighborhood size" which will be used to dynamically solve for the optimal

LCA distance threshold d to use. One may think of this as the maximum memory or time allowed for

optimizing a particular problem. Since the size of the Potential Graph can grow quite large in regards

to the number of nodes, we iteratively create potential graphs for various threshold d and at each

step ensure that the number of nodes in the network does not exceed the maximum neighborhood

size provided. If at any point the number of nodes does exceed this maximum size, we return the

potential graph inferred for an LCA threshold of d− 1.

Formulation of Integer Linear Programming Problem

Given our initial cells, S , the underlying potential graph drawn from such cells,G, and the final source

node, or root, r from G, we are interested in solving for T = SteinerTree(r, S,G). We apply an

integer linear programming (ILP) formulation of Steiner Tree, formulated in terms of network flows,

with each demand being met by a flow from source to target. Below we present the Integer Linear

Programming formulation for Steiner Tree. We use Gurobi [97], a standard ILP solver package
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minimize
∑

(u,v)∈E

dbuv · w(u, v)

subject to
∑

(u,v)∈E

duv −
∑

(v,w)∈E

dvw = 0 ∀v /∈ S ∪ {r}

∑
(r,w)∈E

drw = −|S|

∑
(u,s)∈E

dus = 1 ∀s ∈ S

dbuv ≥
duv
|S|

∀(u, v) ∈ E

duv ∈ {0, .., |S|} ∀(u, v) ∈ E

dbuv ∈ {0, .., 1} ∀(u, v) ∈ E

Each variable duv denotes the flow through edge (u, v), if it exists; each variable dbuv denotes whether

(u, v) is ultimately in the chosen solution sub-graph. The first constraint enforces flow conservation,

and hence that the demands are satisfied, at all nodes and all conditions. The second constraint re-

quires |S| units of flow come out from the root. The third constraint requires that each target absorb

exactly one unit of flow. The fourth constraint ensures that if an edge is used at any condition, it is

chosen as part of the solution.

Below we explicitly define the algorithm in pseudocode.
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1: function ilp-solver(cells = S)
2: Potential Graph G← BUILD-POTENTIAL-GRAPH(S)
3: if G == None then
4: return GREEDY-SOLVER(S)
5: r ← root of G
6: T ← STEINER-TREE(r,G, S) ▷ Steiner Tree ILP Solver
7: return T

8: function build-potential-graph(cells = S, max lca length = k, max neighborhood size = N )
9: T0 = None

10: for all d ∈ [1, k] do
11: T ← DiGraph()
12: for all s ∈ S do
13: T ← T ∪ {s}
14: sources← all source nodes in T
15: while len(sources) > 1 do
16: for all v1, v2 ∈ sources do
17: lca← latest common ancestor of v1, v2
18: if dist(lca, v1) + dist(lca, v2) ≤ d then
19: T ← T ∪ {(lca, v1), (lca, v2)}
20: sources← all source nodes in T
21: if len(sources) ≥ N then
22: return Td−1

23: Td ← T
24: return T

Stability Analysis of the Maximum Neighborhood Size Parameter

To evaluate the stability of the user-defined maximum neighborhood size parameter, we assessed

the accuracy of the reconstructions for parameters varying from 800 to 14, 000. We used trees simu-

lated under default conditions (400 samples, 40 characters, 40 states per character, 11 generations,

2.5% mutation rate per character, and a mean dropout rate of 17%). The accuracy of trees were

compared to the tree generated with a parameter of 14, 000 using the triplets correct statistic. We
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used 10 replicates to provide a sense for how stable a given accuracy is.

In addition to providing measures of accuracy, we also provide the optimal LCA threshold d found

for a given maximum neighborhood size during the inference of these potential graphs. Using these

analysis, we found that a maximum neighborhood size of 10, 000 nodes seemed to be an ideal

tradeoff between scalability and accuracy (as it is in the regime where accuracy saturates) for our

default simulations. This corresponded to a mean LCA threshold, d, of approximately 5.

Heuristic-Based Greedy Method

On Perfect Phylogeny & Single Cell Lineage Tracing

In the simplest case of phylogenetics, each character is binary (i.e. ki = 2, ∀i ∈ m) and can

mutate at most once. This case is known as "perfect phylogeny" and there exist algorithms (e.g. a

greedy algorithm by Dan Gusfield [98]) for identifying if a perfect phylogeny exists over such cells,

and if so find one efficiently in time O(mn), where m is the number of characters and n are the

number of cells. However, several limitations exist with methods such as Gusfield’s algorithm. One

potential problem in using existing greedy perfect phylogeny algorithms for lineage tracing is that

they require the characters to be binary. Indeed, if the characters are allowed to take any arbitrary

number of states, the perfect phylogeny problem becomes NP-hard. However, while the number of

states (CRISPR/Cas9-induced indels at a certain target site) in lineage tracing data can be large,

these data benefit from an additional restriction that makes it more amenable for analysis with a

greedy algorithm. Below, we show that because the founder cell (root of the phylogeny) is unedited
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(i.e. includes only uncut target sites) and that the mutational process is irreversible, we are able to

theoretically reduce the multi-state instance (as observed in lineage tracing) to a binary one so that

it can be resolved using a greedy algorithm.

A second remaining problem in using these perfect phylogeny approaches is that we cannot

necessarily expect every mutation to occur exactly once. In theory, it may happen that the same indel

pattern is induced in exactly the same target site on two separate occasions throughout a lineage

tracing experiment, especially if a large number of cell cycles takes place. A final complicating

factor is that these existing greedy algorithms often assume that all character-states are known,

whereas lineage tracing data is generated by single-cell sequencing, which often suffers from limited

sensitivity and an abundance of “dropout" (stochastic missing data) events.

The Greedy Algorithm

We suggest a simple heuristic for a greedy method to solve the maximum parsimony phylogeny

problem, motivated by the classical solution to the perfect phylogeny problem and irreversibility of

mutation. Namely, we consider the following method for building the phylogeny: Given a set of cells,

build a tree top-down by splitting the cells into two subsets over the most frequent mutation. Repeat

this process recursively on both subsets until only one sample remains.

Formally, we choose to split the dataset into two subsets, Oi,j and Oi,j , such that Oi,j contains

cells carrying mutation sj in χi, and Oi,j contains cells without sj in χi. We choose i, j based on

the following criteria:
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i, j = argmax
i,j

ni,j

where ni,j is the number of cells that carry mutation sj in characterχi. We continue this process

recursively until only one sample exists in each subset. We note that this method operates over cells

with non-binary states, solving the first of problems addressed earlier.

A major caveat exists with methods such as the greedy method proposed by Gusfield, as well

as the one proposed by us thus far: namely, they assume all character states are known (i.e. no

dropout). However, in our practice, we often encounter dropout as a consequence of Cas9 cutting or

stochastic, technical dropout due to the droplet-based scRNA-seq platform. To address this problem

in our greedy approach, during the split stage, these cells are not initially assigned to either of the

two subsets, Oi,j or Oi,j . Instead, for each individual sample which contains a dropped out value

for chosen split characterχi, we calculate the average percentage of mutated states shared with all

other cells in Oi,j and Oi,j respectively, and assign the sample to the subset with greater average

value.

Appending the dropout resolution stage with the initial split stage, we present our greedy algo-

rithm below in its entirety.
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1: function greedy-solver(cells = S, prior probabilities = p)
2: if len(S) = 1 then
3: return S
4: root← latest common ancestor across all S
5: i, sj ← maximally occurring character mutation pair in S weighted by priors p
6: Oi,j ← all cells in S with mutation sj in χi

7: Oi,j ← all cells in S without mutation sj in χi and without dropout for χi

8: Di ← all cells in S with dropout for χi ▷ Note Oi,j ∪Oi,j ∪Di = S
9: for all s ∈ Di do

10: if s shares more mutated states on average with cells in Oi,j over Oi,j then
11: Oi,j ← Oi,j ∪ {s}
12: else
13: Oi,j ← Oi,j ∪ {s}
14: TL, TR ← GREEDY-SOLVER(Oi,j, p), GREEDY-SOLVER(Oi,j, p)
15: rL, rR ← root of TL, TR respectively
16: T ← TL ∪ TR ∪ {root}
17: T ← T ∪ {(root, rL), (root, rR)}
18: return T

Overall, this method is very efficient, and scales well into tens of thousands of cells. Below, we

show via proof below that this algorithm can find perfect phylogeny if one exists.

Cassiopeia-Greedy Algorithm Can Solve Multi-State Perfect Phylogeny

Here we show that while not required, Cassiopeia can solve the multi-state perfect phylogeny prob-

lem optimally. Importantly, however, Cassiopeia’s effectiveness makes no assumption about perfect

phylogeny existing in the dataset but rather leverages this concept to provide a heuristic for scaling

into larger datasets.

To show how Cassiopeia’s greedy method can solve perfect phylogeny optimally, we begin by

introducing a few clarifying definitions prior to the main theorem. We define M as the original n cells
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by n character k-state matrix (i.e. entries ∈ {s0, . . . , sk−1}). We say M has a zero root perfect

phylogeny if there exists a tree T over its elements and character extensions such that the state of

the root is all zeros and every character state are mutated into at most once. In addition, we assume

that all non-leaf nodes of T have at least two children (i.e. if they only have one child, collapse two

nodes into one node). Finally, we offer a definition for character compatibility:

Definition 1. (Character Compatibility). For a pair of binary characters, (χ1,χ2), where the sets

(O1, O2) contain the sets of cells mutated for χ1 and χ2, respectively, we say that they are com-

patible if one of the following is true:

• O1 ⊆ O2

• O2 ⊆ O1

• O1 ∩O2 = ∅

This definition extends to multi-state characters as well, assuming they can be binarized.

Before proving the main theorem, we first prove the following lemma:

Lemma 1. If M has a perfect phylogeny, then the most frequent character, mutation pair appears

on an edge from the root to a direct child node.

Proof. WLOG let χi : s0 → sj denote the maximally occurring character, mutation pair within M .

Suppose by contradiction that this mutation does not appear on an edge directly from root to a child,
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but rather on some edge (u, v) that is part of a sub-tree whose root r∗, is a direct child of the root.

As r∗ has at least two children, this implies that the mutation captured from the root to r∗ must be

shared by strictly more cells than χi : s0 → sj , thereby reaching a contradiction on χi : s0 → sj

being the maximally occurring mutation.

Theorem 1. The greedy algorithm accurately constructs a perfect phylogeny over M if one exists.

Proof. We approach via proof by induction. As a base case, a single is trivially a perfect phylogeny

over itself.

Now suppose by induction that for up to n − 1 cells, if there exists a perfect phylogeny T over

such cells, then the greedy algorithm correctly returns the perfect phylogeny. Consider the case of

n cells. By the above lemma, we know we can separate these n cells into two subsets based on

the most frequent character, mutation pair χi : s0 → sj , Oi,j and Oi,j , where Oi,j contains cells

with mutation sj over χi, and Oi,j = M −Oi,j . By induction, the greedy algorithm correctly returns

two perfect phylogenies over Oi,j and Oi,j , which we can merge at the root, giving us a perfect

phylogeny over n cells.

Accounting for Prior Probability of Mutations

In most situations, the probability of mutation to each distinct state may not be uniform (i.e. character

χ1 mutating from the unmutated state s0 to state s4 may be twice as likely as mutating to state s6).

Therefore, we incorporate this information into choosing which character and mutation to split over
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based on the following criteria:

i, j = argmin
i,j

pi(s0, sj)
f(ni,j)

where pi(s0, sj) is the probability that character χi mutates from the unmutated state s0 to sj and

f(ni,j) is some transformation of the number of cells that report mutation j in character i that is

supposed to reflect the future penalty (number of independent mutations of character i to state j)

we will have to include in the tree if we do not pick i, j as our next split. After a comparison of

5 different transformations (Figure 2.21), we find that f(ni,j) = ni,j gives the best performance,

leaving us with the following criteria for splittings:

i, j = argmin
i,j

pi(s0, sj)
ni,j

A Hybrid Method for Solving Single Cell Lineage Tracing Phylogenies

Due to the runtime constraints of the Steiner Tree Method, it is infeasible for such method to scale to

tens of thousand of cells. Therefore, we build a simple hybrid method which takes advantage of the

heuristic proposed in the greedy algorithm and the theoretical optimality of the Steiner Tree method.

Recall that in the greedy method, we continued to choose splits recursively until only one sam-

ple was left per subset. In this method, rather than follow the same process, we choose a cutoff for

each subset (e.g. 200 cells). Once a subset has reached a size lower than said cutoff, we feed each

individual subset into the Potential Graph Builder and Steiner Tree solver, which compute an optimal

phylogeny for the subset of cells. After an optimal subtree is found, we merge it back into the greedy
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tree. Therefore, we build a graph whose initial mutations are chosen from the greedy method, and

whose latter mutations are chosen more precisely via the Steiner Tree approach.

Below we present a pseudo-code algorithm for the hybrid method. We note the slight difference

in greedy from before. Namely, greedy additionally accepts a cutoff parameter, and in addition to

returning a network built up to that cutoff, returns all subsets that are still needed to be solved.

1: function Cassiopeia-Hybrid(cells = S, greedy cutoff = g)
2: T ,S ← GREEDY-SOLVER(S, g)
3: for all S ′ ∈ S do
4: T ← T ∪ ILP-SOLVER(S ′)

5: return T

This approach scales well when each instance of Steiner Tree is ran on an individual thread, and

thus often takes only a few hours to run on several thousand cells.

Theoretical Analysis of Parallel Evolution

Estimating First and Second Moments of Double Mutations

Expected Number of Double Mutations. Under the framework of our simulation, we assume that

each at each generation, every cell divides, and then each character of each cell undergoes random

mutation independently. Let p be the probability that a particular character mutates, and q be the

probability the character took on a particular mutated state given that it mutated. Let T be the true

phylogenetic tree over the samples. According to our model, T must be a full binary tree, and the

samples are leaves of T . Let X be the total number of times a particular mutation occurred in the
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T . Let Xu,v be an indicator variable for edge (u, v) such that:

Xu,v =


1 if a mutation occurs on edge (u, v)

0 otherwise

Let h be the height of the T , which is equalled to the number of generations. If v is at depth d in

T , then the probability that a mutation occurs at (u, v) is pq(1− p)d−1. Since there are 2d nodes at

depth d, we have:

E(X) =
∑

(u,v)∈T

E(Xu,v)

=
h∑

d=1

2dpq(1− p)d−1

=
2pq((2− 2p)h − 1)

1− 2p

(Eq. 1)

Let n = 2h is the number of cells in our sample. If p > 0.5, E(X) ≤ 2pq/(2p − 1), if p = 0.5,

E(X) = 2pqh = O(log n), and if p < 0.5, E(X) = O(n
1

log2 2−2p ). Moreover, for fixed h, E(X) has

a single peak for p ∈ [0, 1], meaning that it increases with p for sufficiently small values of p, and

always increases with q. Intuitively, this is because E(X) is small if 1) p is small enough that the

character never mutates much throughout the experiment or 2) p is large enough that most mutations

occur near the top of the tree, resulting in the extinction of unmutated cells early in the experiment.

While E(X) peaks for values of p in between, it is always directly proportional to q because X is

simply equalled to q time the number of times the character mutated.
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Variance of Double Mutations. We can compute the variance as:

V ar(X) = E(X2)− E(X)2

= 2
∑

(u,v) ̸=(u′,v′)

E(Xu,vXu′,v′) + E(X)− E(X)2

To compute E(Xu,vXu′,v′), we note that for a given pair of edges (u, v) and (u′, v′), such that

LCA(u, u′) is at depth d, u is at depth d+ l, and u′ is at depth l+ k, the probability that a mutation

occurred on both edges is p2q2(1− p)d+l+k. Thus, we have:

∑
(u,v) ̸=(u′,v′)

E(Xu,vXu′,v′) =
h−1∑
d=0

2d
h−d−1∑
k=0

h−d−1∑
l=0

2l+kp2q2(1− p)d+l+k

= p2q2
h−1∑
d=0

(2− 2p)d(
h−d−1∑
k=0

(2− 2p)k)2

=
p2q2

(2p− 1)2

h−1∑
d=0

(2p− 2)d((2p− 2)(h−d) − 1)2

≤ p2q2

(2p− 1)2

h−1∑
d=0

(2p− 2)2h−d

= (2p− 2)h+1 p2q2

(2p− 1)2

h−1∑
d=0

(2p− 2)d

≤ p2q2(2p− 2)2h+1

(2p− 1)3

Thus, we can bound the variance as follows:

V ar(X) ≤ 2p2q2(2p− 2)2h+1

(2p− 1)3
+

2pq(1− (2− 2p)h)

2p− 1
− 4p2q2(1− (2− 2p)h)2

(2p− 1)2
(Eq. 2)

This means that in the case that p > 0.5:

V ar(X) ≤ 2p2q2

(2p− 1)3
+

2pq

2p− 1
− 4p2q2

(2p− 1)2
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In the case that p = 0.5:

V ar(X) = O(h3) = O(log3(n))

In the case that p < 0.5:

V ar(X) = O(n
2

log2 2−2p )

Least Squares Linear Estimate & Negative Correlation Between Frequency

and Number of Double Mutations

To justify the greedy, we must show that if a mutation occurs frequently, then it is likely to have

occurred less times throughout the experiment. Let Y be the frequency of a particular mutation in

the samples. We estimate X given Y using the least squares linear estimate (LLSE) as follows:

L(X|Y ) = E(X) +
CoV (X, Y )

V ar(Y )
(Y − E(Y )) (Eq. 3)

Since CoV (X, Y ) = E(XY ) − E(X)E(Y ), we need only to compute E(XY ), which we do

by expressing X and Y in terms of the same indicators:

Y =
1

2h

∑
(u,v)∈T

2depth(v)Xu,v

As a sanity check, it can easily be verified that E(Y ) = q(1− (1− p)h) by computing E(Y ) using
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these indicators:

E(Y ) = 2−h

h∑
d=1

2d(1− p)d−1pq ∗ 2h−d

= pq

h∑
d=1

(1− p)d−1

= q(1− (1− p)h)

Thus, we can compute E(XY ) similar to how we computed E(X2) for Variance.

E(XY ) = 2−hE((
∑

(u,v)∈T

Xu,v)(
∑

(u,v)∈T

2depth(v)Xu,v))

= 2−h
(
2

∑
(u,v) ̸=(u′,v′)

2depth(v)E(Xu,vXu′,v′) +
∑

(u,v)∈T

2depth(v)E(X2
u,v)
)

= 2 ∗ 2−h

h−1∑
d=0

2d
h−1∑
k=0

h−1∑
l=0

2l+kp2q2(1− p)d+l+k ∗ 2h−d−l−1 + E(Y )

= p2q2
h−1∑
d=0

h−d−1∑
k=1

h−d−1∑
l=0

(1− p)d(2− 2p)k(1− p)l + E(Y )

=
pq2

1− 2p

h−1∑
d=0

(2− 2p)h−d − 1)(1− (1− p)h−d)(1− p)d + E(Y )

=
pq2

1− 2p

(
2(2− 2p)h(1− 2−h)− (2− 2p)(1− p)h((2− 2p)h − 1)

1− 2p

− 1− (1− p)h

p
+ h(1− p)h

)
+ E(Y )

(Eq. 4)

Assuming that is p < 1− 1/
√
2 ≈ 0.29 (based on our estimation of Cas9-cutting rates, this seems



74

to be a biologically relevant probability), we have:

lim
h→∞

CoV (X, Y ) =
(
2− 2− 2p

1− 2p

)pq2(2(1− p)2)h

1− 2p

= −∞

since 2 < (2− 2p)/(1− 2p) when p < 0.5.

V ar(Y ) can be computed using the same indicators:

V ar(Y ) = 2
∑
i,j

E(YiYj) +
∑
i

E(Y 2
i )− E(Y )2

∑
i,j

E(YiYj) = 2−2h

h−1∑
d=0

2d(1− p)d(
h−d−1∑
k=0

2k(1− p)kpq ∗ 2h−d−k−1)2

=
q2

4

h−1∑
d=0

(
1− p

2
)d(

1− (1− p)h−d

p
)2

=
q2

4

h−1∑
d=0

(
1− p

2
)d − 2(1− p)h

2d
+

(1− p)2h

(2− 2p)d

=
q2

4

(2(1− (1−p
2
)h)

1 + p
− 4(1− p)h(1− 2−h)+

(2− 2p)(1− p)2h(1− ( 1
2−2p

)h)

1− 2p

)

(Eq. 5)

∑
i

E(Y 2
i ) = 2−2h

h∑
d=1

2d(1− p)d−1pq ∗ 22(h−d)

=
pq

2

h−1∑
d=0

(
(1− p)

2
)d

=
pq(1− (1−p

2
)h)

1 + p
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Note that if p < 0.5, every term in V ar(Y ) converges to a constant as h → ∞. Thus, if (1 −

p)2 > 0.5, then as the depth increases, X and Y become exponentially more negatively correlated.

This means that for biologically relevant values of p, the frequency of a mutation in the samples

is negatively correlated with number of times the mutation occurred, thus justifying the rationale of

splitting the sample on more frequently occurring mutations.

Simulation For Tracking the Evolution of a Particular Mutation

To more efficiently simulate the number of occurrences of a particular mutation, we define {N1, N2, ...Nh}

as a Markov chain, where Nt is the number of unmutated cells at generation t, and N1 = 1. Let

At ∼ Bin(2Nt, p) be the number of cells that mutates at generation t, and Bt ∼ Bin(At, a) be

the number of mutated cell that took on the particular state in question. The Markov chain evolves

as Nt+1 = 2Nt − At. Note that we assume, in this model, that mutation can only occur after cell

division. Thus we have X =
∑h

t=1Bt and Y =
∑h

t=1 2
t−hBt.

Assessing the Precision of Greedy Splits.

To assess the precision of greedy splits, we first simulated 100 true phylogenies of 400 cells (without

dropout) for all pairs of parameters in num_states = {2, 10, 40} and pcut = {0.025, 0.1, 0.4}. For

each network, we assessed the precision of the greedy split as follows:

1. We used the criteria i, j = argmaxi,j ni,j to select the character χi and state j to split on

(as Cassiopeia-Greedy would do). This group of cells that have a mutation j in character χi
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is called G.

2. For define the a set of n subsets corresponding to cells that inherited the (character, state)

pair (i, j) independently using the true phylogenies, and call this set S = (s1, s2, ..., sn) (this

corresponds to there being n parallel evolution events for the (character, state) pair (i, j).

3. We presume that the largest group of cells in S is the “true positive" set (let this be defined as

s′ = argmaxs |si|. We then define the precision P as the proportion of true positives in the

set G – i.e. P = |s′|
|G| .

Statistics for IVLT Analysis

Meta Purity Statistic

To calculate the agreement between clades (i.e. the leaves below a certain internal node of the

tree) and some meta-value, such as the experimental plate from which a sample came from, we can

employ a Chi-Squared test. Specifically, we can compute the following statistic: considering some

M clades at an arbitrary depth d, we find the count of meta values associated with each leaf in each

clade, resulting in a vector of values mi comprised of these meta-counts for each clade i. We can

form a contingency table summarizing these results, T , where each internal value is exactly mi,j -

the counts of the meta item j in clade i. A Chi-Squared test statistic can be computed from this table.

To compare across different trees solved with different methods, we report the Chi-Squared Test

Statistic as a function of the number of clades, or degrees of freedom of the test.



77

Mean Majority Vote Statistic

The Mean Majority Vote statistic seeks to quantify how coherent each clade is with respect to its

majority vote sample at a give depth. For a given clade with leaves Li where |Li| = n, where every

leaf li,j corresponds to cell j in clade i has some meta label mj , the majority vote of the clade is

v = argmaxm′∈M
∑

j∈n δ(j,m
′). Here M is the full set of possible meta values and δ(mj,m

′)

is an indicator function evaluating to 1 iff mj = m′. The membership of this clade is then simply
∑

j∈n δ(mj ,v)

n
. Then, the mean membership is the mean of these membership statistics for all clades

at a certain depth (i.e. if the tree were cut at a depth of d, the clades considered here are all the

internal nodes at depth d from the root). By definition, this value ranges from 1
|M | to 1.0.

As above, to compare across different trees solved with various methods, we report this mean

membership statistic as a function of the number of clades.

Triplets Correct Statistic

To compare the similarity of simulated trees to reconstructed trees, we take an approach which

compares the sub-trees formed between triplets of the terminal states across the two trees. To do

this, we sample∼ 10, 000 triplets from our simulated tree and compare the relative orderings of each

triplet to the reconstructed tree. We say a triplet is “correct" if the orderings of the three terminal states

are conserved across both trees. This approach is different from other tree comparison statistics,

such as Robinson-Foulds [211], which measures the number of edges that are similar between two

trees.
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To mitigate the effect of disproportionately sampling triplets relatively close to the root of the

tree, we calculate the percentage of triplets correct across each depth within the tree independently

(depth measured by the distance from the root to the Latest Common Ancestor (LCA) of the triplet).

We then take the average of the percentage triplets correct across all depths. To further reduce

the bias towards the few triplets that are sampled at levels of the tree with very few cells (i.e. few

possible triplets), we modify this statistic to only take into account depths where there at least 20

cells. We report these statistics without this depth threshold in Figure 2.14.

Allelic and Phylogenetic Distances

For the analysis in Figure2.4, we define two metrics to capture cell-to-cell similarity: a normalized

allelic distance and normalized phylogenetic distance. The normalized allelic distance is calculated

as follows: for all target sites χm ∈ {χ1, ...,χM} in a pair of cells ci and cj :

1. if state in χm is the same in ci and cj , continue

2. else if state in χm is 0 or missing in either ci or cj increment the allelic distance by 1

3. else increment the allelic distance by 2

Finally, the allelic distance for a pair of cells is normalized by 2 ∗M , where M is the number of

target sites.

The phylogenetic distance is defined as simply the number of mutations separating the two cells

ci and cj as implied by the tree (i.e. the number of mutations along the branches for the shortest
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path separating ci and cj). The normalized phylogenetic distances is this distance, divided by the

diameter (defined as the maximum phylogenetic distance between all pairs of cells) of the tree.

Bootstrapping Analysis

Bootstrapping was done using a custom function for sampling M target sites (i.e. characters) from

an N × M character matrix with replacement and reconstructing trees from these bootstrapped

samples. After performing tree inference, we collapsed "singles" using the collapse.singles function

in the R package “ape". For the purposes of our robustness analysis, we sampled B = 100 trees

from N = 10 simulated trees and used the Transfer Bootstrap Expectation (TBE) [159] statistic for

assessing branch support for each clade as implemented in Booster

(available at https://github.com/evolbioinfo/booster/).

Application of Camin-Sokal

We applied Camin-Sokal using the “mix" program in PHYLIP [68] as done for reconstructions for

McKenna et al [178] and Raj et al [206]. To use “mix" we first factorized the characters into binary

ones (thus ending up with
∑

i si binary characters total, where si is the number of states that char-

acter i presented). Then, we one-hot encoded the states into this binary representation where every

position in the binary string represented a unique state at that character. We thus encoded every

cell as having a 1 in the position of each binary factorization corresponding to the state observed at

that character. If the cell was missing a value for character i, the binary factorization of the character
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was a series of ‘?’ values (which represent missing values in PHYLIP “mix") of length si. Before

performing tree inference, we weighted every character based on the frequency of non-zero (and

non-missing values) observed in the character matrix. After PHYLIP “mix" found a series of candi-

date trees, we applied PHYLIP “consense" to calculate a consensus tree to then use downstream.

Application of Neighbor-Joining

We used Biopython’s Neighbor-Joining procedure to perform all neighbor joining in this manuscript.

We begun similarly to the Camin-Sokal workflow, first factorizing all of the characters into a binary

representation. Then, we applied the Neighbor-Joining procedure using the “identity" option as our

similarity map.

Application of Cassiopeia

Reconstruction of simulated data

We used Cassiopeia-ILP with a maximum neighborhood size of 10, 000 and time to converge of

12, 600s. Cassiopeia-Hybrid used a greedy cutoff of 200, a maximum neighborhood size of 6000

and 5000s to converge. Cassiopeia-Greedy required no additional hyperparameters. Simulations

with priors applied the exact prior probabilities used to generate the simulated trees.
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Reconstruction of in vitro clones

. For both Cassiopeia-Hybrid with and without priors, we used a cutoff of 200 cells and each instance

of Cassiopeia-ILP was allowed 12, 600s to converge on a maximum neighborhood size of 10, 000.

Cassiopeia-ILP was applied with a maximum neighborhood size of 10, 000 and a time to converge

of 12, 600s.

Simulation of Target Site Sequences for Alignment Benchmarking

To determine an optimal alignment strategy and parameters for our target site sequence processing

pipeline, we simulated sequences and performed a grid search using Emboss’s Water algorithm (a

local alignment strategy). We simulated 5, 000 sequences. For each sequence, we begun with the

reference sequence and subjected it to multiple rounds of mutagenesis determined by a Poisson

distribution with λ = 3, and a maximum of 5 cuts. During each “cutting" event, we determined the

outcomes as follows:

1. Determine the number of Cas9 proteins localizing to the target site in this iteration, where

ncas9 ∼ min(3, Pois(λ = 0.4)).

2. Determine the site(s) to be cut by choosing available sites randomly, where the probability of

being chosen is p = 1
nuncut

and nuncut is the number of sites uncut on that sequence.

3. If ncas9 = 1, we determined the type of the indel by drawing from a Bernoulli distribution with

a probability of success of 0.75 (in our case, a “success" meant a deletion and a “failure"
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meant an insertion). We then determined by drawing from a Negative Binomial Distribution

as so: s ∼ min(30,max(1, NB(0.5, 0.1))). In the case of an insertion, we added random

nucleotides of size s to the cut site, else we removed s nucleotides.

4. In the case of ncas9 ≥ 2, we performed a resection event where all nucleotides between the

two cut sites selected were removed.

5. After a cut event, we appended the result of the Cas9 interaction to a corresponding CIGAR

string

Our Water simulations were exactly 300bp, possibly extending past the Poly-A signal, as would

be the case reading off a Nova-seq sequencer.

Upon simulating our ground truth dataset, we performed our grid search by constructing align-

ments with Water with a combination of gap open and gap extension penalties. We varied the gap

open penalties between 5 and 50 and gap extension penalties between 0.02 and 2.02.

To score resulting alignments, we compared the resulting CIGAR string to our ground truth

CIGAR string for each simulated sequence. To do so, we first split each cigar string into “chunks",

corresponding to the individual deletions or insertions called. For example, for some CIGAR string

40M2I3D10M , the chunks would be 40M , 2I , 3D, and 10M . Then, beginning with a max score

of 1, we first deducted the difference between the number of chunks in the ground truth and the

alignment. Then, in the case where the number of chunks were equal between ground truth and

alignment, we deducted the percent nucleotides that differed between CIGARs. For example, if the

ground truth was 100M and the alignment gave 95M , the penalty would be 0.05.
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To find the optimal set of parameters, we selected a parameter pair that not only scored very well,

but also located in the parameter space where small perturbations in gap open and gap extension

had little effect.

Simulation of Lineages for Algorithm Benchmarking

We simulated lineages using the following parameters:

1. The number of characters to consider, C

2. The number of states per character, S

3. The dropout per characters, dc ∀c ∈ C

4. The depth of the tree (i.e. the number of binary cell division), D

5. The probability that a site can be mutated, p. This is a general probability of cutting

6. The rate at which to subsample the data at the end of the experiment, M

To simulate the tree, we begin by first generating the probability of each character mutating to a

state, here represented as pc(0, s),∀s ∈ S. In order to do this, we fit a spline function to the inferred

prior probabilities from the lineage tracing experiment. (refer to the section entitled “Determining

Prior Probabilities of Indel Formation" for information on how we infer prior probabilities). We then

draw S values from this interpolated distribution. We then normalize these mutation rates to sum

to p, therefore allowing in general a p probability of mutating a character and 1 − p probability of
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remaining uncut. In the case of the “State Distribution" simulations (Figure 2.19), we say that pc is

distributed as:

pc = θ ∗ Unif(0, 1) + (1− θ) ∗ F ′(x)

where F ′(x) is the interpolated empirical distribution and θ is the mixture component.

Then, we simulate D cell divisions, where each cell division consists of allowing a mutation to

take place at each character with probability p. In the case a mutation takes place, we choose a

state to mutate to according to their respective probabilities. Importantly, once a character has been

mutated in a cell, that character cannot mutate again.

At the end of the experiment, we sample M percent of the cells resulting in 2D ∗M cells in the

final lineage.

We find that this method for simulating lineages (in particular the method for generating a set

of priors on how likely a given state is to form) is able to closely recapitulate observed lineages

(Figure 2.12).

Metrics for Comparing Simulations to Empirical Data

We used three metrics of complexity to compare simulated clones to real clones:

• Minimum Compatibility Distance: For every pair of character, we define the Minimum Com-

patibility Distance as the minimum number of cells to be removed to obtain compatibility (Def.

1).
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• Number of Observable States per Cell: The number of non-zero or non-missing values for

each cell, across all characters (i.e. the amount of data that can be used for a reconstruction,

per cell).

• Number of Observable States per Character: The number of non-zero or non-missing values

across for each character, across all cells.

Parallel Evolution Simulations for Greedy Benchmarking

As shown above, our greedy approach should accurately reconstruct a lineage if a perfect phylogeny

exists. In order to better quantify how much our greedy algorithm’s performance is affected by parallel

mutations, we decided to simulate "near perfect phylogenies", whereby we first began by simulating

a perfect phylogeny, and afterwards introduced double mutated characters.

Specifically, we begin by simulating perfect phylogenies with 40 − k characters. We then fix a

depth, d, and sample a node from said depth. We choose two grandchildren randomly from this

node (one from each child) and introduce the same mutation on each of the edges from each child

to grandchild, thereby violating the perfect phylogeny. We repeat this process k times. This thus

creates an analysis, as presented in Figure 2.11, whereby accuracy can be evaluated as a function

of both depth of parallel evolution, d, and the number of events that occurred, k.
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Simulation of “Base Editor" Technologies

We used the simulation framework described above to simulate base-editor technologies. To explore

the trade off between the number of states and the number of characters, we simulated trees with

40, 50, 80, and 100 characters while maintaining the product of characters and states equal at 400

(thus we had trees of 10, 8, 5, and 4 states per character, respectively). The dropout per character

was set to 10%, the mutation rate per character was set to 1.04% (a previously observed mutation

rate [107]), and 400 cells were sampled from a tree of depth 10. For each character/state regime,

we generated 10 trees for assessing the consistency of results. We use a negative binomial model

(∼ NB(5, 0.5)) as the editing outcome distribution (i.e. state distribution).

Simulation of “Phased Recorder" Technologies

To simulate the phased recorder, we used 5 different experiments varying mutation rates across

50 characters and 10 states per character. In each experiment, we chose a mutation rate for each

character from one of 10 regimes, each differing in their relationship to the base mutation rate p0.

To systematically implement this, mutation rate for χi is described as such:

mi = p0 ∗ (1 + ej ∗ ⌊
i

5
⌋)

where p0 = 0.025 and ej is a experiment scalar in e = {0, 0.05, 0.1, 0.25, 0.5}. This means that

for characters 1−5, mi = p0, for characters 6−10, mi = ejp0, for characters 11−15, mi = 2ejp0,

etc. To summarize each experiment, we provide the ratio between the maximum and minimum
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mutation rates, which is by definition 1 + 10rj (because we had 50 characters). We compare two

models of indel formation rates - the first being a negative binomial model (∼ NB(5, 0.5)), and the

second being the spline distribution fit from empirical data.

We simulated 10 trees per regime and reconstructed trees with Cassiopeia with and without

priors.

Reconstructions of GESTALT Datasets

We downloaded data corresponding to the original GESTALT study [178] and the more recent

scGESTALT study from https://datadryad.org/resource/doi:10.5061/dryad.478t9 and GSE105010,

respectively. We created character matrices for input into Cassiopeia by creating pivot tables relating

each cell the observed indel observed at each one of the 10 tandem sites on the GESTALT recorder.

We then reconstructed trees from these character matrices using one of five algorithms: Camin-

Sokal (used in the original studies), Neighbor-Joining, Cassiopeia’s greedy method, Cassiopeia’s

Steiner Tree method, and Cassiopeia’s hybrid method.

For each reconstruction, we record the parsimony of the tree, corresponding to the number of

mutations that are inferred along the reconstructed tree. We display these findings in Figure 2.6a,

where we have Z-normalized the parsimonies across the methods for each dataset to enable easier

visualization of relative performances.
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Visualization of Trees

To visualize trees we use the iTOL interface [45]. Colors in the heatmap denote a unique mutation,

gray denotes an uncut site, and white denotes dropout.
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2.6 Supplementary Figures

Figure 2.7: Time complexity of lineage reconstruction approaches. Time complexity, as measured in seconds, of each algorithm
tested in this manuscript is compared using simulated datasets ranging from 100 cells to 10,000 cells. Default settings for the simula-
tions were used (0.025 mutation rate, 40 characters, 10 states, and 0.18 median dropout rate). Cassiopeia was tested using default
parameters of a maximum neighborhood size of 3000, time to converge of one hour, and a greedy cutoff of 200 cells. Cassiopeia was
tested using 5 threads and 20 threads, illustrating the advantage of parallelizing the reconstruction algorithm. ILP, which was only run
until 500 cells due to the infeasibility of running on larger datasets, was allowed 10000s to converge on a maximum neighborhood size
of 20,000 (the default settings). Neighbor-Joining could not reconstruct a tree for 10,000 cells within 4 days when the reconstruction
was terminated.
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Figure 2.8: Evaluation of the stability of the maximum neighborhood size parameter. The maximum neighborhood size is a
central parameter provided by the user when inferring the potential graph necessary as input to the Steiner-Tree solver (see meth-
ods). Here, we benchmark the stability of solutions with respect to several maximum neighborhood sizes using 10 trees with default
parameters (40 characters, 40 states, 2.5% per-character mutation rate, depth of 11, and an average dropout rate of 17% per charac-
ter). We quantify both the reconstruction accuracy with respect to the reconstructions found with the largest maximum neighborhood
size (14, 000 nodes) which displays a saturation at around 9, 000 nodes. To provide intuition for the accuracy of the potential graph
(represented as the maximum distance to the ‘latest common ancestor‘ (LCA) which is dynamically solved for, given a maximum
neighborhood size) we display the LCA allowed for each maximum neighborhood size parameter. In both figures, we display lines
connecting the mean values; shaded regions are the standard deviation of the measurements across the 10 replicates.
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Figure 2.9: Observed Frequency of Mutations is Measure of True Mutation Count. The true number of occurrences of a mutation
is estimated well by the observed frequency at leaves. We use a Linear Least Squares Estimate to quantify the relationship between
the expected number of times a mutation occurred given the observed frequency at the leaves (Eq. 3). Using various rates for
character and indel mutation rates (p and q, respectively) we show that this relationship is negative (i.e. greater observed frequencies
tend to correspond to mutations that occurred few times near the top of the phylogeny) for a range of biologically-relevant values.
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Figure 2.10: Precision of Cassiopeia-Greedy First Split. (a) The precision of greedy splits of 400 cells was measured with varying
mutation rates and states per character, without dropout. For each pair of parameters (number of states and mutation rate), we
measure precision as a function of the conditional probability of the selected (character, state) pair and the frequency of that mutation
observed in the 400 cells. (The conditional probability for state j, q(j) is defined as Pr(χ → j|χ mutates)). Precision was
defined as the proportion of true positives in the greedy split (see Methods). Each point indicates a replicate (100 per plot) and
the heat represents the precision. (b) The density histogram (smoothed using a kernel density estimation procedure) of all first-split
precision statistics from Cassiopeia-Greedy on default simulations (i.e. 40 characters, 40 states, 2.5% mutation rate, 11 generations,
400 cells, and 18% dropout rate). We measured a median precision of 0.99 across all default simulations.
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Figure 2.11: Benchmarking of parallel evolution on the greedy heuristic. The greedy heuristic, inspired by algorithms to solve
the case of perfect phylogeny (see methods), is impacted by two factors: (1) the number of parallel evolution events (i.e. the same
mutation occurs more than once in the experiment) and (2) the depth from the root these mutations occur at. Here, each line represents
a series of experiments increasing the number of ‘double mutations‘ (i.e. the simplest case of parallel evolution where a mutation
occurs exactly twice) where the ‘latest common ancestor‘ (LCA) is a set depth from the root.
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Figure 2.12: Determination of mutation rates used in simulation. We use an interpolation of the empirical indel distribution as input
for the conditional probability of a state arising given a mutation. (a) A comparison of the empirical and ‘splined‘ indel distributions; a
zoomed in version is provided for comparison at low probabilities. (b-c) A comparison of three metrics between an observed clone
(clone 3) and a simulated clone using inferred parameters. We used the number of character, states, per-character mutation rate, and
dropout probabilities inferred from the empirical data; the indel formation rates were calculated using a polynomial spline function. (b)
measures the ‘minimum compatibility distance‘ for all pair-wise character combinations (see methods). (c) compares the number of
observable states per cell. (d) compares the number of observable states per character.
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Figure 2.13: Triplets Correct Statistic. (a) Schematic for the Triplets Correct statistic, the combinatorial metric used to compare
between trees. In this metric, we compare the relative orderings of three leaves between two trees (e.g. the “Ground Truth" and a
reconstruction). There are four possible ways that a triplet could be ordered here, based on the relationship between each leaf and
the Latest Common Ancestor (LCA) of the triplet. The statistic tallies the number of correct triplets and reports this value weighted by
the depth of the LCA from the root. Importantly, this statistic is designed to avoid concerns of inappropriately weighting early splits as
these might dominate the statistic. Specifically, the triplets are stratified in accordance to the depth of the LCA and the triplets correct
is reported as an average across all LCA depths. This way, LCAs near the root will not dominate the score. (b) A comparison between
the triplets correct statistic and the phylogenetic distance correlation (defined as the correlation of node-node distances between a
simulated and reconstructed tree; see Methods) where we observe a Pearson correlation of 0.96.
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Figure 2.14: Unthresholded Triplets Correct. The Triplets Correct statistic reported for synthetic benchmarks presented in Fig-
ure 2.2 without removing triplets whose LCA-depth was sampled deeply enough (by default, a given triplet at depth D is only consid-
ered if a sufficient number of triplets at depth D is observed). Here, the effective threshold is 0.
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Figure 2.15: Parsimony of reconstructed trees of 400 cell simulated datasets. Parsimony scores (or number of evolutionary
events) for each reconstructed network presented in Figure 2.2 were calculated and compared across phylogeny reconstruction
methods. Results are presented for the number of characters, the mutation rate, tree depth, number of states and dropout rate for all
five algorithms used in this study. Standard error is represented by shaded area.
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Figure 2.16: Benchmarking of lineage tracing algorithms on 1000 cell synthetic datasets. Phylogeny reconstruction algorithms
were benchmarked on simulated trees consisting of 1,000 cells. The number of characters, character-wise mutation rate, length of
experiment or tree depth, number of states, and dropout rate were tested. Due to scalability issues, only greedy, hybrid, and neighbor-
joining were tested. Standard error is represented by shaded area.
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Figure 2.17: Benchmarking of greedy and hybrid algorithms on large experiments. Triplets correct is used to measure the
accuracy of reconstructions using both hybrid and greedy algorithms on large trees (up to 50, 000 cells). Of note, hybrid and greedy
have comparable results on larger trees, which remain accurate even in these massive regimes. In addition, the knowledge of prior
probabilities of particular states confers a large increase in accuracy.
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Figure 2.18: Bootstrapping analysis of Cassiopeia and Neighbor-Joining with the Transfer Bootstrap Expectation statistic.
Bootstrap analysis of robustness for Cassiopeia-Greedy (a) , -ILP (b) , and Neighbor-Joining (c). 100 bootstrap samples (B = 100)
were taken for 10 simulated trees (N = 10) by sampling characters with replacement and each matrix was used for reconstruction by
each of the tree algorithms. The Booster software [61] was used to assess robustness of each clade in the original reconstruction, as
measured with the Transfer Bootstrap Expectation (TBE) statistic. The distribution of TBE’s is shown for each algorithm as a function
of the size of the clade (i.e. a clade with two leaves underneath it will be of size 2).
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Figure 2.19: Reconstruction accuracy under over-dispersed state distributions. The effect of the indel distribution (i.e. the
relative propensity for a given indel outcome) was explored in various regimes using a mixture model. Here, the mixture model
consisted of mixing the inferred indel distribution with a uniform distribution between 0 and 1.0 with some probability θ (i.e. when
θ = 1.0, the indel distribution was uniform). In all simulations, we used default parameters for the simulated trees unless stated
otherwise (40 characters, 40 states, depth of 11, median dropout rate of 17%, and a character mutation rate of 2.5%). (a) displays
the results of all five algorithms over 400 samples. (b) displays results for simulations over 1000 samples for hybrid, greedy, and
neighbor-joining methods. (c) Simulations for 400 samples using 10 states rather than 40 states per character. Dashed lines represent
reconstructions performed with priors. (d) Simulations over 400 samples and 40 states, comparing results with and without priors.
Dashed lines represent reconstructions performed with priors.
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Figure 2.20: Observed Proportion of Parallel Evolution in Simulations. Inferred proportion of parallel evolution, as defined by the
proportion of mutations that are observed more than once in a given tree, for the simulations presented in Figure 2.2 and Figure 2.16.
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Figure 2.21: Determination of the indel prior transformation function. The effect of incorporating the prior probabilities of mutation
events into the greedy algorithm is explored using synthetic datasets. The exact mutation probabilities used for simulations are
used during reconstruction (i.e. the mutations drawn during simulation). Five possible transformations f(ni,j), representing an
approximation of the future penalty of not choosing this mutation (see methods) were tested for incorporation with the priors. The
transformations were: (i) Identity (f(ni,j) = ni,j ), (ii) Log2 (f(ni,j) = log2(ni,j)), (iii) None (f(ni,j) = 1), (iv) Lower Bound
(f(ni,j) = min(ni,j ,

N
20.0

)), and (v) 3
4

root (f(ni,j) = (ni,j)
3
4 ). ni,j denotes the number of cells which report the mutation j in

character i and N is the total number of samples. To test these transformations, we evaluated the resulting tree accuracy via Triplets
Correct. Standard error is represented by shaded area.
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Figure 2.22: Incorporation of priors into Cassiopeia. A comparison of tree accuracy when using priors for both the greedy-only
method and Cassiopeia. We compared performance as we varied the number of characters per cell, the mutation rate per character,
the length of the experiment, the number of states per character, and the amount of missing data. Standard error is represented by
shaded area.
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Figure 2.23: Quality control metrics for the target site sequencing library processing pipeline. (a-d) present quality control
metrics after the processing pipeline. (a) Cells are ranked by the number of UMIs they contain, showing a median of 76; (b) The
number of reads per UMI after UMI error correction and collaping, showing a median of 137; (c) The number of UMIs per integration
barcode (intBC), showing a median of 7; (d) is the concordance between reads per cellBC and UMIs per cellBC, showing a pearson
correlation of 0.96
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Figure 2.24: Processing Pipeline for the in vitro dataset. (a) shows a more in-depth flowchart of the Cassiopeia processing
pipeline taking as input the raw FASTQs from a sequencing run and converting the observed reads into final trees. Cellranger “count"
is used to map reads to dummy transcriptome (junk sequence that nothing will align to), filter cells, and read off the 10x cell barcodes
and UMIs. The resulting BAM file is then passed through a series of cell filtering, UMI error correction, and allele mapping before
becoming the final allele table that can be converted to character matrices for clone reconstruction. See methods for more detailed
information for each step. (b-d) present additional summary statistics for the final allele table. (b) displays the number of cells per
clone; (c) shows the median number of intBCs observed in each clone; (d) shows the distribution of the number of intBCs observed
in each cell (red points are references to indicate the number of intBCs used to reconstruct the particular clone).
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Figure 2.25: Identification of doublets using intBCs. IntBCs are used to identify doublets. (a-b) report the ability to identify doublets
arising from the same clone, referred to as “intra"-doublets; (c-d) report the ability to identify doublets arising from different clones,
referred to as “inter"-doublets. Doublets were simulated using the final allele table and 200 “intra"- and “inter"-doublets were created in
each of 20 replicates. Precision-recall curves for intra- and inter-doublet detection methods are presented in (a) and (b), respectively.
(c) and (d) present the F-measure (defined as the weighted harmonic mean between precision and recall) of detection methods for
intra- and inter-doublets, respectively. Red-dashed lines denote the optimal decision rule for doublet detection. Standard error is
represented by shaded area.
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Figure 2.26: Estimation of Prior Probabilities for Tree Reconstruction. Prior probabilities to be used during tree reconstruction
can be determined from both a bulk assay and independent clonal populations. Prior probabilities of mutations were determined
by calculating the proportion of unique intBCs that report a particular indel (see methods). The bulk assay consisted of several
independent clones with non-overlapping intBCs grown over the course of 28 days. (a-c) report the correlation of indel formation
probabilities between various time points in the bulk experiment. A strong correlation is observed between all time points: 7 and
14 (a), 14 and 28 (b) and 7 and 28 (c). Indel formation probabilities can also be calculated using the intBCs from each clone as
independent measurements. Using this method, (d) reports the correlation between this lineage-group specific probability calculation
and the last time point of the bulk assay.
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Figure 2.27: Evaluation of algorithms on in vitro lineage tracing clones, First Split. Trees were reconstructed for the remaining
clones in the in vitro dataset that consisted of more than 500 unique cell states. LG2, LG4, LG6, and LG8 passed this threshold
and were reconstructed with Cassiopeia (with and without priors), greedy-only (with and without priors) and Neighbor-Joining. The
statistics provided were taken with respect to the first split ID (see methods). For both Cassiopeia with and without priors, we used
a cutoff of 200 cells and each instance of the ILP was allowed 5000s to converge on a maximum neighborhood size of 6000. For
example, for Clone 5 it is difficult to pinpoint a single reason for the observed variability other than the fact it has a very small proportion
of unique cells, namely that every leaf represents multiple cells (which can come from different plates), thus potentially making the
performance criteria less robust.
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Figure 2.28: Evaluation of algorithms on in vitro lineage tracing clones, Second Split. Trees were reconstructed for the remaining
clones in the in vitro dataset that consisted of more than 500 unique cell states. LG2, LG4, LG6, and LG8 passed this threshold
and were reconstructed with Cassiopeia (with and without priors), greedy-only (with and without priors) and Neighbor-Joining. The
statistics provided were taken with respect to the second split ID (see methods). For both Cassiopeia with and without priors, we
used a cutoff of 200 cells and each instance of the ILP was allowed 5000s to converge on a maximum neighborhood size of 6000.
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Figure 2.29: Exhaustion of Target Sites across Clones. Target site exhaustion for each clone, as measured by the proportion of
sites observed as edited after the experiment. (a) presents the percentage of mutated cells across all cut sites per clone. (b) details
the distribution of mutated cells per cut site in each clone.
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Figure 2.30: Vignette of Inferential Mistakes for Clone 3. An example from the reconstruction of Clone 3 with Cassiopeia-Hybrid
where a cell has been misplaced in the tree due to several factors. In this case, it is clear that the cell was placed where it is due to
an instance of parallel evolution of the state in character 43 (as annotated in the figure). Because the cell contained this state, it was
grouped with cells of a different plate also containing this mutation. Furthermore, the cell contains few distinguishing mutations thus
making it difficult to infer the true value of the missing values located in characters 37-39.
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Figure 2.31: Parsimony scores from reconstructions of the GESTALT datasets. (a) Raw and (b) normalized parsimony scores
for the parsimony scores from the GESTALT datasets. Camin-Sokal, Neighbor-Joining, Cassipeia-Greedy, -Hybrid, and -ILP were
run on datasets from Raj et al [6] and McKenna et al [3]. Raw parsimony scores are calculated as the number mutations present
in a phylogeny (summing over the mutations along every edge of the tree). The normalized scores correspond to z-scores for each
dataset.
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Figure 2.32: “Phased Recorder" leverages variability across target sites. (a) Design concept of the “Phased Recorder." (a) We
simulated a “phased" editor, where each character is mutated at variable rates. (b-c) We varied the amount each character could very
across 5 different experiments and simulated using two different indel formation rate models. Each cell had 50 characters with 10
states per character and a mean dropout of 10%. The amount of mutation variability is described with the ratio between the maximum
and minimum mutation rates (µmax

µmin
). Standard error is represented by shaded area. (b) Model 1 consists of drawing indels from a

negative binomial distribution NB(5, 0.5) where there are few “rare" indels. (c) Model 2 consists of drawing indels from the splined
distribution of the empirical dataset’s indel formation rates, as used in other synthetic benchmarks.
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Chapter 3

Extending reproducible and accurate

lineage analysis with Cassiopeia2.0
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3.1 Introduction

Cell lineages underlie several important biological phenomena across scales and domains - such

as embyrogenesis, differentiation, and cancer progression - and deviations in these cell lineages

can lead to several disease states. Thus it is critical to understand the dynamics of these processes

over space and time. Lineage tracing technologies offer a suite of approaches for profiling these

lineages by prospectively labeling and tracking the progeny of a progenitor population or inferring

relationships between tissues or cells retrospectively [284, 269].

Recent technologies have greatly improved the resolution and control of lineage tracing by ex-

ploiting developments in single-cell assays and CRISPR/Cas9 engineering (hereafter referred to as

“single-cell lineage tracing technologies"; reviewed in [15, 177, 269]). Generally, these technologies

engineer cells with a synthetic array of Cas9 targets (often in the 3’ untranslated region [UTR] of

a fluorescent protein) that are stochastically cut by Cas9, resulting in a stable and heritable inser-

tion or deletion (“indel"). Because these targets are often located on a fluorescent protein, they are

transcribed and can be read out using single-cell sequencing assays. Since these Cas9-induced

mutations are heritable and new mutations accrue over time, the relationships between observed

samples can be deduced from the set of mutations using one of several algorithms and summarized

with a “phylogenetic tree". These approaches have been successfully applied in model organisms

to study development in zebrafish [178, 206] and mouse [37] as well as tumor progression [289] and

metastasis [203, 228].

A key step in these technologies is the analysis of mutation profiles to infer phylogenetic trees.
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Generally, the task of phylogenetic inference is computationally intractable due to the phenomenon

of “homoplasy" in which an identical mutation appears in independent lineages, thus introducing

ambiguity into the relationships between samples. For example, finding the most parsimonious or

likely tree is NP-Hard [42, 76]. With regards to single-cell lineage tracing technologies, we and others

have provided overviews of the limitations in the current technologies [218, 127]. Briefly, there are

three main limitations. Firstly, often the scale of the problem exceeds traditional applications of

phylogenetic algorithms and thus necessitates efficient, heuristic-based solutions. Secondly, often

between 20% and 50% of the mutations in each cell are not observed, either due to the sensitivity

of the single-cell assay or due to transcriptional silencing of the target site. Thirdly, the likelihood

of Cas9-induced indels is “light-tailed" whereby a few outcomes are very likely while most are rare,

therefore increasing the rate of homoplasy in the system.

To address these challenges, we and others have introduced algorithms that are specifically

tailored to the task of phylogenetic inference in the context of single-cell lineage tracing [127, 70,

293, 66, 92]. Building on these efforts, here we discuss our continuing efforts on building an open-

source computational library for lineage tracing data processing, algorithmic development, bench-

marking, and analysis in a single, integrated development. These tools are publicly available on

Github at https://www.github.com/YosefLab/Cassiopeia, which includes extensive docu-

mentation and tutorials. In this study, we demonstrate how these tools in Cassiopeia can be used

to prioritize lineage tracing engineering regimes and benchmark new algorithms.

https://www.github.com/YosefLab/Cassiopeia
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3.2 Results

3.2.1 An overview the Cassiopeia2.0 Library

Cassiopeia is an open-source, end-to-end pipeline for single-cell phylogenetic analysis written in the

Python programming language. Though developed initially for CRISPR/Cas9 -based lineage tracing

systems [127], the software suite described below can be utilized in a host of contexts, agnostic to the

underlying data type. In its current state, Cassiopeia is split up into five core modules: Cassiopeia-

preprocess, Cassiopeia-solve, Cassiopeia-simulate, Cassiopeia-benchmark, and Cassiopeia-tools

(Figure 3.1). These modules interface together to enable end-to-end analysis of lineage tracing

data as well as further experimentation.

Cassiopeia-preprocess provides a parallelizable pipeline for creating “character matrices" from

sequencing data. To be more specific, the first step in any phylogenetic problem is to create an

alignment of heritable characteristics, or “characters", where the states of these characters inform

on relationships between samples. In the genomics age, these characters are often positions in

biological sequences that can take on different nucleotide or amino acid values. In the case at

hand, these characters are Cas9 target sites that accrue indels. Regardless of the underlying data

modality, this information is often summarized in “character matrix" summarizing the observed states

at each character across cells.

Preprocessing of sequencing data from single-cell assays is a critical step before any phyloge-

netic analysis can be performed. In the context of the CRISPR/Cas9-based lineage technologies

described above, these preprocessing pipelines traditionally have involved transcript quantification
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Figure 3.1: An overview of the Cassiopeia V2 Library. The Cassiopeia2.0 library is split up into five core modules for preprocessing
sequencing data into character matrices, inferring phylogenies from character matrices, simulating lineage data, benchmarking new
algorithms on simulated data, and analyzing phylogenetic trees with respect to paired phenotypic data.

and quality control filtering, consensus sequence identification, sequence alignment and indel iden-

tification, and error correction [127]. In some pipelines, technical artifacts like sequencing doublets

are inferred and removed in addition to these steps. The product of this pipeline is the character

matrix used for phylogenetic inference.

While in principle previously used preprocessing pipelines are similar in the types of procedures,

each lineage-tracing technology requires special treatment due to unique target site constructs. As

such, preprocessing has traditionally been performed using a set of scripts for the technology at

hand [178, 37, 236]. From both a developer’s and user’s perspectives, this is not ideal in that it is
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more difficult to troubleshoot errors and more burdensome to adapt to even minor changes in tech-

nologies. The Cassiopeia-preprocess module overcomes these issues by providing an integrated

preprocessing pipeline that is both modular in its steps, allowing users to customize the pipeline, as

well as flexible in its input, allowing users with various technologies to use the software.

After processing sequencing data, the Cassiopeia-solve module provides the tools for phylo-

genetic reconstruction. Subsequently, the Cassiopeia-tools library provides users with methodology

to perform several downstream tasks on the inferred topology: for example, users can identify the

extent to which there are subclones expanding faster than others. Moreover, in the context of the

technologies discussed here that simultaneously measure the mRNA content of a cell, users can

assess the heritablity of transcriptional states on the tree.

Aside from analysis tools, the Cassiopeia-simulate and Cassiopeia-benchmark modules enable

users to experiment with lineage tracing technology regimes on capturing cellular relationships or

on algorithmic performance. For example, a user might be interested in if increasing the Cas9

mutation rate allows one to record more cell divisions and how it affects the performance of the

Cassiopeia-Greedy algorithm? Collectively, the simulation engine offers users an affordable ap-

proach for experimenting with lineage tracing technologies and a common framework for testing

algorithmic performance. In the following sections, we focus on how these two modules - for sim-

ulating and benchmarking - can be used to deduce optimal design principles for lineage tracers as

well as efficiently assess the effectiveness of a new algorithm.
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3.2.2 A simulation engine to test lineage tracing technology designs

An open question is how parameters of the lineage tracing technology might impact downstream

tree recovery. For example, previous work has suggested that there are critical inference issues as

a consequence of technology parameters [218]; more recent work has suggested how to improve

inference, for example by increasing the number of Cas9 target sites [273]. With the simulation mod-

ule, we have provided a principled and extendable approach for experimenting with how parameters

affect tracing fidelity across tree topologies.

Cassiopeia-simulate splits up the simulation process into tree topology simulation and data sim-

ulation. By default, to generate the tree topology we utilize a generalized birth-death process with

fitness for simulation of tree topologies [138, 51] (see Methods). This procedure provides a tree

topology over a set of leaves with times specified on each branch length. Then, lineage tracing data

can be overlaid on top of the tree topology using a continuous-time markov chain (CTMC) model of

Cas9 cutting (see Methods). Users are provided control over on critical components of the technol-

ogy like the number of Cas9 targets, the indel-outcome distribution, and the mutation rate.

To illustrate how the simulation engine can be used to explore new lineage tracing technologies,

we simulated paired tree topologies and data while modulating the number of Cas9 target sites, the

missing data rates, the Cas9 mutation rate, and the number of states per site (Figure 3.2). We

first evaluated datasets in terms of the theoretical tree reconstruction accuracy (reflecting an upper

bound on reconstruction performance; Figure 3.2A). Because relationships are only discernible if an

informative mutation occurs along an edge, we can assess this theoretical performance by “collaps-
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Figure 3.2: Experimenting with lineage tracing design regimes. Lineage tracing technologies can be defined by the set of
parameters used for tracing lineages and assessed in terms of their theoretical reconstruction accuracy (A) as well as the complexity
of the inference, as measured by homoplasy (B). Each panel represents the modulation of a specific parameter, while holding the
remaining parameters fixed. If a parameter is not being tested, it remains at the default: 40 Cas9 target sites, 20% missing data, 50%
mutated sites, and 100 states per site.
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ing" non-mutation-bearing edges and computing the resulting Triplets Correct (see Methods). This

analysis revealed characteristic relationships between tracing parameters and recording capacity -

for example, as expected from previous work [273], increasing the number of characters improved

the theoretical accuracy.

Using the same dataset, we also evaluated the theoretical complexity of the inference problem by

reporting the homoplasy burden in each tree (Figure 3.2B). Homoplasy is the fundamental source

of ambiguity in phylogenetic inference: specifically, combinatorial algorithms are required to deduce

if two samples share the same mutation because they descended from a common ancestor or if

two separate lineages accrued the same mutation independently. Thus, using this measure, we

can assess how difficult the inference will be for an algorithm. In doing so, we find parameters that

can be tuned to reduce complexity: for instance, increasing the number of possible states reduces

homoplasy substantially.

Importantly, we observe that the theoretical accuracy and complexity are not directly related to

one another. While some parameters, like the mutation rate, have correlated relationships (namely,

improving theoretical accuracy at the expense of complexity), others behave in less intuitively. For

example, increasing the number of Cas9 targets does not improve complexity but it has a notice-

able effect on theoretical performance. Together, these findings prompted us to explore how these

characteristic relationships influenced algorithmic performance.
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3.2.3 Implementing and benchmarking algorithms in a unified framework

Over the past century, several algorithms have been introduced to deduce phylogenetic relation-

ships from character matrices. With the breadth of algorithms, there are several trade-offs with each

approach. Generally, while there are precise approaches for solving for an optimal tree, these are

computationally intractable on large inputs; however, more efficient algorithms necessarily use im-

perfect heuristics that can reduce performance. It is thus in the interest of a user to have several

algorithms at their disposal so that they might choose the most relevant algorithm for inference.

To address this, Cassiopeia offers several common algorithms via a shared interface for tree

reconstruction with the TreeSolver class. Users can choose from Cassiopeia algorithms - like

Cassiopeia-Greedy or Cassiopeia-ILP [127] - or more traditional algorithms like Neighbor-Joining

[216] or UPGMA [234]. Because of the shared interface, it is simple to extend the codebase by

adding additional algorithms - for example, we have adapted algorithms from the literature like the

Spectral Neighbor Joining [122] approach. Another advantage of this class-based design is the mod-

ularization of these approaches: for example, we can generalize the Cassiopeia-Greedy algorithm

to use different criteria by which to cluster the cells.

With this modular framework, tested the hypothesized that incorporating more sophisticated

heuristics for clustering cells with Cassiopeia-Greedy would improve performance. Specifically, we

modified the initial Cassiopeia-Greedy algorithm to incorporate a hill-climbing procedure to opti-

mize a Maxcut criterion and thereby improve the initial Greedy split [233] (hereafter called "Maxcut

Greedy"; see Methods). Using the tools in the Cassiopeia-benchmark module, we compared Maxcut
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Figure 3.3: Benchmarking algorithms on synthetic data. Algorithms implemented in the Cassiopeia2.0 are compared in their
ability to infer triplet relationships. (A) Triplet accuracy is assessed on a default benchmarking dataset for a set of algorithms against
the theoretical baseline (red). Default parameters are (namely, 40 Cas9 Targets, 20% missing data rate, 100 states per site, and a
mutation rate to achieve approximately 50% of mutated sites. (B) A summary of benchmarking performance across all parameter
regimes, where average rank of algorithms in Triplets Accuracy is reported for each parameter combination.

Greedy’s performance to a panel of existing algorithms across lineage tracing regimes (Figure 3.3).

To begin, we designated a set of reasonable default parameters informed by our previous applied

work and simulated data on top of topologies with 400 leaves. As expected, we found that none of

the algorithms in the panel improved on the theoretical benchmark and Cassiopeia-ILP appeared

to provide the most accurate topologies (Figure 3.3A). However, we did observe that the Maxcut

Greedy algorithm improved on the original Cassiopeia-Greedy algorithm and was competitive with

both Cassiopeia-Hybrid and Neighbor-Joining.

We next assessed the performance of Maxcut Greedy compared to the panel of other algorithms

across the lineage tracing design regimes. To succinctly report the comparative performance in each

regime, we computed the average rank of each algorithm across independent replicates in each
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parameter setting (Figure 3.3B. While Cassiopeia-ILP consistently outperforms all algorithms across

regimes, and the Maxcut Greedy algorithm tends to outperform Cassiopepia-Greedy in all regimes,

we observed that there were regime-specific performances of interest. For example, Cassiopeia-

Greedy performs comparatively well with few characters or high dropout; Neighbor-Joining performs

well with little dropout or few states. These findings suggest that by studying these patterns, one

could determine the best algorithm for each individual reconstruction task.

3.3 Discussion

In this study, we have introduced an extended Cassiopeia2.0 codebase for single-cell phyloge-

netic analysis. Cassiopeia2.0 contains extends the modules originally described in our previous

work [127] to include key modules for more sophisticated simulation, benchmarking, and post-

reconstruction analysis. Collectively, these improved modules provided insights into lineage tracing

technology engineering and analysis.

Using our simulation engine to test the theoretical accuracy and complexity of different lineage

tracing regimes, we were able to learn which parameters would likely provide an empirical boost

in performance. Among other observations, our findings that a major contributor to performance

is the number of Cas9 targets complements our previous work deriving bounds on reconstruction

accuracy for our algorithms [273]. Going forward, we believe that the flexibility of this simulation

framework will continue to serve experimentalists in two ways: first, by highlighting which parameters

can be modified to enable downstream inference. Secondly, this simulation engine will be useful in
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assessing the advantages of entirely new technologies - for example those leveraging base editors

[149], recombinases [43], or other methodology.

In addition to our analysis of the theoretical difficulty of each problem with our simulation engine,

our benchmarking of algorithms highlighted the advantages of our object-oriented paradigm and

key parameter-specific instances of comparative algorithmic performance. From a developer per-

spective, we believe that the object-oriented-programming paradigm used here supports modularity

of algorithm design which is showcased in the implementation of the Maxcut Greedy algorithm. In

principle, any new heuristic for Cassiopeia-Greedy can be used and included in these benchmarks;

more broadly, the shared interface allows one to implement a host of algorithms and easily include

it in benchmarks. From a user perspective, our benchmarking analysis suggested that no algorithm

performs the best across regimes and rather careful attention should be applied to find the best al-

gorithm for the case at hand. This suite of benchmarking tools can be used to formulate such rules

as to when certain algorithms are best applied.

These findings motivate several avenues for future investigation and development. First, the

finding that specific algorithms do better in specific regimes suggests that guidelines for users would

be helpful. Specifically, creating a “recommender" model for suggesting an algorithm for a given

reconstruction task based on features of the data would be a key advance. Second, best practices

on downstream tasks still are uncertain. One area that should be explored is how to best com-

bine inferences derived from multiple reconstruction algorithms, or across several trees in the same

dataset. In the former case, “consensus" algorithms can be useful for assessing the uncertainity in

any downstream analysis of a population. In the latter, “batch" learning may prove to provide more
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stable estimates of important parameters governing dynamics as long as these dynamics are repro-

ducible across populations. Third, there are many other tools proposed in the phylogenetic literature

not currently supported in Cassiopeia2.0 - such as branch length estimation [144] or ancestral state

prediction [191]. Future work can focus on implementing these approaches while simultaneously

cultivating a community of developers for this open-source software as new methods emerge.

Taken together, we believe that Cassiopeia2.0 will be a useful resource for future algorithm de-

velopment and analysis alike. As the recent DREAM challenge for lineage reconstruction indicates

[92], this field is rapidly growing and we anticipate new algorithms emerging for several tasks related

to single-cell phylogenetics. We hope that the study presented here and the tools implemented in

Cassiopeia will serve these efforts well.

3.4 Methods

Simulating ground truth tree topologies

To simulate tree topologies, we utilize a generalized birth-death process (BDP) with the option for

adding selection, as implemented in the Cassiopeia module BirthDeathFitnessSimulator. In the

current study, we only consider simulations without selection. In this, the simulation framework is

parameterized by distributions governing the waiting time to cell division fλ and death rate fµ, and

a desired time-length T or number of extant cells N acting as stopping criteria.

The procedure begins with two nodes - a root node r connected to an extant sample, or leaf,
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x represented by a tree T with a single edge between r and x. Waiting times for leaf x until cell

division, tb, and death, td, are drawn from the specified distributions. Most commonly, these are

exponential functions parameterized by rates λ and µ.

If tb < td, a cell division is simulated by adding two children x1 and x2 to T and setting the

branch length for the edge lr,x = tb. If td < tb, a cell death event occurs and leaf x is removed from

the tree. If a cell division occurs, this process is repeated for the children x1 and x2.

The simulation terminates when either the number of leaves meets the specified parameter N

or the total time of the tree (Tm = maxl∈leaves
∑

e:(u,v)∈Edges(path(r,x)) lu,v) exceeds the specified

parameter T . In either case, an “ultrametric" tree is created by extending the branches leading from

the direct parent to each leaf to Tm. Ultimately, this produces a neutrally-evolving tree (i.e., without

selection) over a set of leaves L with branch lengths.

For the purposes of our simulations, we used the following parameters:

• fλ = 0.02 + exp(11.46). This function represents a waiting-time to birth with a lower-bound

of 0.02, reflecting the fact that cells cannot instantaneously divide.

• fµ = exp(15.80)

• N = 2, 000

Then, each tree was downsampled to 400 leaves afterwards to introduce stochasticity into the

dataset. 50 trees were simulated using this approach.
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Simulating lineage tracing data

Lineage tracing data simulation was performed with the Cas9LineageTracingDataSimulator class.

This class implements a Continuous Time Markov Chain (CTMC) of Cas9-induced mutations over a

tree topology T with branch lengths. By design, this simulation framework supports specification of

several parameters important for Cas9-based lineage tracing, namely: the number of Cas9 targets

(n), the state distribution (q : {q1, ..., qs} where qi indicates the probability of indel i arising), the

time-dependent mutation rate (λ, acting as the rate parameter to a exponential distribution), and

the missing data rates (s indicating the stochastic dropout rate and h indicating the time-dependent

probability of heritable loss).

In the simplest instantiation, each character is treated independently and has the opportunity to

mutate over a given edge, (u, v). So simulate, we perform a depth-first traversal from the root of the

tree and consider each edge from the a parent u to child v. For each character that is unmutated u,

we introduce a mutation in v with probability (1 − exp(−λ ∗ lu,v)). If a mutation is introduced, we

draw a state from the state distribution q. Additionally, if h > 0, then we introduce missing data with

probability (1 − exp(−h ∗ lu,v)). Finally, for each leaf, we introduce stochastic missing data over

each character with probability s.

In more sophisticated instantiations, this simulator can emulate the effect of linkage between

Cas9 targets on the same cassette. Specifically, if two targets on the same cassette are mutated in

the same cell, we simulate a resection event by introducing missing data at these two sites and all

the sites in between. The size of the cassette is a parameter of the simulation, and characters are
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only treated independently if the size of each cassette is 1.

In the case of the experiments presented in this study, we determined the time-dependent mu-

tation rate based off a desired proportion of mutated sites in the final character matrix. To do so, we

specified this mutation proportion m and used a moment-matching to infer the mutation rate λ that

was expected to generate a mutation proportion m:

λ = −log(1−m)/mean(T )

where mean(T ) is the mean time to any leaf in the tree.

To modulate the missing data rate for the experiments described above, we maintained the s =

0.1 and fluctuated the heritable rate h to contribute the remaining amount of missing data.

Assessing theoretical accuracy in ground truth trees

To assess the theoretical accuracy in ground truth trees given some lineage tracing data, we first

collapse edges that connect two nodes, u and v, that contain the same character states. Importantly,

for this edge collapsing, we do not consider characters with missing data in the two nodes. We refer

to this collapsed tree as T̃ . Then, to infer the theoretical accuracy, we can compute the Triplets

accuracy or Robinson-Foulds distance for T̃ and T . In this study, we reported the Triplets Accuracy.
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Quantifying homoplasy in ground truth trees

We compute the homoplasy rates in each tree by counting the proportion of mutations that occur

more than one time across the tree. To do so, we perform a depth first traversal of tree, maintaining a

mapping of (mutation, character) tuples to the number of edges in the tree that report that mutation

in that character. Then, the homoplasy rate is the sum of the number of times a each mutation

occurred more than once divided by the total number of mutations in the tree. More formally, let M

be the mapping of (si, xj) tuples to the frequency of observations on edges (where si is state i and

xj is character j). We compute the number of excess mutations as e′ =
∑

(si,xj)∈M M [si, xj]− 1.

Then, the homoplasy rate H = e′∑
(si,xj)∈M M [si,xj ]

.

Application of Cassiopeia algorithms

The Cassiopeia algorithms were employed with default parameters and without priors. Specifically,

we used the following parameters for each algorithm:

Cassiopeia-Greedy: We used the VanillaGreedySolver class as implemented in Cassiopeia.

Cells with missing data were handled using the default assign_missing_average procedure, which

assigns the cell to the character split with the greatest similarity overall.

Cassiopeia-ILP: Cassiopeia-ILP was employed using default parameters: specifically, a maxi-

mum neighborhood size of 10,000; a maximum time to converge of 12,600s (3.5hrs); and a maximum

potential graph LCA distance of 20.

Cassiopeia-Hybrid: We used an instantiation of Cassiopeia-Hybrid with the HybridSolver class
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as originally described [127]. Specifically, the top_solver was the VanillaGreedySolver and the bot-

tom_solver was the ILPSolver. We used the lca-based threshold for transitioning between the top-

and bottom-solvers, with a threshold of 20.

Application of distance-based algorithms

The Neighbor-Joining [216] and UPGMA [234] algorithms used in this study were parameterized

with a modified hamming distance function to compute the distances between cells. As previously

described [203, 289], we compute the weighted hamming distance δ(u, v) between two cells by

summing the per-character weighted-dissimilarity, di(u, v):

di(u, v) =



0 If ui == vi or (ui == −1 or vi == −1)

1 If ui ̸= vi and (ui == 0 or vi == 0)

2 otherwise

where ui is the character state at character i in node u and −1 indicates missing data.

Using this dissimilarity function, we solved for trees using the NeighborJoiningSolver and UP-

GMASolver classes as implemented in Cassiopeia. For the NeighborJoiningSolver, we handled

rooting the tree by specifying a new sample in the matrix corresponding to the uncut progenitor (all

states equal to 0) and rooted at this sample.
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Implementation of Maxcut Greedy

The Maxcut Greedy algorithm was implemented as a subclass of the GreedySolver class by ex-

tending the procedure for finding “splits", or clusters, of cells. The VanillaGreedySolver procedure,

as described previously [127], uses the frequency of states to deduce which character-state best

separates the data. To build on this, we extracted the concept of optimizing the Maxcut criterion

from a previous study [233] with a hill-climbing procedure from an initial proposed split.

Before describing the maxcut criterion, we define briefly a triplet: a triplet (u, v|x) is a set of three

nodes where u and v are considered the “in-group" and x the “out-group". For a given character,

we can derive the triplet relationship – for example,if u and v share the same state, but x contains

a different state, this would produce the triplet (u, v|x).

To compute the Maxcut criteron, we leverage the idea of a "super tree" over all induced triplets.

Such a supertree is a tree structure that satisfies all triplets induced by each of the observed char-

acters. Unfortunately, determining even if such a tree exists is an NP-Hard task [241]. Fortunately,

previous work has proposed a heurstic-based solution with more tractable complexity [233]. This

procedure begins by first inferring a “connectivity graph" over each pair in N samples where edges

between samples u and v are weighted by the number of triplets that separate the two samples u

and v minus the number of characters that group them together. More specifically, let f(i,j) be the

number of samples that report state i in character xj . We can define a per-character score with

respect to two nodes u and v as follows:
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mj(u, v) =



−3(N − f(uj ,j) − f(−1,xj)) If ui == vi

f(vj ,j) − 1 If ui ̸= vi and uj == 0

f(uj ,j) − 1 If ui ̸= vi and vj == 0

f(uj ,j) + f(vj ,j) − 2 otherwise

The final weight for an edge between samples u and v then is
∑

j mj(u, v). The original au-

thors proposed using heuristc-based optimization approach to find a heaviest cut across edges in

the resulting connectivity graph. This is performed by first offering a random cut, and then iteratively

testing the weight of a new proposed cut by moving each sample across the initial cut. This proce-

dure of proposing new cuts by moving each sample across the cut is performed several times until

convergence.

The Maxcut Greedy algorithm’s split-finding procedure uses this heuristic-based optimization

procedure, but instead of initializing with a random cut, it begins by proposing a split with the original

VanillaGreedySolver approach. The final algorithm is implemented as the MaxCutGreedySolver

class in Cassiopeia.

Assessing accuracy of reconstructed phylogenies

To assess the Triplets Accuracy of the reconstructed tree, we first imputed the character states for

every ancestral node in a tree using the observed states at the leaves and Camin-Sokal parsimony

rules. Specifically, we can deduce the character state for a character i for the LCA p of any group of
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leaves {l1, ..., ln} as so:

si(p) =


si(l1) If l1 = ... = ln

0 otherwise

We can repeat this procedure for every character in every ancestral node, where the leaves

considered are the leaves in the subtree rooted at the ancestral node.

Once each character is inferred for every node, we can identify edges that separate nodes u

and v with identical character states and remove them, connecting parent(u) to v. This process is

repeated until every edge in the tree separates nodes with different character states. This collapsed

tree is referred to as T̃R. Then, the Triplets Accuracy was calculated between the ground truth

topology T and the reconstructed, collapsed tree T̃R.



137

Part II

In vivo Lineage Tracing in Cancer Models
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Chapter 4

Single-cell lineages reveal the rates, routes,

and drivers of metastasis in cancer

xenografts
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4.1 Abstract

Detailed phylogenies of tumor populations can recount the history and chronology of critical events

during cancer progression, such as metastatic dissemination. We applied a Cas9-based, single-

cell lineage tracer to study the rates, routes, and drivers of metastasis in a lung cancer xenograft

mouse model. We report deeply resolved phylogenies for tens of thousands of cancer cells traced

over months of growth and dissemination. This revealed stark heterogeneity in metastatic capacity,

arising from preexisting and heritable differences in gene expression. We demonstrate that these

identified genes can drive invasiveness and uncovered an unanticipated suppressive role for KRT17.

We also show that metastases disseminated via multidirectional tissue routes and complex seeding

topologies. Overall, we demonstrate the power of tracing cancer progression at subclonal resolution

and vast scale.

4.2 Introduction

Cancer progression is governed by evolutionary principles [reviewed in [263]], which leave clear phy-

logenetic signatures on every step of this process [188, 260], from early acquisition of oncogenic mu-

tations [i.e., the relationships between normal and malignantly transformed cells [245]] to metastatic

colonization of distant tissues [i.e., the relationship between a primary tumor and metastases [26]]

and finally to adaptation to therapeutic challenges [i.e., the relationship between drug-sensitive or

-resistant populations [19]]. Metastasis is a particularly critical step in cancer progression to study

because it is chiefly responsible for cancer-related mortality [35]. Yet, because metastatic events are
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intrinsically rare, transient, and stochastic [152, 171], they have proved challenging to monitor in real

time. Analogous to the cell fate maps that have deepened our understanding of organismal develop-

ment and cell-type differentiation [248, 100], accurately reconstructed phylogenetic trees of tumors

and metastases can reveal key features of this process, such as the clonality, timing, frequency,

origins, and destinations of metastatic seeding [21].

Lineage-tracing techniques allow one to map the genealogy of related cells, providing a cru-

cial tool for exploring the phylogenetic principles of biological processes such as cancer progres-

sion and metastasis. Classical lineage tracing strategies can infer tumor ancestry from the pattern

of shared sequence variations across tumor subpopulations (e.g., naturally occurring mutations,

such as single-nucleotide polymorphisms or copy-number variations) [285, 223]. These “retrospec-

tive” tracing approaches are particularly valuable for studying the subclonal dynamics of cancer in

patient-derived samples, such as elucidating which mutations contribute to metastasis and when

they occur [123, 116, 88, 227]. However, the resolution of these approaches is limited by the num-

ber of distinguishing natural mutations, and the conclusions can be confounded by incomplete or

impure bulk tumor sampling [113], sequencing artifacts [208], varying levels of intratumor hetero-

geneity, and non-neutral mutations [263, 26]. Alternatively, so-called “prospective” lineage-tracing

approaches—wherein cells are marked with a static label, such as a genetic barcode or fluorescent

tag—can measure gross population dynamics at clonal resolution [284] but cannot resolve important

and fine subclonal features of cancer biology, such as evolution and the rate, order, and directionality

of metastatic events.

The recent development of Cas9-enabled lineage-tracing techniques with single-cell RNA se-
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quencing (scRNA-seq) readouts [206, 37, 79, 4] provides the potential to explore cancer progres-

sion at vastly larger scales and finer resolution than has been previously possible with classical

prospectiave or retrospective tracing approaches. These methods rely on similar technical prin-

ciples [reviewed in [15, 269]]. Briefly, Cas9 cuts a defined genomic locus (hereafter “target site”),

resulting in a stable insertion or deletion (indel) “allele” that is inherited over subsequent generations;

as the cells divide, they accrue more Cas9-induced indels at additional sites that further distinguish

successive clades of cells (Figure 4.1A and Figure 4.8). At the end of the lineage-tracing experi-

ment, the indel alleles are collected from individual cells by sequencing and paired with single-cell

expression profiles of the cell state [206, 37]. Then, as in retrospective tracing approaches, com-

putational approaches [216, 29, 247, 70, 127, 293] can reconstruct a phylogenetic tree that best

models subclonal cellular relationships (e.g., by maximum parsimony) from the observed shared

or distinguishing alleles. Thus far, Cas9-enabled tracing has been successfully applied to study the

cellular progenitor landscape in early mammalian embryogenesis [37, 134], hematopoiesis [24], and

neural development in zebrafish [206]. Additionally, resources now exist for studying other phylo-

genetic processes in murine models [37, 134], and analytical tools are available for computationally

reconstructing and benchmarking trees from large lineage-tracing datasets [127, 178].
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Figure 4.1: Lineage tracing in a lung cancer xenograft model in mice. (A) Our Cas9-enabled lineage-tracing technology. Cas9
and three sgRNAs bind and cut cognate sequences on genomically integrated target sites, resulting in diverse indel outcomes (mul-
ticolored rectangles), which act as heritable markers of lineage. dsDNA, double-strand DNA. (B) Xenograft model of lung cancer
metastasis. About 5000 A549-LT cells were surgically implanted into the left lung of immunodeficient mice. The cells engrafted at the
primary site, proliferated, and metastasized within the five lung lobes, mediastinal lymph, and liver. GFP, green fluorescent protein;
BFP, blue fluorescent protein. (C) In vivo bioluminescence imaging of tumor progression over 54 days of lineage recording, from early
engraftment to widespread growth and metastasis. (D) Fluorescent imaging of collected tumorous tissues. The white dashed lines
indicate bulked tissue samples. (E) Anatomical representation of the six tumorous tissue samples (left) and the number of cells col-
lected with paired single-cell transcriptional and lineage datasets (right). LL, left lung; LV, liver; M1, mediastinum 1; M2, mediastinum
2; RE, right lung E; RW, right lung W.

4.3 Results

4.3.1 Tracing metastasis in a mouse xenograft model

Here, we apply lineage tracing to explore the subclonal dynamics of metastatic dissemination in a

mouse cancer model [189]. We used a human KRAS-mutant lung adenocarcinoma line (A549 cells)

in an orthotopic xenograft model in mice because this system is characterized by aggressive metas-

tases [189] and orthotopic xenografting experiments are useful for modeling cancer progression in

vivo [77]. We engineered A549 cells with a refined version of our molecular recorder technology [37]

[Figure 4.9 and Methods]. Specifically, the engineered cells contained (i) luciferase for live imag-



143

ing; (ii) Cas9 for generating heritable indels; (iii) 10 uniquely barcoded copies of the target site for

recording lineage information, which can be captured as expressed transcripts by scRNA-seq; and

(iv) triple–single guide RNAs (sgRNAs) to direct Cas9 to the target sites, thereby initiating lineage

recording (Figure 4.1A and Figure 4.92, A to C). To enable tracing over long time scales, we de-

signed the sgRNAs with nucleotide mismatches to the target sites, thereby decreasing their affinity

[25, 129] and tuning the lineage recording rate [37, 131]. About 5000 engineered cells (“A549-LT")

were then embedded in matrigel and surgically implanted into the left lung of an immunodeficient

(C.B-17 SCID) mouse (Figure 4.1B). We followed bulk tumor progression by live luciferase-based

imaging (Figure 4.1C): The early bioluminescent signal was modest and restricted to the primary

site (left lung), consistent with engraftment; with time, the signal progressively increased and spread

throughout the thoracic cavity, indicating tumor growth and metastasis. After 54 days, the mouse

was sacrificed and tumors were identified in the five lung lobes, throughout the mediastinal lymph

tissue, and on the liver (Figure 4.1D), in a pattern consistent with this model [189]. From these tu-

morous tissues, we collected six samples, including one from the left lung (i.e., including the primary

site; Figure 4.1E, left). The tumor samples were dissociated, fluorescence-sorted to exclude normal

mouse cells, and finally processed for scRNA-seq. To simultaneously measure the transcriptional

states and phylogenetic relationships of the cells, we prepared separate RNA expression and tar-

get site amplicon libraries, respectively, resulting in 41,487 paired single-cell profiles from six tissue

samples [Figure 4.1E, right; Figure 4.10; and Methods].

In addition to the mouse described above (hereafter “M5k”), we also performed lineage tracing in

three other mice (called “M10k,” “M100k,” and “M30k”), using A549-LT cells engineered with slightly
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different versions of the lineage-tracing technology [Figure 4.11 and Methods]. Unless otherwise

noted, we focus our primary discussion of the results on mouse M5k because it yielded the richest

lineage-tracing dataset with the most cells and distinct lineages.

4.3.2 Distinguishing clonal cancer populations

Our lineage recorder target site [37] carries two orthogonal units of lineage information: (i) a static

14–base pair–randomer barcode (“intBC") that is unique and distinguishes between multiple in-

tegrated target site copies within each cell and (ii) three independently evolving Cas9 cut-sites

per target site that record heritable indel alleles and are used for subclonal tree reconstruction

(Figure 4.1A). Each target site is expressed from a constitutive promoter, allowing it to be captured

by scRNA-seq. After amplifying and sequencing the target site mRNAs, the reads were analyzed

using the Cassiopeia processing pipeline [127]. Briefly, this pipeline leverages unique molecular

identifier (UMI) information and redundancy in sequencing reads to confidently call intBCs and indel

alleles from the lineage data, which inform subsequent phylogenetic reconstruction [Figure 4.8 and

Methods].

We determined the number of clonal populations (i.e., groups of related cells that descended

from a single clonogen at the beginning of the xenograft experiment) that are each associated with a

set of intBCs. Importantly, the A549-LT cells were prepared such that clones carry distinct intBC sets.

By sampling the A549-LT cells before implantation, we estimate that the implanted pool of 5000 cells

initially contained 2150 distinguishable clones (Figure 4.9D). From these intBC sets, we assigned
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most of the cancer cells collected from the mouse (97.7%) to 100 clonal populations (Figure 4.12,

A and B), ranging in size from >11,000 (clone 1, “CP001") to ∼30 cells (CP100) (Figure 4.12C).

Though there were some smaller clonal populations, we focused on these largest 100 because

lineage tracing in small populations is less informative. Furthermore, despite initially implanting

∼2150 distinct clones, only 100 clones successfully engrafted and proliferated, suggesting that

only a small minority of cells were competent for engraftment and survival in vivo (Figure 4.9D).

Moreover, we find minimal correlation between initial (preimplantation) and final (postsacrifice) clonal

population size [Spearman’s correlation coefficient (ρ) = −0.026; Figure 4.9E], suggesting that

clone-intrinsic characteristics that confer greater fitness in vitro do not necessarily confer greater

fitness in the in vivo environment [176, 105].

Features that influence the lineage recording capacity and tree reconstructability differed be-

tween clonal populations, such as the copy number of target sites, the percentage of recording

sites bearing indel alleles, and allele diversity (Figures 4.13, A to C, and 4.14). Although most

clonal populations exceeded parametric standards for confident phylogenetic reconstruction, some

had slow recording kinetics or low allele diversity and failed to pass quality-control filters (17 clones,

7.3% of total cells in mouse M5k; Figures 4.13D and 4.14B); these clones were excluded from tree

reconstruction and downstream analyses (see Methods).

We observed that the clonal populations exhibited distinct distributions across the six tissues

(Figure 4.15, A to C), ranging from exclusively residing in the primary site (e.g., CP029, CP046)

to being overrepresented in a tissue (e.g., CP003, CP020) or to being distributed broadly over all

sampled tissues (e.g., CP002, CP013). The level of tissue dispersal is logically a consequence
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of metastatic dissemination and thus can inform on the frequency of past metastatic events. To

quantify the relationship between tissue distribution and metastatic dissemination, we defined a sta-

tistical measure of the observed-versus-expected tissue distributions of cells [termed “tissue disper-

sion score"; Methods] to operate as a coarse, tissue-resolved approximation of the dissemination

frequency. Across the 100 clonal populations in this mouse, we observed a wide range of tissue

dispersion scores (Figure 4.15D), suggesting broad metastatic heterogeneity across the tumor pop-

ulations. We next explored this heterogeneity more directly and at far greater resolution using the

evolving lineage information.

4.3.3 Single-cell–resolved cancer phylogenies

The key advantage of our lineage tracer is not in following clonal lineage dynamics (i.e., from cells’

static intBCs, as described above) but rather in reconstructing subclonal lineage dynamics (i.e., from

cells’ continuously evolving indel alleles). As such, we reconstructed high-resolution phylogenetic

trees using the Cassiopeia suite of phylogenetic inference algorithms [127] with parameters tailored

to this dataset’s complexity and scale (see Methods). Each of the resulting trees comprehensively

describes the phylogenetic relationships between all cells within the clonal population and summa-

rizes their history of metastatic dissemination between tissues (Figure 4.2). The trees are intricately

complex (mean tree depth of 7.25; Figure 4.13E) and highly resolved [consisting of 37,888 cells

with 33,266 (87.8%) distinct lineage states; Figure 4.13C].

To illustrate the intricate complexity of the trees in this dataset, we present the reconstructed phy-
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Figure 4.2: High-resolution phylogenetic trees capture the histories of clonal cancer populations. Highly detailed phylogenetic
reconstructions for each clonal population, represented as radial phylograms. Each cell is represented along the circumference and
colored by tissue, as in Figure 4.1E and the legend. Trees differ in size, tissue distribution, and frequency of tissue transitions. Each
tree is scaled by the square root (sqrt) of the number of cells.
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logram and lineage alleles for a representative clonal population of 5616 cells (CP003; Figure 4.3A)

with 99.0% (5560) distinct cell lineage states, mean tree depth of 10.0, and maximum tree depth of

20. Intuitively, cells that are more closely related to one another ought to share more lineage alleles,

which is evident from the patterns of shared alleles within clades and distinguishing alleles between

clades (zoomed inlays in Figure 4.3A). Indeed, we find systematic agreement between phylogenetic

distance (i.e., the distance between two cells in the tree) and allelic distance (the difference between

two cells’ lineage alleles) for this example (Figure 4.3B) and across all other trees (Figure 4.17). The

high diversity of distinguishable Cas9-induced indels (9936 unique alleles across all M5k cells; evi-

dent in the array of distinct allele colors in Figure 4.3A) also reduces the probability of homoplasy, an

issue that complicates tree reconstruction and impairs tree accuracy ([127, 218]). Altogether, these

features indicate that the reconstructed trees accurately model the true phylogenetic relationships

between cells.

4.3.4 Inferring and quantifying past metastatic events from phylogenies

A notable feature revealed by the reconstructed phylogenies is the varying extent to which closely

related cells reside in different tissues (Figure 4.2), patterns that directly result from ancestor cells

having physically transited from one tissue to another in the past (i.e., metastatic seeding). Vary-

ing rates of metastasis produce different patterns of concordance between phylogeny and tissue

(Figure 4.4A). For example, nonmetastatic populations result in all clades remaining within a single

tissue (Figure 4.4, A and B, left); conversely, highly metastatic populations result in closely related
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Figure 4.3: Phylogenetic reconstructions are detailed and accurate. (A) Phylogenetic tree and lineage alleles of one clonal
population (CP003; N = 5616 cells). The phylogram (left) represents cell-cell relationships, and the matrix (right) represents the
lineage alleles for each cell. Alleles are assigned distinct colors, where saturation indicates allele rarity (legend). Nested zooms of
individual clades [inlays of (A)] show the patterns of shared and distinguishing indel alleles and highlight indel diversity, tree depth,
and tree complexity. (B) Correspondence between phylogenetic distance (the normalized pairwise tree distance between two cells)
and allelic distance (the normalized pairwise difference in alleles between two cells) for CP003, indicating that the tree accurately
models phylogenetic relationships.

cells residing in different tissues (Figure 4.4, A and B, right). Finally, intermediate levels of metas-

tasis can similarly lead to a dispersed tissue distribution as in the highly metastatic regime, though

with fewer metastatic transitions, thus supporting the need to reconstruct trees to distinguish such

cases (Figure 4.4, A and B, middle).

To quantitatively study the relationship between metastatic phenotype and phylogenetic topol-

ogy, we used the Fitch-Hartigan maximum parsimony algorithm ([72, 104]). Our implementation
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Figure 4.4: Quantifying the diverse metastatic phenotypes of clonal populations directly from cell lineages. (A) Theoretical
continuum of metastatic phenotypes, spanning nonmetastatic (never exiting the primary site) to highly metastatic (frequently transi-
tioning between tumors; arrows). Ancestral metastatic events between tissues leave clear phylogenetic signatures (yellow stars). (B)
Example clonal populations that illustrate the wide range of metastatic phenotypes observed: a nonmetastatic population that never
exits the primary site (CP029), a moderately metastatic population that infrequently transitions between different tissues (CP019),
and a frequently metastasizing population with closely related cells residing in different tissues (CP013). Cells are colored by tissue
as in Figure 4.1E; metastatic phenotypes were scored by the TreeMetRate. (C) The distribution of TreeMetRates for each clonal pop-
ulation. (D) The distributions of single-cell-resolution metastatic phenotypes (scMetRates) for each clonal population, rank ordered
by TreeMetRate, with median scMetRate indicated in black.

of this algorithm provides the minimal number of ancestral (i.e., not directly observed) metastatic

transitions that are needed to explain the final (i.e., observed) tissue location of each cell in a given

tree. We defined a score of the metastatic potential (termed “TreeMetRate”) by dividing the inferred

minimal number of metastatic transitions by the total number of possible transitions (i.e., edges in
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the tree). Empirically, we observe a distribution of clonal populations that spans the full spectrum

of metastatic phenotypes between low (nonmetastatic) and high (very metastatic) TreeMetRates

(Figure 4.4, B and C). The TreeMetRate is stable across bootstrapping experiments in simulated

trees (Figure 4.16, E and F) and when using an alternative phylogenetic reconstruction method

[neighbor joining [216]] on empirical data (Figure 4.18A; Pearson’s ρ = 0.94), indicating that the

TreeMetRate is a robust measurement of metastatic behavior—though, notably, Cassiopeia trees

are more parsimonious than those reconstructed by neighbor joining (Figure 4.18B). Empirically,

the tissue dispersal score agrees with the TreeMetRate at low metastatic rates (Figure 4.19, A and

C); however, the TreeMetRate more accurately captures the underlying metastatic rate over a broad

range of simulated metastatic rates because it can distinguish between moderate and high metastatic

rates (Figure 4.16D), which both result in broad dispersion across tissues (Figure 4.4A), whereas

the tissue dispersal score saturates at intermediate metastatic rates (Figure 4.16B). Furthermore,

the TreeMetRate agrees with an alternate measure that does not depend on tree reconstruction

[termed “AlleleMetRate"; see Methods; Figure 4.19, B and D], though, again, simulations indicate

that the TreeMetRate best reflects the underlying metastatic rate (Figure 4.16, A to D).

We further extended our parsimony-based approach to quantify the metastatic phenotype at

the resolution of individual cells (termed the “scMetRate") by averaging the TreeMetRate for all sub-

clades containing a given cell (see Methods). This measurement is sensitive to subclonal differences

in metastatic behavior (Figure 4.4D) and highlighted intriguing bimodal metastatic behavior for clone

CP007 (discussed below). Additionally, we find that the scMetRate is uncorrelated to clonal popula-

tion size, proliferation signatures [16, 215], or cell cycle stage [278] (Figure 4.20), indicating that it
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can measure metastatic potential uncoupled from proliferative capacity. Overall, these results indi-

cate that cancer cells in this dataset exhibit diverse metastatic phenotypes both between and within

clonal populations, which can be meaningfully distinguished and quantified by virtue of the lineage

tracer but would have otherwise been hidden from classical barcoding approaches.

4.3.5 Transcriptional drivers of differences in metastatic phenotype

We next explored the extent to which single-cell transcriptional states underlie metastatic capacity

[34]. By comparing the paired transcriptional and lineage datasets, we found that different metastatic

behaviors corresponded to differential expression of genes, many with known roles in metasta-

sis. First, after filtering and normalizing the scRNA-seq data, we applied Vision [58], a tool for

assessing the extent to which the variation in cell-level quantitative phenotypes can be explained by

transcriptome-wide variation in gene expression. Although we found little transcriptional effect at-

tributable to clonal population assignment, we observed a modest association between a cell’s tran-

scriptional profile and its tissue sample or metastatic rate (Figure 4.21). We next performed pairwise

differential expression analyses comparing cells from completely nonmetastatic clonal populations

(i.e., four clones that never metastasized from the primary tissue in the left lung, such as CP029)

to metastatic clones in the same tissue (Figure 4.22). This clone-resolution analysis identified sev-

eral genes with significant expression changes that were also consistent across each nonmetastatic

clone [log2 fold change >1.5, false discovery rate <0.01], such as IFI6. These initial results sug-

gested that differences in metastatic phenotype may manifest in characteristic differences in gene
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expression and motivated deeper analysis.

Next, we sought to comprehensively identify genes that are associated with metastatic behavior

by regressing single-cell gene expression against the scMetRates [over all observed cells, clonal

populations, and tissues; Figure 4.5A and Methods], thereby leveraging both the scRNA-seq dataset

and the single-cell phylogenies. Many of the identified positive metastasis-associated candidates

[i.e., genes with significantly higher expression in highly metastatic cells; see Methods] have known

roles in potentiating tumorigenicity (Figure 4.5B, top), such as IFI27 [271, 161], REG4 [96, 249],

and TNNT1 [103]. Reciprocally, many negative metastasis-associated candidates have known roles

in attenuating metastatic potential (Figure 4.5B, bottom), such as NFKBIA [27], ID3 [38], and ASS1

[205]. The gene whose expression we identified as most strongly and significantly anticorrelated with

metastatic capacity, KRT17 (Methods), has paradoxically been implicated in promoting invasiveness

in lung adenocarcinoma [162], and its overexpression has been associated with poor prognosis

in some cancers [111]; we follow up on this unexpected finding below. Additionally, many of the

identified genes were significantly reproduced across every mouse in this study (Figure 4.55, C

and D, and Figure 4.24) (Methods). And more generally, the gene-level expression trends are

broadly supported by significant correlation (Methods) between the TreeMetRate and several gene

expression signatures [246], such as cancer invasiveness [7] and epithelial-mesenchymal transition

[125] (Figure 4.23).

Although we identified many interesting and reproducible gene candidates in our regression

analysis, it was unclear whether they were directly driving the metastatic phenotype or were merely

associated with it. To address this point, we next explored the functional impact on metastatic be-
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Figure 4.5: Divergent metastatic phenotypes are driven by differences in gene expression. (A) Poisson regression analysis of
single-cell gene expression and scMetRate for all cells and all tissues, with fold change and coefficient of regression shown. The
strongest and most significant positive and negative genes are annotated (red and blue, respectively; see Methods). (B) Expression
level of several positive and negative metastasis-associated gene candidates (top and bottom rows, respectively) in cells with low or
high scMetRate (blue and magenta box plots, respectively). Boxes represent first, second, and third quartiles; whiskers represent 9th
and 91st percentiles of expression distribution. (C and D) Overlap of identified positive and negative metastasis-associated genes,
respectively, from the four mouse experiments, with the number of genes indicated. Four-way intersections between gene sets are
significant by SuperExactTest [272] multiset intersection test. (E and F) In vitro transwell invasion assays after CRISPRi or CRISPRa
gene perturbation, respectively, in A549 cells. Perturbations were performed using two independent sgRNAs per gene. Differences
in invasion phenotype relative to two negative control guides (nontargeting and olfactory receptor) were significant by two-tailed
Student’s t test; error bars show standard deviation across triplicates.

havior of modulating the expression of five high-scoring gene candidates (IFI6, IFI27, KRT17, ID3,

and ASS1). First, we engineered A549 cells to enable CRISPR-inhibition (CRISPRi) or CRISPR-

activation (CRISPRa) perturbations (activity validated in Figure 4.25, C and D) and then increased

or decreased expression, respectively, of the five gene targets using two independent sgRNAs per
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gene. Finally, we measured the perturbed cells’ invasion phenotype in vitro using a transwell invasion

assay [Figure 4.5, E and F, and Methods]. As hypothesized, CRISPRi knockdown resulted in de-

creased invasiveness for positive metastasis-associated genes (IFI6 and IFI27 ; p = 0.001 and 0.005,

respectively, by two-tailed Student’s t test) and increased invasiveness for negative metastasis-

associated genes (KRT17, ID3, and ASS1; p = 0.054, 0.003, and 0.062, respectively; Figure 4.5E).

Conversely, we found that increasing candidate gene expression by CRISPRa produced the exact

opposite results (Figure 4.5F), indicating that the invasion phenotype can be quantitatively altered

by both increased or decreased expression for each of the five candidate genes tested, including,

notably, KRT17, in agreement with the results of the lineage tracing experiments. We confirmed that

the modulation of expression of each of these genes strongly and significantly modulated invasive-

ness (p < 0.01, by two-tailed Student’s t test) in a separate human lung cancer cell line (H1299 cells,

which are KRAS wild type and TP53 mutant and harbor endogenous NRASQ61K ; Figure 4.25, A

and B), though, for two of the genes (IFI27 and IFI6), CRISPRa had a significant effect (p < 0.01),

whereas CRISPRi did not. Taken together, these results indicate that (i) the lineage tracer can mean-

ingfully identify metastasis-associated genes in vivo, (ii) some of these gene candidates are sufficient

to drive differences in metastatic phenotype, and (iii) these genes’ roles in mediating invasiveness

extend beyond the one A549 cancer model and across different oncogenic backgrounds.
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4.3.6 Heterogeneity and heritability of metastatic behavior in

preimplantation cells

We next used the positive and negative metastasis-associated genes identified above (Figure 4.5A)

to define a de novo transcriptional signature (hereafter, “metastasis signature"; Figure 4.6A and

Figure 4.26A). Even before implantation into the mice, the cells already exhibited meaningful het-

erogeneity in the metastatic signature (Figure 4.6B), and metastasis-associated genes such as

ID3 and TNNT1 were similarly heterogeneously expressed preimplantation (Figure 4.6C). Next, we

used the lineage barcodes to map cells from the in vitro preimplantation pool to the clonal popu-

lations that engrafted in vivo (Figure 4.26B). We then segregated these mapped cells into the top

and bottom halves by their corresponding TreeMetRate and queried their preimplantation metastatic

signatures. We found that cells from more metastatic clones in the mouse had modestly, yet sig-

nificantly, higher metastatic signatures before implantation, and vice versa (Figure 4.26C). This

indicates that the preimplantation transcriptional signature is mildly predictive of in vivo metastatic

phenotype (Figure 4.26D), though the distinction becomes more amplified in vivo (Figure 4.26, C

and D). This result suggests that even before cells were xenografted into the mouse, they were

primed for greater or lesser metastatic capacity in vitro.

Although the preexisting transcriptional heterogeneity in the preimplantation cells was notewor-

thy, it remained unclear whether these differences were stochastic or intrinsic properties of the

cells that could be robustly propagated in vitro and in vivo. One way to address this question is

by implanting two cells from the same clone into two distinct mice and querying how well their
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Figure 4.6: Metastatic phenotype is predetermined, heritable, and reproducible. (A and B) Projections of transcriptional states
of M5k cancer cells and preimplantation cells (A) or preimplantation cells alone (B), colored by metastatic signature. Association
between transcriptional state and metastatic signature is measured by inverted Geary’s C’ and significance by false discovery rate
(p). (C) Preimplantation cells exhibit heterogeneity in expression of metastasis-associated genes. The color scale bars indicate
normalized log gene expression. (D) Jaccard overlap of intBC sets between clonal populations in M10k and M100k mice. Two
pairs of clonal populations (indicated by † and §) were related between the two mouse experiments (Jaccard overlap > 50%). (E)
Comparison of TreeMetRates from related clones implanted in M10k and M100k, showing minimal difference in metastatic rate (δ)
between clone pairs, and the empirical probability (p) that the δ for a randomly selected pair of clones will be smaller than the observed
δ. (F) Cumulative distribution plot of the background distribution of all possible pairwise TreeMetRate differences between M10k and
M100k clones (gray), with a zoom to show the low-δ regime; red dashes indicate p. (G) Divergent subclonal metastatic behavior
exhibited in the phylogenetic tree of clonal population 7, with annotated subclades; cells are colored by tissue as in Figure 4.1E.
(H) The bimodal distribution of scMetRates for cells in CP007, with cells from the divergent subclades indicated. (I) Comparison of
single-cell metastatic phenotype and Hotspot transcriptional module scores. (J) Overlay illustrating concordance between CP007
phylogeny, scMetRates, and Hotspot module scores.
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metastatic phenotype is reproduced. Using the cells’ intBCs, which stably mark clones, we iden-

tified two such instances where cells from the same clonal population seeded tumors in two different

mice (Figure 4.6D and Figure 4.27). Notably, for each of the two pairs of clonal populations, the

TreeMetRates were nearly identical (Figure 4.6E). Indeed, one of these pairs had the most similar

TreeMetRates across all pairs of clones in the two mouse experiments [δ(TreeMetRate) = 0.0005;

Figure 4.6F]. Taken together, these results indicate that (i) the diverse metastatic phenotypes in

vivo are determined before implantation (also Figure 4.6, B and C), (ii) the metastatic phenotype is

reproducible over generations and is thus heritable (Figure 4.6, E and F, and Figure 4.26, C and

D), and (iii) our analytical approaches for quantifying the metastatic rate, including reconstruction of

the phylogenies, are experimentally robust (Figure 4.6E).

4.3.7 Evolution of metastatic phenotype

Though we have thus far discussed how metastatic phenotype is clone-intrinsic and stably inher-

ited, we identified a clear example within the dataset that was the exception to this general rule.

Specifically, clone 7 (CP007) exhibited distinct subclonal metastatic behaviors, wherein one clade

metastasized frequently to other tissues while another clade remained predominantly in the right lung

(Figure 4.6G). This distinction is reflected in a bimodal distribution of scMetRates (Figure 4.4D and

4.6H). We used the Hotspot [57] algorithm to explore the relationship between subclonal structure

and gene expression and identified two modules of correlated genes that exhibit heritable expression

programs (Figure 4.28A). Notably, the cumulative expression of genes in module 1 is correlated with
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lower metastatic rates, whereas the opposite holds for module 2 (Figure 4.6I and Figure 4.28, B

and C). Consistently, the two modules broadly correspond to the two clades with diverging metastatic

phenotypes (Figure 4.6J). This result is reproduced even in a control analysis of CP007 cells from

the right lung only (Figure 4.28, D to G), indicating that these differences in gene expression indeed

reflect differences in metastatic phenotype rather than tissue-specific effects. This example illus-

trates that although the metastatic rate is stably inherited, it can also evolve—albeit rarely—within

a clonal population, alongside concordant changes in transcriptional signature. Importantly, this

finding could only be appreciated by virtue of the subclonal resolution of the lineage tracer.

4.3.8 Tissue routes and topologies of metastasis

The phylogenetic reconstructions also made it possible to describe detailed histories about the tissue

routes and the directionality of metastatic seeding. For example, the phylogenetic tree for CP095

reveals five distinct metastatic events from the left lung to different tissues, in a paradigmatic exam-

ple of simple primary seeding (Figure 4.7, A and B). Other phylogenies revealed more complicated

trajectories, such as CP019, wherein early primary seeding to the mediastinum was likely followed

by intramediastinal transitions and later seeding from the mediastinum to the liver and right lung

(Figure 4.7, C and D). To more systematically characterize the tissue transition routes revealed by

the phylogenetic trees, we extended the Fitch-Hartigan algorithm ([72, 104]) to infer the directionality

of each tissue transition (i.e., the origin and destination of each metastatic event) along a clonal pop-

ulation’s ancestry. Our algorithm, called FitchCount, builds on other ancestral inference algorithms
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such as MACHINA [135] by scaling to large inputs and providing tissue transition frequencies that

are aggregated across all ancestries that satisfy the maximum parsimony criterion (see Methods

and Appendix). Through simulation, we show that FitchCount can accurately recover underlying

transition probabilities better than a naïve application of the Fitch-Hartigan algorithm [Figure 4.16,

G and H, and Methods], likely because the naïve approach summarizes only a single optimal as-

signment solution, whereas FitchCount summarizes all optimal solutions. The resulting conditional

probabilities of metastasis to and from each tissue are summarized in a tissue transition probability

matrix (Figure 4.7, E and F). Notably, we found that these transition matrices are varied and distinct

to each clone (Figure 4.7G and Figure 4.29).

We next used principal components analysis (PCA) to stratify clones by their transition matrices

(Figure 4.7H) and identified descriptive features that capture differences in the metastatic tissue

routes traversed by each clone (Figure 4.7I and Figure 4.30). These descriptive features include

primary seeding from the left lung (as in CP095; Figure 4.7, A and B), metastasis from and within the

mediastinum (CP098; Figure 4.7G, left), or metastasis between lung lobes (CP070; Figure 4.7G,

middle) and may reflect intrinsic differences in tissue tropism. From this feature analysis, we also

note that many clones primarily metastasized via the mediastinal lymph tissue (Figure 4.7, H and

I), suggesting that the mediastinum may act as a nexus for seeding in this mouse model, perhaps

because the mediastinal lymph is a favorable niche with extensive tissue connections [196]. This

observation is consistent with previous experiments in this model [189], bulk live imaging during

tumor progression in this experiment wherein tumors appear to quickly colonize the mediastinum

(Figure 4.1C), and the terminal disease state wherein the mediastinum harbors the majority of the
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Figure 4.7: Metastases were seeded via complex tissue routes and multidirectional topologies. (A and C) Phylogenetic trees
and lineage alleles for clonal population CP095 and CP019 clades, respectively. (B and D) Notable metastatic events are annotated
in the phylogram and represented graphically as arrows. Cells are colored by tissue as in Figure 4.1, lineage alleles are colored as in
Figure 4.3A, and the dashed arrow indicates an assumed transition. (E and F) Tissue transition matrices representing the conditional
probability of metastasizing from and to tissues, defining the tissue routes of metastasis for each clonal population. CP095 solely
exhibits primary seeding from the left lung, whereas CP019 shows more complex seeding routes. (G) Tissue transition matrices
illustrating the diversity of tissue routes, including metastasis from and within the mediastinum (left), between the lung lobes (middle),
or amply to and from all tissues (right). (H) PCA of tissue transition probabilities for each clonal population. Displayed clones are
annotated in red; the percentages of variance explained by components are indicated on the axes. (I) Component vectors of PCA
with descriptive features. (J) Possible phylogenetic topologies of metastatic seeding, represented as in Figure 4.4A. (K) Number of
clonal populations that exhibit each metastatic seeding topology.
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tumor burden (Figure 4.15). This illustrates how the lineage tracer can capture subtle differences

in tissue tropism for different tumor populations.

Many models of metastatic seeding topology (i.e., the sequence and directionality of metastatic

transitions) have been described in cancer [263]—including reseeding, seeding cascades, parallel

seeding, and others—and each is characterized by a distinct phylogenetic signature (Figure 4.7J).

These different metastatic topologies can critically influence the progression, relapse, and treat-

ment of cancers ([171, 155, 71, 190]; for example, reseeding of metastatic cells returning to the

primary tumor site can contribute genetic diversity, resistance to treatment, and metastatic potential

to tumors [108, 48]. Within this single dataset, we find numerous examples of all of these topolo-

gies (Figure 4.7K); indeed, we most often observe examples of all topologies within every clone

(Figure 4.31), as well as more complex topologies that defy simple classifications (e.g., Figure 4.7,

D and G, right), further underscoring the aggressive metastatic nature of A549 cells in this xenograft

model. Extending beyond this model, these findings suggest that metastatic seeding patterns can

be highly complex or patient-specific.

4.4 Discussion

By applying our next-generation, Cas9-based lineage tracer to a mouse model of metastasis, we

observed meaningful features of metastatic biology that were only apparent by virtue of subclonal

lineage information. Among these key insights were the broad range of metastatic rates for different

tumor populations, the preexistence and stable heritability of these heterogeneous metastatic phe-
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notypes, and the complex, multidirectional tissue routes by which cancer cells disseminate in this

model.

The heterogeneity we observed may have intriguing implications for understanding the biology

of cancer metastasis. First, rather than being a simple binary process, there appear to exist multiple

distinct cell states that have characteristic and graded differences in metastatic potential, and these

differences are orthogonal to proliferative potential. Second, there are characteristic transcriptional

differences underlying the different metastatic states, and multiple genes involved in these differ-

ences are individually sufficient to modulate the degree of cell invasion; this suggests that coherent

transcriptional programs drive these different metastatic states. Third, although these transcriptional

differences can be detected in vitro, they are muted in that context and are amplified in vivo, sug-

gesting an interplay between tissue environment and cell phenotype. Finally, these phenotypes are

stably inherited over cell generations but are capable of evolution, as we document in one clear ex-

ample. Understanding the genetic and/or epigenetic bases for these phenotypic differences—how

they arise, how they change, and how they affect cell biology—could broadly inform our understand-

ing of how cancer disseminates and progresses.

As a first report, this work by necessity focuses on a single model of metastasis. Nonetheless,

multiple distinct steps underlie the metastatic process—including extravasation, transit between tis-

sues, intravasation, and colonization—and the approaches described here can be broadly applied

to study each of these steps and indeed other aspects of cancer progression in future work. The

lineage-tracing approach could be applied to models of inducible tumor initiation [62] or patient-

derived xenografts [297, 109], which we anticipate may provide a window into earlier stages of cancer
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progression, such as slower or less complex metastatic dynamics than the aggressively metastatic

behavior observed here by A549 cells. Lineage tracing in syngeneic cancer lines or autochthonous

models of cancer could chart how an intact immune system may influence cancer progression [93,

8, 20]. It will also be of interest to investigate the roles that other gene candidates identified here

play in metastasis, as well as to elucidate the molecular mechanism by which KRT17 suppresses

metastatic phenotype in vitro and in vivo—an unexpected role that this work uncovered. Merging

lineage tracing with recent high-resolution spatial sequencing approaches ([79, 212, 239, 12]) would

enable the exploration of cancer biology at higher spatial resolution (e.g., resolving individual tumors,

rather than resolving tumorous tissues as we did here) to distinguish the clonality of micrometas-

tases, monophyletic versus polyphyletic dissemination [21], intercellular interactions between cancer

cells and the microenvironment, and the spatial constraints of tumor growth and metastasis.

Our work establishes that it is now possible to uniquely distinguish tens of thousands of cells

over several months of growth in vivo, reconstruct deeply resolved and accurate cell phylogenies,

and then interpret them to identify rare, transient events in the cells’ ancestry (here, metastasis),

revealing otherwise unapparent distinctions in cellular phenotypes. Extending beyond metastasis,

this approach can inform many other facets of cancer biology, such as the timing or order of ge-

netic mutations during malignant transformation, adaptation to different tumor microenvironments,

or the origin and mechanism by which tumor cells acquire resistance to therapeutic agents. And be-

yond cancer, our approach has the potential to empower the study of the phylogenetic foundations

of biological processes that transpire over many cell generations at unprecedented resolution and

scale.
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4.5 Methods

Cell culture

. A549 cells (human lung adenocarcinoma line, American Type Culture Collection (ATCC) CCL-185)

and H1299 cells (ATCC CRL-5803) were maintained in Dulbecco’s modified eagle medium (DMEM,

Gibco) supplemented with 10% (v/v) fetal bovine serum (FBS; VWR Life Science Seradigm), 2 mM

glutamine, 100 units/mL penicillin, and 100 µg/mL streptomycin (hereafter “complete DMEM”). Cells

were cultured at 37◦C in a humidified 5% (v/v) CO2 atmosphere. Cells were split into fresh culture

medium every two to three days by trypsinization with TrypLE reagent (Gibco) quenched with com-

plete DMEM, and maintained at cell density as recommended by ATCC.

Plasmid design and cloning

The triple-sgRNA-BFP-PuromycinR lentivector, PCT62 (to be made available on Addgene), was con-

structed using four-way Gibson assembly (NEB) as previously described [130], and expresses three

sgRNA cassettes driven by distinct U6 promoters, with constitutive BFP and puromycin-resistance

markers for selection. The three sgRNAs are complementary to the three cut-sites in the Target

Site (PCT48), except for precise single base-pair mismatches that decrease their avidity for the cog-

nate cut-sites and subsequently slow lineage recording kinetics [91]. Guide RNAs for CRISPRi and

CRISPRa experiments were chosen from the human CRISPRi/a v.2 libraries (Addgene #83969 and

#83978, respectively) and were cloned into the pLG1 lentiviral backbone (Addgene #84832) using

the annealing and ligation as previously described [114].
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Lentivirus preparation and infection method

Lentivirus was produced by transfecting HEK293T cells with standard 4th generation packaging

vectors delivered by TransIT-LTI transfection reagent (Mirus) as described in [127] and [3]. Target

Site (PCT48) lentiviral supernatant was concentrated 10-fold using Lenti-X Concentrator (Takara

Bio) according to manufacturer’s instructions. Viral preparations were filtered and frozen prior to

infection. Triple-sgRNA lentiviral preparation (PCT62) was titered and diluted to a concentration to

yield approximately 50% infection rate. All infections were performed in 6-well plates with 2 mL

media and 2x105 adhered cells per well; 1 mL of titered lentivirus was added to the culture medium

with 8 µg/mL of polybrene and incubated at 37◦C overnight, after which media was replaced and

cells were expanded to larger culture volumes as needed.

Cell line engineering and selection strategies

Two separate lineage tracing-competent A549 cell lines (hereafter, “A549-LT1" and “A549-LT2")

were engineered separately and by different methods, primarily distinguished by (i) the method of

high copy-number transduction of the Target Site (piggyBac transposition and high-titer lentiviral

infection, respectively) and (ii) the version of the “molecular recorder" technology used (the origi-

nal components described in [37] and the improved components described in [127], respectively).

For both A549-LT1 and -LT2, the cells were first infected with Luciferase-NeomycinR lentivirus; two

days following infection, neomycin(+) cells were selected by treatment with 800 µg/mL G418 Ge-

neticin (Thermo Fisher) every second day for 10 days, expanding the cells as necessary. Next, the
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A549+Luciferase cells were infected with either Cas9-P2A-BFP or Cas9-P2A-mCherry lentivirus, re-

spectively; three days following infection, BFP(+) or mCherry(+) cells were collected by fluorescence-

activated cell sorting (FACS) using the BD FACS Aria II at the UCSF Center for Advanced Technology

core. Next, the A549+Luciferase+Cas9 cells were serially transduced with different versions of the

GFP-TargetSite vector (transposon-based PCT17 or lentivector-based PCT48, respectively). For

the A549-LT1 line, the transposon transduction was performed by electroporation using an Amaxa

Nucleofector (Lonza) with 100 ng of PiggyBac transposase plasmid (SBI System Biosciences) and

500 ng of PCT17 transposon plasmid. For the A549-LT2 line, the high-titer PCT48 lentiviral infec-

tions were performed as above, but in triplicate and pooled to further maximize diversity. Following

GFP-TargetSite transduction, GFP(+) cells were collected by FACS. These steps were repeated

two additional times for a total of three serial transductions of the Target Site, fluorescence-sorting

cells with progressively higher GFP fluorescence after each transduction (Figure 4.9). Finally, four

days prior to implantation, A549+Luciferase+Cas9+TargetSite cells were transduced by titered triple-

sgRNA (with BFP-PuromycinR markers; PCT61) lentivirus; 36 hours following infection, BFP(+) cells

were collected by FACS and returned to in vitro culture until final preparation for implantation, thus

producing lineage tracing-competent A549-LT1 and -LT2 cell lines

Mouse care

Mouse experiments were performed as in [189]. Six- to eight-week-old female SCID C.B-17 mice

(C.B-Igh − 1b/IcrTac-Prkdcscid; Taconic) were maintained in specific-pathogen-free conditions in
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facilities approved by the American Association for Accreditation of Laboratory Animal Care. Surgical

procedures were reviewed and approved by the UCSF Institutional Animal Care and Use Committee

(IACUC), Protocol #AN107889-03C.

Orthotopic lung xenografts

To prepare A549-LT cell suspensions for implantation, cells were collected from culture by trypsiniza-

tion and quenched with complete DMEM. Cells were then washed in cold PBS and resuspended with

cold Matrigel matrix (BD Bioscience) at the appropriate final concentration (500, 1000, 3000, and

10,000 cells/µL for mice M5k, M10k, M30k, and M100k, respectively). The Matrigel cell suspen-

sions were gently mixed and transferred into a 1-mL syringe and remained on ice until implantation.

Orthotopic implantations were performed as in [189]: mice were placed in the right lateral decu-

bitus position and anesthetized with 2.5% inhaled isoflurane. A 1-cm surgical incision was made

along the posterior medial line of the left thorax. Fascia and adipose tissue layers were dissected

and retracted to expose the lateral ribs, the intercostal space, and the left lung parenchyma. Upon

recognition of left lung respiratory variation, a 30-gauge hypodermic needle was used to advance

through the intercostal space approximately 3 mm into the lung tissue. Care was taken to inject 10

µL (5,000, 10,000, 30,000, or 100,000 cells, respectively) of cell suspension directly into the left

lung. Mice were observed post-procedure for 1–2 hours, and their body weights and wound healing

were monitored weekly. Experiments were performed across two mouse cohorts: A549-LT1 cells

were implanted in the first mouse cohort (including mice M10k and M100k); A549-LT2 cells were
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implanted in the second cohort (including mice M5k and M30k).

Bioluminescence imaging

Mice were imaged with the Xenogen IVIS 100 bioluminescent imaging system at the UCSF Pre-

clinical Therapeutics Core. Bioluminescence monitoring of the tumor engraftment and metastatic

progression was performed biweekly. Before imaging, mice were anesthetized with inhaled isoflu-

rane and injected intraperitoneally with 200 µL of D-Luciferin at a dose of 150 mg/kg body weight. For

each mouse, bioluminescent signal was measured from the thoracic cavity in the supine position and

calculated automatically using Living Image Software; radiance units are photons/s/cm2/steradian.

Mice were sacrificed after bioluminescent signal was anatomically extensive throughout the thorax

but before the mice exhibited labored breathing (53 to 80 days post-implantation; varied by mouse).

Mice were injected with D-Luciferin as before and subsequently killed; the heart and lungs were re-

sected en bloc, the heart was removed, and the right and left lung lobes were separated. Tumorous

tissues were imaged ex vivo by either bioluminescence (performed as before) or fluorescence using

a stereo fluorescent microscope (Nikon).

CRISPRi/a perturbations and invasion assays

CRISPRi/a cell lines were first generated by infecting parental cell lines with lentivirus carrying either

the CRISPRi (dCas9-BFP-KRAB; Addgene #46911) or CRISPRa (dCas9-XTEN-VPR-GFP [251])

genetic component, respectively; stably transduced cells were selected to purity by FACS. CRISPRi
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and CRISPRa activity was confirmed by perturbing the gene expression of the cell-surface marker

genes CD81 and CD151 (for CRISPRi) and CXCR4 (for CRISPRa); perturbations were performed

by infecting with lentivirus carrying sgRNA against the target marker genes and transduced cells

were selected for 4 days with puromycin as described above. Seven days after transduction, the

perturbed cells were collected and stained with APC-labelled antibodies against CD81, CD151, and

CXCR4 (BioLegend), and the fluorescence of >103 individual cells was measured by flow cytometry

(Attune NxT, Thermo Fisher Scientific). For invasion assays, CRISPRi and CRISPRa cell lines were

treated with lentivirus carrying sgRNAs against the targeted metastasis-associated gene candidates.

We selected five candidate genes of interest to assay based on the following criteria: the strongest

positive (IFI27) or negative (KRT17) genes identified from mouse M5k; in the same gene family as

IFI27 (interferon-induced; IFI6); or previous evidence of modulating invasion phenotype in similar

models (ASS1, ID3) [38, 205]. Cells transduced with sgRNAs against these genes were selected

and cultured for one week, as above. For the invasion assays, DMEM supplemented with 10% FBS

was added to the bottom chamber of a 24-well trans-well plate. The perturbed cells were counted,

and 1.5 × 104 cells were resuspended in serum-free media and added to the top chamber of 8-

µm pore matrigel-coated (invasion) or non-coated (migration) trans-well inserts (Corning BioCoat).

After 16 hours, non-invading cells on the apical side of inserts were scraped off and the trans-well

membrane was fixed in methanol for 15 minutes and stained with Crystal Violet for 30 minutes. The

basolateral surface of the membrane was visualized with a Zeiss Axioplan II immunofluorescence

microscope at 10×. Each trans-well insert was counted manually at 10× and performed in triplicate.

Invasion phenotype was calculated as the number of invading cells through the matrigel membrane
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divided by the mean number of cells migrating through control insert. Differential invasiveness was

assessed using a two-tailed t-test comparing the invasion rate of the perturbation to both negative

controls.

Library Sequencing

Sequencing libraries from each tissue sample were pooled to yield approximately equal coverage

per cell per sample; gene expression libraries and Target Site amplicon libraries were pooled in an

approximately 10:1 molar ratio to yield more RNA reads than Target Site reads. Libraries were further

pooled with approximately 5% PhiX genomic DNA library added for quality-control. The libraries were

sequenced using a custom sequencing strategy on the NovaSeq S2 platform (Illumina) in order to

read the full-length Target Site amplicons. Sample identities were read as dual indices (I1 and I2:

8 cycles each); the 10X cell barcode and unique molecular identifier (UMI) sequences were read

first (R1: 26 cycles) and the Target Site sequence was read second (R2: >250 cycles). Over 4.70

billion sequencing clusters passed Illumina QC filters and were processed as described below. All

raw and processed data has been made available on GEO accession no. GSE161363. Only the

first 98 bases per read were used for analysis in the RNA expression libraries to mask the longer

reads required to sequence the Target Sites.
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TargetSite sequencing data processing

Raw Target Site sequencing data was processed using the Cassiopeia processing pipeline as de-

fined [127]. Briefly, reads with identical cellBC and UMI were collapsed into a single, error-corrected

consensus sequence representing a single expressed transcript. Consensus sequences with poor

quality or sequencing coverage were removed, according to pipeline-defined thresholds. Each con-

sensus sequence was aligned to the wild-type reference Target Site sequence, and the intBC and

indel alleles were called from the alignment. These data are summarized in a molecule table which

records the cellBC, UMI, intBC, indel allele, read depth, and other relevant information.

Calling clonal populations

Collected cells were grouped into “clonal populations”, defined as populations of cells which de-

scended from a single engineered clone and which therefore shared the same set of intBCs. This

was accomplished using an iterative strategy of defining de novo sets of intBCs and assigning cells

to clonal populations based on the sets, and repeating this process to further refine the assignments,

similar to the strategy described in [127], as follows: (1) The most frequently observed intBC (“top

intBC") was identified from the molecule table. (2) A “clustered intBC set” was defined as the intBCs

present in >20% of cells containing the top intBC. (3) Cells with >25% of their Target Site UMIs per-

taining to the clustered intBC set were then collected into a “cluster” and removed from the molecule

table. (4) This process of identifying the top intBC, clustered intBC set, and cell clusters was iter-

ated until at least one of two stopping criteria was met: (i) the returned cluster of cells was empty,
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indicating that the clustering strategy had exhausted well defined clusters, or (ii) the total fraction of

clustered cells exceeded 98% of all cells in the molecule table. (5) Next, a “clonal population intBC

set" was defined for each cell cluster, defined as intBCs that were present in >20% of cells in the

cluster. Some clusters were manually redefined based on overlapping clonal population intBC sets

likely resulting from the serial transduction strategy of cell line engineering; i.e., some clusters were

expected to share intBCs because they were clonally related during serial integration of the Target

Site (see Figure 4.9B for an example). (6) Finally, cells from the initial molecule table were assigned

to a clonal population if >60% of its UMIs pertained to a single clonal population intBC set. Clonal

populations with fewer than 25 cells were not considered, as lineage tracing over small cell numbers

is less informative.

In the pre-implantation sample, we assigned cells to clonal populations observed in M5k by

evaluating the proportion of TargetSite UMIs that corresponded to a clonal population intBC set. As

above, we summed together the UMI proportions of each clonal population intBC set for each cell,

thus yielding a similarity score that we could use to assign cells to clones. Here, we assigned a cell

to a clone if at least 75% of its UMIs pertained to that clonal population intBC set.

Filtering cells and assembly of allele tables

Cells with poor Target Site capture (defined as cellBCs with <10 Target Site UMIs) were removed due

to poor representation. Cells with ambiguous allele states were removed if >10% of the UMIs had

conflicting allele states (i.e., intBC-distinguished Target Sites with more than one allele state), likely
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resulting from PCR errors or cell doublets (wherein both cells are in the same clonal population; so-

called “intra-doublets"). Cells with ambiguous clonal population assignment were removed if <60% of

its UMIs pertained to a single clonal population’s set of intBCs; this likely results from cell-free Target

Site transcripts, PCR errors, or cell doublets (wherein cells are from different clonal populations;

so-called “inter-doublets") Finally, the filtered molecule table with clonal population assignments is

collapsed into an allele table, which summarizes the cellBC, intBC, indel allele, number of UMIs,

assigned clonal population, and other relevant information.

Calculation of Tissue Disperal Score

The Tissue Dispersal Score is the inverted Cramér’s V (1− V ), a statistical measure of the associ-

ation between two variables derived from the chi-squared test, ranging from 0 (no deviation from the

background) to 1 (complete deviation from the background). For a given clonal population, we first

perform a chi-squared test by forming a contingency table X over summarizing the number of cells

found in each tissue for the clonal population, and the number of cells found in each tissue aggre-

gated across all other clonal populations (referred to as the “background"). Importantly, the number

of cells found in each tissue in the background are scaled such that the sums for both columns in X

are equal. After performing a chi-squared test on the r × k contingency table, X , with a total of N

counts across both columns, we derive the bias-corrected Cramér’s V test [18] statistic:

V =

√
ϕ′

min(k̂ − 1, r̂ − 1)
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where ϕ′ = max(0, ϕ
N
− (k−1)(r−1)

N−1
), k̂ = (k−1)2

N−1
, and r̂ = (r−1)2

N−1
. Finally, this statistic is inverted

to obtain the Tissue Dispersal Score.

Filtering of clonal populations for tree reconstruction

We removed a minority of clonal populations that exhibited suboptimal lineage tracing parameters,

as defined by <15% of cut-sites bearing indels (i.e., an estimate of the lineage recording kinetics)

and <66.7% of unique cell allele states (i.e., an estimate of the lineage diversity and information

content). Phylogenetic reconstruction in such poor parameter regimes resulted in low information

trees (indicated by the shallow tree depth of filtered trees in Figs. S6E and S7C) that would not be

interpretable for sensitive downstream analysis, such as calculating the inferred rate of metastasis.

Assembly of character matrices for phylogenetic tree reconstruction.

To reconstruct lineages, we created “character matrices" from the allele tables of each clonal popu-

lation using the Cassiopeia software. Specifically, we summarized the indels observed in each of the

N cells in a clonal population across the M cut-sites to form an N ×M matrix where each entry is

an integer-representation of the indel observed in that cell at that cut-site. These entries are referred

to as “character-states" or “states"; the columns of this matrix are referred to as “characters"; and

the rows are referred to as “cells" or “samples", interchangeably. Missing data was specified as the

string ‘-’, and uncut sites were specified as ‘0’.
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Cassiopeia-build pipeline overview

We reconstructed each clonal population’s phylogeny using the Cassiopeia-Hybrid module, as de-

scribed in [127]. Briefly, Cassiopeia-Hybrid takes as input the N×M character matrix and first uses

the Cassiopeia-Greedy heuristic to split cells into small groups based on the presence, or absence,

of states that occurred early in the phylogeny (referred to as “character-splits"); then, each subprob-

lem is solved precisely with the Steiner-Tree-based Cassiopeia-ILP module; finally, the completed

subproblems are merged together to form the final tree. All clonal populations were reconstructed

with a maximum neighborhood size of 10,000 (–max_neighborhood_size 10000) and a maximum

time to convergence of 3.5 hr (–time_limit 12600).

While missing data is handled in Cassiopeia-ILP by considering all possible assignments,

Cassiopeia-Greedy handled missing data with two heuristics: first, cells with missing data in a

character-split were classified based on their 10 closest neighbors by a modified Hamming dis-

tance normalized by the number of overlapping characters two cells shared (using the “knn" greedy

missing data mode in Cassiopeia: –greedy_missing_data_mode knn –num_neighbors 10); sec-

ond, characters with greater than 30% missing data were not selected as character-splits (i.e., –

greedy_max_missing_rep 0.3).

We determined prior-probabilities for each indel by using the proportion of times it appeared,

independently, on an intBC in a clonal population (accounting for all clonal populations in our data).

These priors were used in two ways: first, they were used to select indels as character-splits that likely

occurred early in the phylogeny (i.e. they appeared in several cells, but had a relatively low prior)
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for Cassiopeia-Greedy; second, we used the priors to weight edges in the Steiner-Tree optimization

within Cassiopeia-ILP (invoked with the –weighted_ilp argument to Cassiopeia’s command line in-

terface). Priors were provided to Cassiopeia’s reconstruction algorithm using the –mutation_map

argument.

To transition from Cassiopeia-Greedy to -ILP, we introduced a modified criteria based on the

maximum distance from a cell population’s Latest Common Ancestor (LCA) to any given cell in the

population. Specifically, a new Cassiopeia-ILP subproblem is spawned if the distance to an LCA

of a group of cells is below a user-defined threshold (–cutoff <lca_cutoff>). An appropriate LCA

distance threshold was determined, iteratively, such that no Cassiopeia-ILP subproblem exceeded

the user-defined maximum neighborhood size. The LCA transitioning criteria was invoked with –

hybrid_lca_mode.

Neighbor-Joining reconstructions

For neighbor-joining reconstructions, we used the –neighbor_joining_weighted reconstruction op-

tion in the Cassiopeia package, which uses a scikit-bio implementation of neighbor-joining (ver-

sion 0.5.5). To define distances between cells as input, we utilized a version of the modified Ham-

ming distance function that incorporated prior-probabilities (prior-probabilities are passed in via the

–mutation_map argument). Specifically, we defined d′(a, b) as the sum of all the pairwise h′(a, b)

values across the cut-sites in a clonal population:
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h′
p(ai, bi) =



−log(p(ai))− log(p(bi)) if ai ̸= bi and ai, bi are mutated

−log(p(ai)) if ai mutated, bi unmutated

−log(p(bi)) if bi mutated, ai unmutated

log(p(ai)) + log(p(bi)) if ai == bi and ai, bi are mutated

0 otherwise

Finally, distances d′(a, b) were normalized by the number of cut-sites overlapping between cells

a and b.

Allelic vs. phylogenetic distance calculations

The concordance between allelic and phylogenetic distances were used to assess the agreement

between a tree’s phylogenetic structure and the observed mutations. To quantify allelic distances,

we defined a modified Hamming distance between cells a and b,

d(a, b) =
∑
i∈M

h′(ai, bi)

Where M is the number of cut-sites in the clonal population that cells a and b come from, a and

bi are the states observed at the ith character, and h′ is defined as follows:
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h′(ai, bi) =



2 if ai ̸= bi and ai ̸= 0 and bi ̸= 0

1 if (ai == 0|bi == 0) and ai ̸= bi

0 otherwise

Importantly, these values were normalized by 2×M , the maximum distance for a pair of cells.

The phylogenetic distance was calculated for all pairs of cells as the number of non-zero length

edges that separated the two cells in the tree. The phylogenetic distances were normalized by the

“diameter" of the phylogeny, i.e., the maximum distance between any pair of cells.

Derivation of the AlleleMetRate

The AlleleMetRate is provided as a “tree-agnostic" measurement of a clonal population’s intrinsic

metastatic potential. Intuitively, the rate measures the proportion of cells that do not reside in the

same tissue as their closest relative (as determined by the modified Hamming distance between two

cells’ character-states). Importantly, if a cell has more than one closest relative, each of their votes

are normalized by the number of relatives this cell has. More formally, the contribution a cell has to

the AlleleMetRate is

m(c) =
1

K

∑
i∈Neighbors(c)

I(tissue(i) ̸= tissue(c))

where K is the number of closest relatives a cell has, and I()̇ is an indicator function that equals

1 if the tissue of cell i is different from the tissue of cell c. The AlleleMetRate reported is
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Ma =
1

|L|
∑
1∈L

m(i)

where L is the set of all leaves in the tree.

Derivation of the TreeMetRate

The TreeMetRate is derived from the Fitch-Hartigan maximum parsimony algorithm [72, 104]. Briefly,

the Fitch-Hartigan algorithm takes in a rooted tree with labelings at the leaves (in our case labels

indicate which tissue the cell was obtained from) and in our case reports two items: (a) a distribution

of labels at the internal nodes that minimize the number of transitions between tissues (i.e., achieves

maximum parsimony); and (b) the minimum number of transitions between tissues (referred to as

the “parsimony score"). The Fitch-Hartigan algorithm is an efficient (scaling with n × k where n is

the number of cells and k is the number of tissues) and common algorithm for solving the “Small

Parsimony Problem", as opposed to the ‘Large Parsimony Problem" which attempts to find the tree

of maximum parsimony.

The Fitch-Hartigan algorithm operates in two phases: first, by propagating up from the leaves

the set of possible labelings at each internal node; second, by traversing in depth-first order from the

root of the phylogeny and selecting one state for each internal node from its set of optimal labels.

Conveniently, the parsimony score can be obtained from this second phase. To finally report the

TreeMetRate, we simply normalize this parsimony score by the number of edges in the tree.
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Derivation of the single-cell MetRate

The scMetRate for a given cell is defined as the average of all TreeMetRates for the clades that

contain that cell. Specifically, we employ the following algorithm:

1: function compute_scMetRate(phylogeny = tree, cell = x)
2: rate← 0
3: num_ancestors← 0
4: for all n ∈ depth_first_search(tree, x) do
5: rate← rate + compute_tree_metrate(n)
6: num_ancestors← num_ancestors + 1
7: rate← rate / num_ancestors
8: return rate

where compute_tree_metrate(n) is a function that computes the TreeMetRate for the sub-

tree at an internal node n (as described above).

scRNA-seq preprocessing and normalization

RNA-seq libraries were quantified using CellRanger version 2.1.1 with the GRCh38 genome build

for M5k and M30k; and CellRanger version 2.0.0 with the hg19 genome build for M10k and M100k.

Cells not found in the Target Site Library were filtered out. All RNA-seq datasets were normalized

identically – we first normalized the UMI counts in every cell to the median number of UMIs found

in each library (referred to hereafter as “UMI-normalized" counts) and then each matrix of UMI-

normalized counts was log-transformed (after adding a 1-pseudocount to preserve 0’s in the data;

hereafter referred to as “log-transformed" counts). In the analysis presented in Figure 4.6A we

applied scVI (version 0.6.5) to the raw counts of the M5k and the pre-implantation cells to obtain a
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shared, batch-corrected latent space (learning rate of 1e-3, 400 epochs, 10 latent dimensions). This

space was used for downstream projections and Vision analyses.

VISION analysis on M5k

Vision (version 2.1) was applied to the UMI-normalized counts for the 35,006 filtered and clonal

population-assigned cells that overlapped between M5k’s scRNA-seq and TargetSite libraries. Genes

were filtered out using the Fano-filter procedure in Vision, leaving 4,005 genes. To provide a latent

space to Vision, we computed a reduced dimension embedding using scVI [164] on the filtered gene

matrix of raw counts, using a learning rate of 1e-3 and 40 epochs to produce 10 latent components.

No batch correction was used. Signatures were obtained from MSigDB [246].

Differential expression of left lung samples

We used the UMI-normalized counts from M5k to perform differential expression between cells in the

left lung, stratified by whether or not they were from a clonal population that metastasized from the left

lung at any point in the experiment. All cells found in the left lung that were from clonal populations

that metastasized are labeled as “Metastatic". We performed 5 differential expression tests for the

cells in each group: CP029 vs. “Metastatic"; CP036 vs. “Metastatic"; CP078 vs. ‘Metastatic"; CP094

vs. ‘Metastatic"; and ‘Metastatic" vs. all cells in CP029, CP036, CP078, and CP094. Tests were

performed using the Wilcoxon rank sums test as implemented in Scanpy [282].
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Differential expression of single-cell MetRate by Poisson regression

Genes differentially expressed between highly and lowly metastatic cells were determined by using

a Poisson regression scheme (as implemented in the GLM package in Julia, version 1.3.7). Cells

were first segmented into “Low” and “High” groups (referred to as m) based on the scMetRate. Then,

the following model was employed on the UMI-normalized counts:

H0 : (1 + expr) ∼ 1 + SizeFactor

Ha : (1 + expr) ∼ 1 + SizeFactor +m

Where SizeFactor was defined as the number of genes detected in that cell and expr refers to the

UMI-normalized expression count of a particular gene. A Likelihood Ratio Test (LRT) was used to

determine the significance of the alternative hypothesis (in particular, the significance of the model fit

improvement due to the variable m). Log2 fold-changes (Log2FC’s) were calculated by comparing

the mean expression of a gene in the“High" group to that of the “Low" group of the UMI-normalized

counts with a pseudocount of 0.01 added to account for zero counts. P-values were adjusted using

the Benjamini-Hochberg false discovery rate procedure [17]. Genes were considered significant if

their FDR-adjusted p-value was less than 0.01.

Cells with greater than 20% counts attributed to the mitochondrial genome were filtered out and

genes observed in fewer than 10% of cells were filtered. We proceeded with 35,005 cells and 4,993

genes for M5k; 1,492 cells and 11,171 genes for M10k; 17,175 cells and 7,620 genes for M30k; and

2,105 cells and 10,371 genes for M100k. Analysis was performed similarly for the M10k, M30k, and
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M100k mice, with considerations of their underlying scMetRate distributions taken into account. To

ensure an accurate reflection of High and Low metastatic groups, cells were stratified according to

the median in M10k, the 25th percentile in M100k; and in M30k because the scMetRate was not

bimodal, we stratified cells into groups below the 25th and above the 75th percentiles.

Positive and negative gene “hits” in the M5k analysis were determined using a “discriminant”

score defined as the absolute value of log2(fold-change) times the negative log10(FDR) of the gene.

Genes with a discriminant score greater than 600 were annotated as “hits”. For the analysis in

Fig 4.5C,D we identified significant gene sets as those with an FDR-corrected p-value < 0.01 and

log2FC > 0 or log2FC < 0 for positive and negative sets, respectively. Significance of gene set

overlap was assessed with the R package SuperExactTest [272], version 1.0.7) Finally, genes were

considered “reproducible” in the M10k, M30k, and M100k analyses if they were found to be significant

(FDR < 0.01) and their effect was in the same direction as in M5k.

A consensus “Metastatic Signature" was formed from the top genes in the positive and negative

direction from each mouse. Specifically, we first ranked each list by the discriminant score described

above. Then, for each direction in each mouse as measured by log2FC, we selected the top 30

genes. We then took the unique genes in each direction across all mice and formed a directional

signature from these two lists. Scores for this signature were obtained for each cell with Vision.
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Identifying gene signatures correlated with TreeMetRates

Gene signature scores for single cells were calculated with Vision, and pseudo-bulked by clonal

population by taking the mean signature score for each signature across the cells in a clonal popu-

lation. We then calculated the Spearman correlation using the scipy Python package (version 1.2.2)

between the pseudo-bulked gene signature score and the TreeMetRate for a given clonal population.

Hotspot analysis for CP007

Hotspot (version 0.9.0) was acquired from Github (https://github.com/YosefLab/Hotspot) and run on

the UMI-normalized counts for the 603 cells in CP007 and all genes expressed in at least 10% of

cells.We used the UMI-adjusted negative binomial model (“danb") as the background gene expres-

sion model and distances between cells were computed from the CP007 tree reconstructed with

Cassiopeia. We used 40 neighbors for the Hotspot analysis. Modules of at least 120 genes were

identified from all genes with an FDR < 0.1, and the Hotspot module scores were used to anno-

tate the tree. The right lung (E) only (“RE-only") control was performed identically, except for first

removing cells that were not from the RE tissue sample in CP007 (437 cells).

Inference of Tissue Transition Matrices with FitchCount

To infer the relative propensities of a clonal population’s cells to transition between any two tis-

sues, we developed an efficient algorithm for aggregating together optimal solutions proposed by

the Fitch-Hartigan algorithm (see Appendix for algorithm and proof). Briefly, FitchCount is a dynamic
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programming algorithm that operates on a rooted phylogeny. It begins by performing the “bottom-

up" phase of the Fitch-Hartigan algorithm to obtain a distribution of optimal labels over each internal

node and then employs a computationally efficient algorithm for computing the number of times a

given transition occurs in all optimal solutions proposed by the Fitch-Hartigan algorithm. Finally,

this algorithm returns a square matrix, M , where each value mi,j indicates the number of times a

transition from tissue i to tissue j was observed in the tree over all optimal solutions.

In Figure 4.7 and Figure 4.29, we report transition matrices for the probability of a cell metas-

tasizing from one tissue to another, given that the cell metastasizes; i.e., P (mi,j|i ̸= j) . To obtain

these conditional probability tables, P , we first set diag(M) to 0 (indicating that the probability of

self-transition is 0) and re-normalize each row to sum to 1.

Feature selection and Principal Component Analysis (PCA) of tissue

transition matrices

To identify the trends in the tissue transition matrices presented in Fig 4.7, we performed dimension-

ality reduction using Principal Component Analysis (PCA) on the flattened tissue transition matrices.

Beyond all the conditional probability of transitioning between tissue samples summarized in the

tissue transition matrix M , we included additional features which we hypothesized would aggregate

important signals. In particular, the following were added by deriving statistics from P, the conditional

probability matrix, and M , the unnormalized tissue transition matrix (recall that we observed 6 tissue

samples in M5k: left lung [LL], right lung W [RW], right lung E [RE], mediastinum 1 & 2 [M1 & M2]
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and liver [Liv]):

• The Left Lung reseeding rate (defined as the sum of the probabilities in the LL-column of P)

• The Mediastinum tropism rate (defined as the sum of the probabilities in the M1 or M2 columns

of P)

• The Liver tropism rate (defined as the sum of the probabilities in the Liver column of P)

• The Right Lung tropism rate (defined as the sum of the probabilities in the Right Lung column

of P)

• The Left lung to Right Lung seeding rate (defined as the sum of the probabilities and ) pLL,

RW pLL, RE

• The Right Lung to Left Lung reseeding rate (defined as the sum of the probabilities and ) pRW,

LL pRW, LL

• The “intra lung” metastatic rate (defined as the sum of the probabilities leading from the LL to

either RL sample and vice versa in P)

• The “intra mediastinum” metastatic rate (defined as the sum of probabilities going between

M1 and M2 samples in P)

• The Primary Seeding density (defined as the density of transitions observed in the LL row of

T).

• The M1 seeding density (defined as the density of transitions in the M1 row of T).
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• The M2 seeding density (defined as the density of transitions in the M2 row of T).

• The Mediastinum seeding density (defined as the sum of densities of transitions in the M1 and

M2 rows of T).

This resulted in a set of 48 features used for dimensionality reduction. To perform PCA on this

matrix, we concatenated the 48 features for each clonal population, standardized the features, and

used PCA as implemented in the scikit-learn Python package (version 0.21.3)

Classification of Seeding Topologies

To detect seeding topologies, as presented in Fig4.7J and K, we devised simple algorithms from the

tree structure and the conditional probability tissue transition matrices, P .

• To identify clonal populations that exhibited primary seeding, we evaluated if there existed

some pLL,x > 0 for some x ∈ {RW,RE,M1,M2, Liv}.

• To identify clonal populations that experienced reseeding to the left lung, we evaluated if there

existed some px,LL > 0 for some x ∈ {RW,RE,M1,M2, Liv}

• To identify clonal populations that exhibited bidirectional seeding (i.e. seeding to any tissue

that previously served as a source for a metastatic event), we evaluate whether or not there

exist two metastatic events, the second of which returns to the source of the first metastatic

event. To do so, we sampled 100 solutions from the Fitch-Hartigan top-down procedure (which

assigns labels to internal nodes) and evaluated whether or not we observe a path from the
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root to any leaf that follows a bidirectional seeding pattern (not necessarily on consecutive

edges).

• To identify clonal populations that exhibited a seeding cascade, we evaluated whether or not

there existed any tissue transition in a clonal population from si → sj such that si ̸= sj ̸= LL.

Even if we do not observe any cells in the left lung of a given tumor, we know that the pattern

previously described is evidence of a seeding cascade because all tumors began in the left

lung of the mouse

• To identify clonal population that exhibited parallel seeding, we evaluated whether or not there

existed two conditional probabilities in P , px,y1 and px,y2 , that were non-zero from any tissue

x to any pair of tissues y1 and y2 such that y1 ̸= y2.

Model framework, parameters, and assumptions of metastasis simulator

To simulate metastatic events, we built on the simulation framework presented in Cassiopeia as

previously described in [127]. The framework simulates a series of D binary splits over cells with

M characters and S states per character; mutations are introduced every generation for each cell

according to a per-character mutation rate, m, and dropout is simulated at the end according to the

dropout rate, d.

To simulate metastatic processes, we introduced three new parameters: a cell-division rate (α)

metastatic rate (µ), and a probability map of transitioning between tissues should a metastatic event

occur (P ) that follows the same structure as the conditional tissue transition matrices discussed
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above. We assume that every generation, a cell first has the opportunity to divide (by evaluating

whether Unif(0, 1) < α and then if so, each of its offspring has the opportunity to metastasize

(by evaluating Unif(1) < µ). < If the daughter cell metastasizes, a tissue is chosen randomly

according to the probabilities specified in P . To note, in this new simulation framework, we choose

to control the size of a clonal population randomly with α, instead of subsampling at a predetermined

rate as described previously.

Importantly, we can also apply this simulation framework on top of a tree by simply traversing

the edges of the tree and simulating metastasis without cell divisions. For the results presented in

this study, we used the M5k mouse to parameterize the simulations - especially in regards to the

number of tissues that cells can metastasize to (6) and the distribution of metastatic rates (between

0 and 0.3).

Assessing accuracy of the TreeMetRate

We used the simulation framework to evaluate how well the Tissue Dispersion Score, AlleleMetRate,

and TreeMetRate measurements were able to capture the underlying metastatic rate µ of a simu-

lation. To do, we simulated trees of variable depth D and parameterized with some doubling rate,

α ∼ Unif(0, 0.7), and metastatic rate, µ ∼ Unif(0, 0.3). We simulated 1000 such trees, with

D ∈ {10, 14} (90% of trees were simulated with D = 10, and 10% of trees were simulated with

D = 14, to roughly reflect the distribution of trees we see in our data). Target Sites were simulated

using empirically relevant parameters: 40 characters, 40 states, a dropout rate of 18%, and a muta-
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tion rate of 2.5%. For the purposes of estimating the TreeMetRate, P contained uniform probabilities

of transitioning to any other tissue from a given tissue.

For each tree, the AlleleMetRate and TreeMetRate were calculated directly from the cells or tree;

the Tissue Dispersion Score was calculated with a background derived from the tissue distribution

across the 1,000 trees. Performance was assessed by the agreement between a specific score and

the underlying rate of metastasis for that tree, as in Figure 4.16A-D.

Bootstrapping analysis of TreeMetRate stability

Bootstrapping analysis was performed on a set of 10 simulated trees from [127]. For each simulated

tree, we sampled with replacement the cut-sites of the character matrices 100 times, resulting in 100

“bootstrapped character matrices" for each tree. We reconstructed each of these bootstrapped char-

acter matrices with Cassiopeia-ILP (maximum_neighborhood_size = 10,000, time_limit = 12,600).

This left us with 1,000 reconstructions where each reconstruction corresponded to one of 10 simu-

lated trees.

Then, for each simulated tree, we overlaid 50 metastatic processes on to the tree (here, because

the tree was already defined, it was not necessary to use α). Each time, we transferred the labels

to each of the 100 reconstructions for that simulated tree and evaluated the mean TreeMetRate, as

well as the standard error, defined as:

ˆmean(TMR) =
1

B

∑
compute_tree_metrate(tree)
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ŝe(TMR) =
1

B

∑
compute_tree_metrate(tree)− ˆmean(TMR)

where B is the number of bootstrapped ssamples for a given metastatic process (here, B =

100). The coefficient variation for each metastatic process was defined as the ratio ŝe
ˆmean

.

Assessing accuracy of the tissue transition matrices

We evaluated the accuracy of conditional tissue transition matrix inference by utilizing a similar ap-

proach above: we simulated trees (α ∼ Unif(0, 0.7), µ ∼ Unif(0, 0.3)) with D ∈ {10, 14}

that allowed cells to move between 6 tissues (these probabilities were specified in the conditional

probability matrix P ). For each simulation, we evaluated how well a particular statistic was able to

capture the underlying conditional tissue transition matrix P ′ (i.e. the non-diagonal probabilities,

corresponding to the probability that a cell will move to some tissue, given it is found in a particular

tissue and is metastasizing) calculated from the ground-truth internal labels.

Conditional tissue transition matrices were simulated according to two models: one where the

rates of metastasizing to any other tissue were uniform (hereafter referred to as the “Uniform" model)

and one where rates could be biased to some tissues, i.e., experience various tissue tropisms (here-

after referred to as the “Biased" model). To model both scenarios, we sampled each tissue’s con-

ditional transition probabilities from a Dirichlet distribution, parameterized with a length 5 array ᾱ

(recall that we are simulating conditional tissue transitions, and are not concerned with the proba-

bility that a cell remains in place) that essentially provides the “density" towards any outcome. To
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simulate the “Uniform" model, α̂ was parameterized as [50, 50, 50, 50, 50] - yielding roughly uniform

probabilities across the 5 tissues. To simulate the “Biased" model, we used a “flat Dirichlet distri-

bution", corresponding to ᾱ parameterized as [1, 1, 1, 1, 1], which yielded potentially very biased

probability distributions. We simulated 500 trees per model.

We used three algorithms for inferring the conditional tissue transition matrix P for a given tree:

1. FitchCount (as described above, and in the Appendix).

2. Naive-Fitch (in which the internal nodes were assigned from a single solution drawn from the

Fitch-Hartigan top-down algorithm and used to infer P’).

3. Majority-Vote (in which the internal nodes were assigned the label that appeared at the greatest

frequency at the leaves below the node and these assignments were used to infer P’).

In both the Naive-Fitch and Majority-Vote case, after internal nodes were assigned a label we

performed a depth-first traversal on the tree and counted the number of times a parent transitioned

to a child. Ground-truth conditional transition matrices were found similarly, using the simulated

ground-truth labels for internal nodes.

To evaluate accuracy, we computed the Spearman correlation (using Python’s scipy library, ver-

sion 1.2.2) between the flattened matrix of the ground-truth conditional transition matrix and the tran-

sition matrices inferred by one of the three algorithms described above (FitchCount, Naive-Fitch, and

Majority-Vote).
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4.6 Appendix

Deriving transition matrices from phylogenetic trees

In this document, we describe our approach for solving the following problem: Consider a phylo-

genetic tree T rooted at vertex r over V vertices and E edges which we denote as T r. In this

tree, each leaf l is assigned a state state(l), where states are drawn from a state space Σ (i.e.

∀v, state(v) ∈ Σ). Here, leaves are single cells derived from a single-cell lineage tracing experi-

ment [37] studying cancer metastasis, the tree describes the cells’ evolutionary history (as inferred

by Cassiopeia [127]), and the states represent the tissues from which the cells were obtained. Our

task is to derive summary statistics obtained by assigning states to the internal nodes of the tree(i.e.,

ancestral cells that were not observed in the study). Specifically, the summary statistics we are in-

terested at are: (1) the overall number of metastatic events (i.e., transition between tissues) that

occurred in a clone’s history and (2) the frequency (i.e. number) of transitions between each pair of

tissues si and sj .

This class of problems typically requires what is known as “ancestral state reconstruction" [132,

232, 179], which in essence attempts to assign an ancestral states to every node in a given tree

that minimizes some function. Here, we use parsimony as our objective function. Our work relies

on classical algorithms [72, 104] and is also inspired by recent algorithms using these principles to

infer metastatic histories like MACHINA [135].

As noted by El-Kebir et al [135], while there exist several algorithms for effectively inferring clone

trees from DNA samples of metastatic cancers [209, 56, 137], none of them except for MACHINA
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propose an ancestral node labeling and subsequent classification of metastatic topologies. This is

because a metastatic history does not follow uniquely from a tree structure, and metastasis itself

is not necessarily unidirectional (i.e. there exist polyclonal & reseeding events that may introduce

cyclic topologies). Though MACHINA represents a significant advance, we build on it by report-

ing summary statistics over all optimal solutions rather than one, and additionally circumvent the

computationally-intensive Integer Linear Programming (ILP) optimization routine in favor for a dy-

namic programming approach.

Below, we describe our algorithmic strategy (and prove it) for inferring both summary statistics.

We begin by describing how the overall number of transitions can be derived from the Fitch-Hartigan

algorithm [72, 104]. Next, we introduce FitchCount, an algorithm for counting the number of transi-

tions between any two tissues in a given phylogeny over all optimal solutions to the Fitch-Hartigan

algorithm.

Algorithmic strategy

The first summary statistic that we are interested ind is the minimal possible number of state transi-

tions in the tree that is sufficient to explain the state assignment to the leaves (which is given as an

input). In other words, out of all possible assignment of tissue labels to the ancestral cells (which can

be exponentially many), consider the assignments that entail the minimum number of cases in which

a parent node and a child node come from a different tissue (i.e., state transition). Our first goal is

to retrieve the number of state transitions in these optimal assignments, but not the assignments
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themselves (note that the number of transition is the same [i.e., minimum possible] in all optimal

assignments). In our second goal, we are interested in the number of specific transitions across

all optimal assignments, which means that we would have to also look at the optimal assignments

themselves.

While our first goal can be readily addressed by the classical algorithm of Fitch [72] and Hartigan

[104] or using another algorithm by Sankoff [219], the second goal requires an additional procedure.

The reason for this is that the existing algorithms are able to retrieve only one specific optimal as-

signment in each run through the tree. However, we would ideally like to base our summary statistics

on the space of all possible optimal assignments. Since there can be exponentially many optimal

assignments, we needed to find an efficient way to extract the summary statistic without actually

enumerating all algorithms.

Notably, the Fitch [72] algorithm was originally designed for binary trees. An important property

of this algorithm is that the optimal assignments that it produces guarantee optimality even if we con-

sider every sub-tree in isolation. This is different from a scenario where we allow state assignments

that may not be optimal when we are considering only a certain sub-tree but become optimal due

to compensation elsewhere in the tree. The Hartigan algorithm extends it to non-binary trees and

can also be modified such that its optimal assignments remain optimal in every sub-tree. We refer

to this modification as the Fitch-Hartigan algorithm. This algorithm operates in a time linear in the

input size (i.e., it scales proportionally to n · k where n is the number of cells and k is the number of

possible states [tissues, in our case]). The Sankoff algorithm [219] uses a more involved formulation

with a slower run time (it scales proportionally to n · k2) that can account for different penalties to
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different state transitions. It also returns all possible optimal solutions, including solutions that may

not be optimal for every sub-tree, if it is considered in isolation. Here, we employ the Fitch-Hartigan

approach due to its simplicity and speed and since we reasoned that it is desirable that our solutions

remain optimal, not just for the entire clone, but also for every sub-clone individually.

Finding the minimal number of transitions

The Fitch-Hartigan algorithm begins with a "bottom-up" procedure in which labels at the leaves are

propagated up to internal nodes in the tree. This "bottom-up" phase assigns a set of labels (tissues)

opt[v] to each node v in the tree that satisfy the optimality demands (namely, maximum parsimony).

Specifically, for every s ∈ opt[v] there exists at least one state assignment to the nodes in T v (the

tree rooted by v) where the state of v is s and that is optimal for T v and for every sub-tree of T v.

Furthermore, the set opt[v] includes all such states. For completeness, we provide a proof for these

claims in the appendix (Claim 3).

In addition to generating the sets opt the algorithm can also count for every node v the minimum

possible number of state transitions n(v) required in the sub-tree rooted by v (Observe that n(r) for

the tree rooted at r corresponds to the number of transitions across the entire tree). The "bottom-up"

procedure opt is applied in post-order traversal (evoked by applying it on the root node) with the

following pseudocode:
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1: function opt(node = v)
2: if is_leaf(v) then
3: return {state(v)} ▷ for leaves return their assignment, which was provided as input
4: ∀s ∈ Σ, c(s) = #{u ∈ child(v) s.t. s ∈ opt(u)}
5: k = maxs∈Σc(s)
6: n(v) =| child(v) | −k + sumu∈child(v)n(u)
7: return {s ∈ Σ s.t. c(s) = k}

Note that in the original formulation by Hartigan, an additional complication is added to increase

the number of optimal assignments that can be retrieved by the algorithm. This is done by accumu-

lation of an additional set of states opt2(v) for every node v that can be used to derive solutions that

are globally optimal, but are not optimal in the sub-tree rooted by v. We therefore excluded this part

of the algorithm (see appendix for proof [Claim 3]).

Inferring the frequency of different state transition events

The second part of the Fitch-Hartigan algorithm is a top-down procedure for finding one (out of

potentially many) optimal solution, i.e., a labeling state : V → Σ of each node v ∈ V in the tree

with a state s ∈ Σ. It starts by randomly selecting a state for the root node r out of the set opt(r) and

then continues to select legal (see Definition 2) states for child nodes, based on the value assigned

to their parent.
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1: function state-assignment(node = v)
2: if is_root(v) then
3: state(v) = random selection out of opt(v)
4: else
5: if state(parent(v)) ∈ opt(v) then state(v) = state(parent(v))
6: elsestate(v) = random selection out of opt(v)

The above procedure can face many ties during its execution, and can thus potentially return all

optimal solutions (provided that they remain optimal for every sub-tree) if it is applied many times.

When we compare Fitch-Hartigan to FitchCount in the main text, we use one top-down round (i.e.,

consider one optimal solution) for the former.

The FitchCount procedure was designed to provide a comprehensive evaluation of state tran-

sition frequencies, by basing its estimation on the space of all possible optimal state assignments,

instead of only a single or few optimal assignments. Compared to the naive approach to enumerate

all possible optimal state assignments given by the Fitch-Hartigan algorithm (which may require ex-

ponential number of executions), FitchCount performs in O(n · k3) time for a tree with n leaf nodes

and k possible states (assuming each internal node has at least two child nodes, which is the case

in our work).

The algorithm

We define several arrays for storing necessary information:

1. opt[v]: The set of optimal assignments for a node v given by the Fitch-Hartigan bottom up

approach procedure (defined in the algorithm opt).
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2. N [v, s]: The number of optimal solutions below the node v given that it takes on the state s.

3. C[v, s, si, sj]: The number of transitions from state si to state sj in all optimal solutions of the

tree rooted at v, given that v takes on the state s.

4. M [i, j]: The number of transitions between si and sj observed across all optimal solutions to

the Fitch-Hartigan algorithm.

Our overall objective is to fill in the dynamic programming matrix M , which will subsequently

require knowledge of the other dynamic programming arrays. Note that in the following we refer

to the arrays using either rounded parenthesis or rectangular parenthesis. The former denotes a

function call and the latter denotes a retrieval of an already-computed entry (which we assume to

get populated automatically after the respective function call and available globally to the algorithms).

Our Main function is:

1: function main(tree = T , states = Σ).
2: r = root of T
3: Call opt(r) ▷ Note that opt(r) fills out the array opt in post-order from the root
4: for all s ∈ opt[r] do
5: Call N(r, s)

6: for all s ∈ opt[r] do
7: for all {si, sj} ∈ Σ2 do
8: Call C(r, s, si, sj)

9: for all {si, sj} ∈ S2 do
10: M [si, sj] = sum(C[r, :, si, sj])

11: return M

The following algorithms for filling in specific entries to N [v, s], and C[v, s, si, sj]:
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1: function N(node = v, state = s)
2: if is_leaf(v) then
3: return 1
4: A = [] ▷ an array storing the number of solutions in each subtree below v given its state s
5: for all u ∈ child(v) do
6: LS = ∅ ▷ The set of legal states for node u given state(v) = s
7: if s ∈ opt[u] then
8: LS = {s}
9: else

10: LS = opt[u]

A[u] =
∑

s′∈LS N(u, s′)

11: return
∏

u∈child(v)A[u]

12: function C(node = v, state = s, from = si, to = sj)
13: if is_leaf(v) then
14: return 0
15: K = [] ▷ A temporary array to store the number of transitions observed for each child
16: for all u ∈ child(v) do
17: LS[u] = ∅ ▷ The set of legal states for node u given state(v) = s
18: if s ∈ opt[u] then
19: LS[u] = {s}
20: else
21: LS[u] = opt[u]

22: K[u] =
∑

s′∈LS[u] C(u, s′, si, sj)

23: if (si == s) ∧ (sj ∈ LS[u]) then
24: K[u]+ = N [u, sj]

25: return
∑

u∈child(v)

(
K[u]

∏
u′∈child(v)\{u}

(∑
s′∈LS[u′]N [u′, s′]

))

Proof

We prove correctness of the dynamic programming matrices N, and C.

Claim 1. For any node v and state s ∈ opt[v], N [v, s], is precisely the number of optimal solutions

in T (v) where state(v) = s.
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Proof. To prove the correctness of the dynamic programming array N , we’ll proceed by induction

over the height of the tree height(T ) = h. For convenience, we’ll also make use of a temporary

dynamic programming array A which stores the number of solutions for each child c ∈ child(v),

aggregated across each possible state of that child given the parent’s state s.

Base Case #1, h = 0. N [l, state(l)] = 1. This relation is trivially true for the case where h = 0 and

there exists a single leaf l1 in which case the only solution consists of state(l) = s.

Base Case #2, h = 1. Consider a tree T (v) rooted at node v, where child(v) = {l1, ..., lm}. We

know that each leaf li has a single assignment state(li) from the definition of the small-parsimony

problem. Thus, the number of possible solutions for this tree with state(v) = s is always one,

namely with each leaf taking on their only state. Specifically, in this base case, we observe that

A[u] = 1∀u ∈ {l1, .., lm}. To show this, we consider two cases:

• If s /∈ opt(li): A[li] =
∑

s′∈opt[li] N [li, s
′] = N [li, state(li)] = 1 since height(T (li)) = 0.

• If s ∈ opt[li]: s == state(li) and A[li] = N [li, s] = 1 since height(T (li)) = 0.

and the relation

N [v, s] =
∏

u∈child(v)

A[u] = A[l1] ∗ ... ∗ A[lm] = 1

thus is correct.
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Inductive Hypothesis. For a tree T (v) of height h, and some s ∈ opt[v], N [v, s] exactly stores the

number of optimal solutions in the tree rooted at v.

Inductive Step. Consider a tree T (v) of height h + 1 and some state s ∈ opt[v]. We will show

that both the array A correctly stores the number of solutions for the child u given state(v) = s and

that the relation N [v, s] =
∏

u∈child(v)A[u] is correct.

First, we note that for the tree to be globally optimal, for each u ∈ child(v), state(u) must be

s if s ∈ opt[u]; else, any state from opt[u] can be assigned to u as each incurs a cost of 1 to the

overall parsimony of the tree (see Claim 3). These choices for “optimal" states are stored in the array

LS[u].

Second, we know from our inductive hypothesis that N [u, s′] is correct for any child u ∈ child(v)

and any state s′ ∈ opt[u] as the tree T (u) has a height h. Thus, it is clear that

A[u] =
∑

s′∈LS[u]

N [u, s′]

correctly returns the number of solutions in the subtree rooted at u over all possible legal states that

u can take on.

Finally, we observe that given state(v) = s, each child can be treated independently as we

consider global solutions that in the tree T (v) with state(v) = s. Because of this, the number of

such solutions is the size of the permutation of all optimal sub-trees rooted at each u ∈ child(v) -

i.e. the product of all A[u]. To show this, consider v has m children. Let the set of optimal internal

labellings to T (uj) be denoted as τj = {t(j)i }
A[uj ]
i=1 where t

(j)
i is the ith solution for the tree rooted
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at uj given state(v) = s. Then, the possible set of solutions is the Cartesian Product between

τ1, τ2, ..., τm:

τ1 × ...× τk =
{
{t(1)1 , t

(2)
1 }, {t

(1)
2 , t

(2)
1 }, ..., {t

(1)
A[u1]

, t
(2)
1 }, ..., {t

(m−1)
1 , t

(m)
2 }, ..., {t

(m−1)
A[um−1]

, t
(m)
[A[um]}

}
This Cartesian product has a size |τ1| × |τ2|...× |τm| = A[ui]× ...×A[uk] =

∏
u∈child(v) A[u].

Thus, this relation holds T (v) where height(T (v)) = h+ 1.

Claim 2. For any node v and state s ∈ opt[v] assigned to v and {si, sj} ∈ 2Σ, the arrayC[v, s, si, sj]

correctly stores the number of transitions from si → sj in T (v).

Proof. We will prove by induction over the height of the tree, h, that for a node v, a state state(v) = s,

and some (si, sj) ∈ 2Σ both K[u]∀u ∈ child(v) and

C[v, s, si, sj] =
∑

u∈child(v)

(
K[u]

∏
u′∈child(v)\{u}

( ∑
s′∈LS[u′]

N [u′, s′]
))

are correct. Here K[u] is the number of transitions from si to sj that exist by considering child

u of node v given state(v) = s and LS[u] is a function that finds the set of legal (Definition 2)

assignments to u given the parent’s state is s.

Base Case #1, h = 0. The relation trivially holds for a tree of height 0 as there cannot exist any

transitions for a tree without edges. As calculated, C[v, s, si, sj] = 0 for all leaves and thus the

relation holds.
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Base Case #2, h = 1. Consider a tree of height 1, T (v), where child(v) = {l1, ..., lm} and that

N [li, state(li)] = 1. We can count the number of transitions by considering for every edge the

following:

• s ̸= si then C[v, s, si, sj] is necessarily 0.

• s == si, then C[v, s, si, sj] is the number of leaves that have state sj .

By construction, for some child li, C[v, s, si, sj] must be

K[li] = 1[s == si ∧ sj ∈ LS[u]] == 1[s == si ∧ sj == state(li)]

Then, C[v, s, si, sj] =
∑

l∈child(v) K[li]. We’ll prove that this is equal to the relation described

above:

C[v, s, si, sj] =
∑

l∈child(v)

(
K[l]

∏
l′∈child(v)\{l}

( ∑
s′∈LS[u′]

N [u′, s′]
))

=
∑

l∈child(v)

(
K[l]

∏
l′∈child(v)\{l}

1
)

=
∑

l∈child(v)

K[l]

Thus, our relation holds for h = 1.
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Inductive Hypothesis. Assume for a tree T (v) of height h where state(v) = s, C[v, s, si, sj] cor-

rectly computes the number of transitions from si, sj ∈ 2Σ for the tree.

Induction Step. Now consider a tree of height h+1 rooted at v where state(v) = s. We’ll show that

both K[u] is correct for all u ∈ child(v) and that the relation for calculating C[v, s, si, sj] holds.

We’ll first show that K[u] is correct ∀u ∈ child(v). As defined above, K[u] is the number of

si → sj transitions that are due to the node u given state(v) = s. We know that given our inductive

hypothesis, for the subtree rooted at u, T (u), C[u, s′, si, sj] for any state s′ ∈ opt[u] is correct.

Then, the number of si → sj transitions under u, given state(v) = s, is equal to the sum of all

C[u, s′, si, sj] for those s′ ∈ LS[u] as those are the only solutions that would be considered by the

Fitch-Hartigan algorithm (note that we are guaranteed to have optimal state assignments to chose

from for LS[u] as we prove in Claim 3), plus the transition (if it exists) from v to u.

Now, we’ll show that the relation for C[v, s, si, sj] holds. For the tree T (v) let’s assume that v

has m children: child(v) = {ui}mi=1. As above, we’ll maintain the notation that the set of legal

assignments given that state(v) = s for ui to be LS[ui]. Furthermore, let the set of si → sj

transitions underneath uj be ρj = {r(j)i }
K[uj ]
i=1 and the set of trees that are legal, optimal assignments

under uj be τj = {t(j)i }
Λ(uj)
i=1 where Λ(uj) =

∑
s′∈LS[uj ]

N [uj, s
′], assuming state(v) = s. We can

see then that the total number of transitions from si → sj is
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{
{r(1)1 , t

(2)
1 }, {r

(1)
2 , t

(2)
1 }, ..., {r

(1)
K[u1]

, t
(2)
1 },

{r(1)1 , t
(2)
2 }, ..., {r

(1)
K[u1]

, t
(2)
Λ(u2)
}, ..., {r(1)K[u1]

, t
(m)
Λ(um)},

{r(2)1 , t
(1)
1 }, ..., {r

(2)
K[u2]

, t
(m)
Λ(um)},

{r(m)
1 , t

(1)
1 }, ..., {r

(1)
A[um], t

(2)
1 }, {r

(m)
A[um], t

(m−1)
Λ(um−1)

}
}

Which is equal to the sum of the following Cartesian Products:

ρ1 × {(τ2, ..., τm)}+ ρ2 × {(τ1, τ3, ..., τm)}+ ...+ ρm × {(τ1, ..., τm−1)}

where the cardinality of this set is

K[u1]
∏

i∈2..m

Λ(ui) +K[u2]
∏

i∈1,3,..m

Λ(ui) + ...+K[um]
∏

i∈1,...,m−1

Λ(ui)

which can be further simplified to

∑
u∈child(v)

K[u]
∏

u′∈child(v)\{u}

∑
s′∈LS[u′]

N(u′, s′)

Thus the relation is correct and C[v, s, si, sj] is correct by induction.
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Supplementary Definitions and Proofs

Definition 2. (Legal Assignment). An assignment state(v) = s is legal for a node v and given

state(parent(v)) = s′ if either s == s′ or s′ /∈ opt(v). Observe that only legal assignments are

explored in the Fitch-Hartigan algorithm, and are guaranteed to be optimal in the sub-tree rooted at

v.

Claim 3. Consider any node v and let T (v) denote the sub-tree rooted at v. The bottom up pro-

cedure above returns a set opt(v) such that for every s ∈ opt(v): (1) there exists a solution (state

assignment) that is optimal for T (v) and every sub-tree of T (v), in which the state of v is s; and (2)

there does not exist a solution that is optimal for T (v) and for every sub-tree of T (v), in which the

state of v is some s′ /∈ opt(v)

Proof. Proof by induction on tree height h (max length from root to any leaf).

Base Case #1, h = 0. In this case the tree consists of a single leaf node, for which state assignment

is already fixed and the claim follows trivially.

Base Case #2, h = 1. In this case, we have one internal node v with n leaves as its immediate

descendants. Here, we define opt(v) as the set of all states that are found in k out of n descen-

dants, where k is maximal. Clearly, the value of the optimal solution in this case has n − k state

transitions, which can be obtained by assignment of any state in opt(v) to v. Furthermore, the so-

lution is trivially optimal for every sub-tree (i.e., singleton), thus proving the first part of the claim.
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Furthermore, assignment of any s′ /∈ opt(v) to v will necessarily entail strictly more than n−k state

transitions, thus proving the second part of the claim.

Inductive step. Assume an internal node v whose corresponding sub-tree is of height h. Let C

denote the set of its child nodes. From the induction, we assume that the claim holds for every

node u ∈ C. opt(v) is defined as the set of all states that are found in k out of the m =| C |

child nodes, where k is maximal. First let us denote by optval(v) the value (number of state tran-

sitions) of the optimal solution for T (v). From the assumption of the induction, it is easy to see

that optval(v) = sumu∈Coptval(u) + m − k. This value can be reached following the top-down

procedure of the Fitch- Hartigan algorithm: (i) assign v with some state s ∈ opt(v); (ii) assign s to

all child nodes u where s ∈ opt(u) (iii) assign each remaining child node u′ with some other state

from opt(u′) (iv) consider some optimal solution for each of the sub-trees that are rooted by the child

nodes. Note that these optimal solutions must exist due to the assumption of our induction. Clearly,

the solution that we built satisfies the first part of our claim. For the second part of our claim, as-

sume by contradiction that there exists a state assignment in which the state of v is s′ /∈ opt(v) that

achieves optimality for T (v) and all of its sub-trees. However, from the assumption of the induction

we must choose an assignment for every child u out of its set opt(u). It therefore follows that the

value of any such solution must be at least sumu∈Coptval(u) + m − k + 1. We note that in the

original paper by Hartigan, a solution is possible where for one or more child nodes u we select an

assignment that is identical to the state of the parent v but is not from opt(u). However, while this

solution reaches optimality for T (v), it will not be optimal for T (u).
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4.7 Supplementary Figures

Figure 4.8: Detailed schematic of lineage tracing methodology. (A) Cells are genetically engineered with the lineage tracing
components: (i) Cas9, (ii) multiple copies of the Target Site, and finally (iii) three sgRNAs that are complementary to three cut-sites
on each Target Site. Multiple copies of the Target Site per cell are distinguished by unique integration barcodes (intBCs). Cas9-
induced double-stranded breaks at cut-sites are repaired with high-diversity insertions or deletions (indels), which act as stable,
heritable markers of cell lineage. (B) Upon initiation of lineage recording in a founding cell (i.e., one “clone”), indels continuously
accrue on the Target Sites (colored boxes), which are inherited by descendents over subsequent generations. (C) At the end of
the lineage recording experiment, the final population of descendent cells (i.e., one “clonal population”) are collected and (D) their
expressed Target Site mRNAs are captured by single-cell RNA-sequencing (e.g., by the 10X Genomics Chromium platform) alongside
transcriptome-wide expressed genes. (E) The indel allele information is read from the Target Site sequences and summarized in a
“character matrix” of indel allele states (values) for each cut-site (columns) in each cell (rows). (F) From the pattern of cells’ shared
and distinguishing indel alleles, a tree reconstruction algorithm builds a phylogenetic model that best captures cell–cell relationships
(e.g., by maximizing parsimony), thus producing a detailed map of cell lineage. (G) Simultaneously, single-cell RNA-sequencing
captures the transcriptional profiles of the observed cells, allowing for direct comparisons between cell lineage and cell state.
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Figure 4.9: Cell line engineering strategy and estimation of clonal diversity. (A) Human lung adenocarcinoma (A549) cells were
genetically engineered with the lineage tracing components by lentiviral transduction with (1) Luciferase-NeomycinR and antibiotic-
selected, (2) Cas9-mCherry and fluorescence-sorted, (3) serial, high-titer TargetSite-GFP and fluorescence-sorted, and finally (4)
triple-sgRNA BFP-PuromycinR and fluorescence-sorted, thus producing lineage tracing-competent A549-LT cells. (B) Serial, high-
titer TargetSite-GFP lentiviral transduction strategy to achieve high copy-number. (C) Cells with high-shifted GFP fluorescence after
successive TargetSite-GFP infections, indicating increasing copy-number of the Target Site. (D) Sample of 5,000 A549-LT cells prior
to injection to estimate initial clonal diversity. Shown is a heat-map of the fraction of shared intBCs in all cell–cell comparisons.
On average, approximately 22,000 unique, high-quality intBCs were identified per random sample of 5,000 cells; thus, we estimate
approximately 2,150 distinct clones per 5,000 cells (assuming 10.3 intBCs per clonal population; Fig 4.13A) at the beginning of the
experiment. (E) Comparison of the size of each clonal population observed in mouse M5k in a pre-implantation sample of 5,000
cells (in vitro) and post-sacrifice (in vivo). There is no correlation between the in vitro and in vivo population sizes (Spearman’s
ρ = −0.026).
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Figure 4.10: Sequencing library construction and metrics. (A) The amplified cDNA (shown here as a BioAnalyzer trace) from
the Chromium 3’ Single Cell V2 kit (10X Genomics) serves as the template for both (B) the single-cell gene expression (“RNA”) library
and (C) the single-cell Target Site amplicon library (Methods). (D) The cellBC and unique molecular identifier (UMI) are sequenced
from Read R1, the sample identities are sequenced from Indices I1 and I2, and the expressed cDNA or the Target Site amplicon
(including the intBC and cut-sites 1, 2, and 3) are sequenced from Read R2. (E) Library sequencing metrics for TargetSite and RNA
libraries for each mouse. (F) There is vast overlap in the cells identified from the gene expression and lineage sequencing datasets,
as shown for mouse M5k.
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Figure 4.11: Tracing the cell lineages of metastatic progression in three additional mice. In addition to mouse M5k discussed in
throughout the main text, we also traced the lineages of metastatic dissemination in three additional mice orthotopically xenografted
with 10,000 (M10k, left), 100,000 (M100k, middle), and 30,000 (M30k, right) A549-LT cells in two cohort experiments (first cohort,
A549-LT1: M10k and M100k; second cohort, A549-LT2: M5k and M30k). (A) In vivo bioluminescence imaging of cancer cell engraft-
ment and metastatic spread at indicated times post-implantation. The mice were sacrificed 53, 67, and 80 days post-implantation,
respectively. (B) Ex vivo imaging of tumorous tissues by bioluminescence (left and middle) or fluorescence (right) imaging with the
tissue samples indicated. In addition to extensive tumors in the lungs and mediastinum, M10k had one large solid tumor located
ventral to the left lung and embedded in the ribcage (called here an “extra-thoracic mass"; XM). (C) Anatomical representation of
collected tumorous tissues (top) and the number of cells collected for each tissue and each mouse (bottom). Notably, M30k had a
large lymph node (LN) on the left lung, as well as diffuse bloody lymph (BL) in the thoracic cavity upon sacrificing. (D) CellBC-intBC
tables showing clonal populations of cancer cells in each mouse, as in Figure 4.12A,B. Some intBCs are shared between some
clones (most notably in M10k) which likely resulted from cells that were clonally related at the stage of serial Target Site transduction
during cell line engineering (Methods).
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Figure 4.12: Identifying clonal populations by shared integration barcodes (intBCs). (A and B) Tables representing the >1,000
unique integration barcodes (intBCs; columns) and >40,000 cells (rows) observed in mouse M5k, after processing (A) and before
processing (B). Because intBCs are clonally inherited, cells that share identical intBCs are grouped into clonal populations (here, black
blocks). (A; inset) The set of intBCs is generally exclusive to a single clonal population, such as those observed in clonal populations
#18 and #19 (CP018 and CP109). (B) In the raw, unprocessed cell–intBC table, cells may be associated with intBCs that are not
in their defined clonal set (indicated here by density outside of the black blocks). Through the processing pipeline, these conflicting
intBCs (and/or the cells to which they pertain) are identified as cell doublets, cell-free transcripts in emulsion droplets, or sequencing
artifacts and removed (Methods). (C) The number of cells per clonal population, generally numbered by descending population size.
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Figure 4.13: Characteristics of the lineage tracer and quality-control of clonal populations. (A) The copy-number of integrated
Target Sites per clonal population, as determined by the number of unique intBCs. (A, right) The distribution of Target Site copy-
number per clonal population; mean copy-number of Target Sites indicated (red arrowhead). (B) The percentage of cut-sites bearing
lineage indel alleles per clonal population. Clonal populations with <15% indels are excluded (red asterisk, red underlay). (B, right) The
distribution of indel-bearing cut-sites per clonal population; mean percentage indicated (red arrowhead). (C) The percentage of unique
cell lineage states per clonal population (i.e., lineage diversity). Clonal populations with <66.7% diversity were excluded (red asterisk,
red underlay). (C, right) The distribution of lineage diversity per clonal population; mean percentage indicated (red arrowhead). (D)
Comparison of lineage tracing characteristics (% indels and % unique cell states) to define quality-control filtering criteria. Clonal
populations removed by the filter (red closed circles) and filtering thresholds (red asterisks, red underlay) are indicated. (E) The
depth of the reconstructed phylogenetic trees for each clonal population. Mean tree depths are shown as closed bars; maximum tree
depths are shown as whiskers. Clonal populations that were excluded due to suboptimal lineage tracing characteristics (gray) and
the average tree depth across all clonal populations (red arrowhead) are indicated.
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Figure 4.14: Lineage tracing characteristics of clonal populations in additional mice. (A) Number of cells in each clonal popu-
lation in M10k, M100k, and M30k mice. (B) Scatter plot of the percentage of cut-sites bearing indels and the percentage of unique
cell states per clonal population, which are characteristics of the lineage tracer that influence tree reconstructability. Some clonal
populations exhibited suboptimal parameters (red asterisks and red field) and were excluded from reconstruction and downstream
analyses. (C) The mean and maximum depths of the reconstructed phylogenetic trees for each clonal population in additional mice,
as in Fig. 4.13E.
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Figure 4.15: Clonal populations exhibit distinct tissue distributions. (A) The bulk distribution of all collected cells across the six
tissue samples. (B) The distributions of cells from each clonal population across the six tissue samples. Some clonal populations
were exclusive to the primary tissue (e.g., clonal population CP046), whereas some clones exhibited biased tissue distributions (e.g.,
CP003) and many others were observed broadly distributed across all tissues (e.g., CP011). (C) Tissue distributions of the largest
100 clonal populations. (D) The Tissue Dispersion Score is a statistical measurement of the distribution across tissues for each clonal
population; x-axis shared with (C).
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Figure 4.16: Assessing the accuracy of different measurements of metastatic rate and inference of tissue transitions using
simulated lineages. (A–D) Comparison between the simulated metastatic rate and various lineage tracer-derived statistics, with the
correlation (Pearson’s ρ) indicated; red lines represent moving average. (A) The normalized count of simulated metastatic transitions
is very well correlated with the simulated metastatic rates, and serves as a ground-truth benchmark. (B) The Tissue Dispersal Score,
which is a statistical measure of how closely a clone’s tissue distribution matches the background tissue distributions, is correlated
with the metastatic rate, but saturates at intermediate metastatic regimes. (C) The AlleleMetRate, or the proportion of cells whose
closest relative by allele similarity is in a different tissue, is better correlated with metastatic rate. (D) The TreeMetRate, or the
proportion of inferred metastases in a reconstructed phylogeny, is the best lineage-derived measurement of metastatic phenotype
by correlation. (E and F) Robustness of the TreeMetRate inference by bootstrap analysis. (E) The distribution of the coefficients
of variation of the TreeMetRate across 50,000 simulated, bootstrapped phylogenies (Methods). The small coefficient of variation
indicates that the TreeMetRate is a robust measurement. (F) The TreeMetRate coefficient of variation is only relatively large when
the mean TreeMetRate is small. (G and H) Cumulative density plots assessing the accuracy of the FitchCount strategy for inferring
ancestral tissue transition from simulated phylogenies with or without simulated biased tissue transitions (thus approximating tropism;
Methods: “Assessing accuracy of the tissue transition matrices”). FitchCount outperforms other inference approaches, as measured
by the Spearman correlation between the inferred and the ground-truth conditional tissue transition probability matrices. FitchCount
was benchmarked against two other inference methods: (i) a “naive” single-solution implementation of the Fitch-Hartigan maximum
parsimony algorithm or (ii) “Majority Vote”, which infers ancestral tissue location as the tissue in which the majority of cells below each
clade-level reside. Conditional probabilities for each algorithm were obtained by row-normalizing the count matrix with respect to the
non-diagonal counts in each row.
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Figure 4.17: Relationship between phylogenetic distance and allelic distance for each clonal population. Density heat-maps
comparing phylogenetic distance (i.e., the normalized tree branch distance between two cells) and allelic distance (i.e., the normalized
difference in lineage allele state between two cells) for all pairwise cell–cell relationships and for each clonal population, as in Fig 4.2B.
As expected, phylogenetic and allelic distances are correlated, suggesting that the reconstructed trees are a good phylogenetic model
of cell–cell relationships. Excluded clonal populations are not shown.
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Figure 4.18: The TreeMetRate is stable across tree reconstruction algorithms (Cassiopeia versus Neighbor-Joining). (A)
Comparison of the TreeMetRates for each clonal population from Cassiopeia trees and Neighbor-Joining trees. The TreeMetRates are
correlated for both the Cassiopeia and Neighbor-Joining trees (Pearson’s ρ=0.94). (B) Comparison of the parsimony of Cassiopeia
trees and Neighbor-Joining trees, defined as the number of inferred indels in each tree. Notably, the Cassiopeia trees are more
parsimonious than the Neighbor-Joining trees (i.e., they have fewer inferred indels; red overlay).



221

Figure 4.19: Clonal populations exhibit broad metastatic phenotypes, measured by Tissue Dispersal Score, AlleleMetRate,
and TreeMetRate. (A–D) We evaluated the metastatic phenotype of each clonal population from mouse M5k (A, B) and the additional
mice M10k, M100k, and M30k (C, D) using our three lineage-derived measurements: Tissue Dispersal Score (as in Fig 4.15D),
AlleleMetRate, and TreeMetRate (as in Figure 4.4C). These three measurements follow similar relative trends across all four mouse
experiments. First, the clonal populations exhibit a broad range of metastatic phenotypes. Second, all three measurements are
correlated with one another, though simulations indicate that the TreeMetRate is the most accurate for estimating the underlying
metastatic rate (Fig 4.169). Third, Tissue Dispersal Score saturates at intermediate metastatic regimes (A and C). (E) The distribution
of single-cell-resolution metastatic rates (scMetRates) across all cells for each mouse (as in Fig 4.4D). Though all mice have broad
distributions of metastatic phenotypes, mouse M5k (black) is particularly well represented by cells in low-to-intermediate metastatic
regimes whereas mouse M30k (pink) has very few cells in the low metastatic regime.
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Figure 4.20: The scMetRate measures metastatic potential decoupled from proliferative capacity. (A) There is poor correlation
between the scMetRate and the log2-transformed clonal population size, a proxy for clonal fitness. (B and C) Density heat-maps
comparing the scMetRate and various transcriptional signatures. Notably, the scMetRate is poorly correlated with transcriptional
signatures of proliferation (B) nor stages of the cell cycle (C) [16, 278, 215]. Pearson’s correlations (ρ) are indicated for each subplot.



223

Figure 4.21: The scMetRate measures metastatic potential decoupled from proliferative capacity. To identify global trends in
the gene expression data, we used Vision [58] to statistically assess the transcriptional effect of four features: (A) tissue sample, (B)
clonal population identity, (C) TreeMetRate, and (D) scMetRate. The transcriptional states are represented here as a two-dimensional
projection using Uniform Manifold Approximation and Projection (UMAP; B). Distinctions in transcriptional state are not predominantly
explained by the clonal population (B; by Cramér’s V), though there is modest association between transcriptional state and both tissue
sample and metastatic phenotype (by Cramér’s V and inverted Geary’s C’, respectively).
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Figure 4.22: Differential expression between non-metastatic and metastatic clonal populations in the primary tissue. Differ-
ential gene expression analysis comparing four non-metastatic clonal populations (CP029, 36, 78, and 94) and all metastatic clonal
populations in the primary tumor tissue (i.e., all other cells in the left lung). Significantly differentially expressed genes are colored by
the log2-transformed fold-change in gene expression and scaled by the adjusted Wilcoxon rank-sum test P-value.
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Figure 4.23: Metastasis-related gene signatures are correlated with metastatic potential. (A) Rank-ordered gene signatures
that are the most positively correlated with TreeMetRate, including many related to interferon response (red) and RAS pathways
(magenta), as well as other metastasis-related signatures. (B) Scatter plots showing the correlation between TreeMetRate and noted
gene signature scores per clonal population; Spearman’s correlation (ρ) indicated [65, 7, 125, 221].
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Figure 4.24: Many of the same genes are associated with metastatic phenotype across all mice. Using the same regression
strategy as in the analysis of mouse M5k, we found many genes with expression that is significantly associated with high or low
scMetRates. The number of significant genes for each mouse (FDR < 0.01) and their overlap in the same direction with mouse M5k
(gray) are shown (ngenes). In all cases, the overlap between mouse M5k and each additional mouse is significant by hypergeometric
test (p-value and M indicated).
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Figure 4.25: Functional validation of five gene candidates in a different cell line (H1299s) and validation of CRISPRi and
CRISPRa activity. (A and B) In vitro transwell invasion assays following CRISPRi or CRISPRa gene perturbation, respectively,
in H1299 cells; as in Fig 4.5E, F. Perturbation of positive and negative metastasis-associated gene candidates were performed
in triplicate using two independent sgRNAs per gene. Differences in invasion phenotype relative to two negative control guides
(non-targeting and olfactory receptor) were significant by two-tailed t-test. N.S., not significant; error bars show standard deviation.
(C, E) A549-CRISPRi cells or H1299-CRISPRi cells, respectively, were treated with no sgRNA, non-targeting sgRNA, or sgRNAs
against either CD81 or CD151, two highly expressed cell-surface markers. One week following treatment, the cells were collected,
stained with APC-labelled anti-CD81 or anti-CD151 antibodies and their fluorescence was measured by flow cytometry. Shown here
is substantial knock-down of CD81 or CD151 gene expression relative to no sgRNA or non-targeting sgRNA controls. (D, F) The
same validation experiment as conducted in C and E, but for A549-CRISPRa cells or H1299-CRISPRa cells, respectively, treated with
an sgRNA against CXCR4, a lowly expressed cell-surface marker. Shown here is substantially increased CXCR4 gene expression
relative to no sgRNA or non-targeting sgRNA controls. Violin plots show distribution of fluorescent signal for each cell identified by
flow cytometry; median marked by dark bar.
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Figure 4.26: Functional validation of five gene candidates in a different cell line (H1299s) and validation of CRISPRi and
CRISPRa activity. (A) Projection of transcriptional states of M5k and pre-implantation cells, colored by sample, as in Fig 4.6A. (B)
Some of the cells from the pre-implantation pool could be assigned to the 100 clonal populations that engrafted and proliferated in
mouse M5k based on their clonal barcodes (i.e., intBCs). Shown are the pre-implantation cells that could be assigned to an engrafted
clone (black) on a projection of pre-implantation transcriptional states, as in Fig 4.6B,C. (C, left) Pre-implantation cells from the top
50% (most) metastatic clones in vivo have higher Metastatic Signature scores than pre-implantation cells from the bottom 50% (least)
metastatic clones in vivo (Mann-Whitney U p-value=0.01). (C, right) The Metastatic Signature of the most and least metastatic clones
is more pronounced in vivo than in the pre-implantation cells (p-value<1e-300). (D) For the pre-implantation cells, the difference
in Metastatic Signature scores between the most and least metastatic clones is modest, yet significant by ROC (receiver operator
characteristic) analysis of false positives vs. true positives (area under the curve, AUC=0.56), indicating that the Metastatic Signature
score pre-implantation is a modest predictor of in vivo metastatic phenotype. The predictive power for the in vivo population of cells
is greater (AUC=0.77).
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Figure 4.27: Two pairs of clonal populations from mice M10k and M100k are related, enabling an experiment to determine
the robustness and reproducibility of metastatic phenotype across independent mouse experiments. Each intBC (columns)
observed for each cell (rows) from (A) M10k CP05 and M100k CP04 and (B) M10k CP07 and M100k CP11. Cells from M10k are
shown in light blue; M100k in purple. The clonal populations in each of these pairs are related to one another based on their shared
sets of intBCs, as in Fig 4.6D. The paired clonal populations here are the most closely related between the two mouse experiments.
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Figure 4.28: Distinct transcriptional modules underlie distinct clade-specific metastatic behaviors in Clone #7. Hotspot
analysis identifies two gene modules that have heritable expression patterns in CP007 (Modules 1 and 2; indicated in cyan and
red, respectively). Pairwise local correlations of genes (with FDR < 0.1) calculated with Hostpot are shown by heat-map; the top 10
most significant genes each for Modules 1 and 2 are annotated in cyan and red, respectively. (B and C) The transcriptional states for
all cells in CP007 represented in a two-dimensional projection (UMAP) and colored by scMetRate (B) or Hotspot Module scores (C).
(D) When restricting Hotspot analysis to only cells from the “RE” tissue sample in CP007, two heritable gene modules are identified
(dark blue and dark red). As before, the top 10 genes from each module are annotated. (E) The gene modules identified from all cells
or from only RE-only cells in CP007 overlap significantly by hypergeometric test. Number of genes in each set (ngenes), number of
expressed genes in at least 10% of cells in CP007 (M ), and p-value of the hypergeometric test are indicated. (F) RE-only Modules 1
and 2 are negatively and positively associated with the scMetRate, respectively, as in the analysis for all cells from CP007 (Fig 4.6I).
(G) Overlay of the phylogram for RE-only cells from CP007, scMetRate, and Hotspot module scores (RE-only), showing concordance
between the frequently metastasizing clade (red) and Module 2 and the rarely metastasizing clade (cyan) and Module 1, as in Fig 4.6J.
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Figure 4.29: Tissue transition probability matrices for each clonal population. The conditional probability of transition from and
to each tissue inferred from the phylogenetic trees (calculated with FitchCount) of each clonal population, thus summarizing the most
probable tissue routes of metastasis. Legend (lower left) indicates the color bar showing conditional probability and the tissue labels,
as in Fig 4.1E. Notably, the transition matrices are varied and distinct to each clonal population.



232

Figure 4.30: Describing the principal features of metastatic seeding routes. (A, C) PCA projections of the metastatic tissue
transitions for each clonal population (annotated). The percentage of the variance explained by each component is indicated on the
axes for the first and second (A) or first and third (C) components. (B, D) Biplot vectors representing the most explanatory features of
the first, second, and third principal components, annotated by descriptive features of metastatic transitions. The length and angle of
the vector describe the scale and direction, respectively, of each descriptive feature. (E) The PCA loadings of the metastatic transition
features for each principal component.
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Figure 4.31: Seeding topologies observed in each clonal population. A table describing classified seeding topologies (rows) that
are present or absent (dark or light gray, respectively) in each clonal population (columns). The majority of clonal populations exhibit
examples of all seeding topologies.
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Chapter 5

Lineage Tracing Reveals the

Phylodynamics, Plasticity and Paths of

Tumor Evolution
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5.1 Abstract

Tumor evolution is driven by the progressive acquisition of genetic and epigenetic alterations that

enable uncontrolled growth, expansion to neighboring and distal tissues, and therapeutic resistance.

The study of phylogenetic relationships between cancer cells provides key insights into these pro-

cesses. Here, we introduced an evolving lineage-tracing system with a single-cell RNA-seq readout

into a mouse model of Kras;Trp53(KP)-driven lung adenocarcinoma which enabled us to track tu-

mor evolution from single transformed cells to metastatic tumors at unprecedented resolution. We

found that loss of the initial, stable alveolar-type2-like state was accompanied by transient increase in

plasticity. This was followed by adoption of distinct fitness-associated transcriptional programs which

enable rapid expansion and ultimately clonal sweep of rare, stable subclones capable of metasta-

sizing to distant sites. Finally, we showed that tumors develop through stereotypical evolutionary

trajectories, and perturbing additional tumor suppressors accelerates tumor progression by creating

novel evolutionary paths. Overall, our study elucidates the hierarchical nature of tumor evolution,

and more broadly enables the in-depth study of tumor progression.

5.2 Introduction

Cancer is an evolutionary process characterized by the dynamic interplay of cellular subpopulations,

each driven by progressive genetic and epigenetic changes [188]. Throughout this process, cancer

cells can acquire phenotypic heterogeneity that increases fitness by enabling them to grow more

aggressively, invade neighboring tissues, evade the immune system and therapeutic challenges,
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and metastasize to distant sites ([101, 176, 267]). Interrogating the molecular bases of subclonal

selection and metastatic seeding, the origins of and transitions between transcriptional states, as

well as the identities and genetic determinants of evolutionary paths that tumors undergo will not

only illuminate fundamental principles governing tumor evolution, but also have immediate clinical

implications [22]. To fully understand these processes, it is essential to study the evolutionary dy-

namics giving rise to a tumor in its native setting, preferably in experimentally defined conditions

[6].

Tumor phylogenetic analysis, the study of lineage relationships among the cells comprising the

tumor population descended from a single transformed progenitor, can provide key insights into the

dynamics of tumor progression. Classically, phylogenies have been constructed using naturally-

occurring somatic genomic variations (mutations or copy-number variations [CNVs]) as natural lin-

eage tracers, and have yielded key insights into the evolutionary dynamics of human tumor devel-

opment [268, 230, 223, 166, 82, 89, 235]. These efforts have illuminated several key evolutionary

processes underpinning tumor development, including the acquisition of critical subclonal genetic

or epigenetic changes [87, 279, 185], the timing and routes of metastatic dissemination [263, 115],

and the development of therapeutic resistance [172, 200, 1, 141, 217]. While progress has been

enabled by innovative computational methods [199, 136, 169, 220], these studies are limited by

the inherent variation in naturally-occurring somatic mutations, incomplete or low cell sampling, and

other confounding variables (e.g. environmental exposures and genetic background), and are not

amenable to further perturbations or functional studies.

Genetically engineered mouse models (GEMMs) of cancer provide a critical tool for modeling
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tumor progression as they allow one to study tumor evolution in its native microenvironment and

experimentally defined conditions [102, 78]. The KrasLSL−G12D/+; Trp53fl/fl (KP) model of lung

adenocarcinoma allows tumor initiation via viral delivery of Cre recombinase to a small number of

lung epithelial cells, leading to activation of oncogenic Kras, homozygous deletion of the p53 tumor

suppressor gene, and clonal tumor outgrowth. It faithfully models the major steps of tumor evolution

from nascent cell transformation to aggressive metastasis, recapitulating human lung adenocarci-

noma progression both molecularly and histopathologically [120, 121, 280]. Moreover, recent work

has revealed that substantial transcriptomic and epigenomic heterogeneity emerges during tumor

evolution in this model [170, 151], consistent with human tumors [157]. The tractability of this model

provides an appealing opportunity to probe several unanswered, but crucial tumor evolutionary-

related questions: how a single transformed cell expands into an aggressive tumor, how various cell

states relate to one another and contribute to tumor evolution, how different transcriptional states

transition to each other, and how metastases and primary tumors are evolutionarily related.

Approaches that permit simultaneous measurements of cell lineage and cell state information

have the potential to provide unique insights into these questions [252, 269, 238]. While previous

studies have used synthetic “static" barcoding techniques to study clonal relationships [19, 163, 153,

195, 60, 222], studying the evolution of individual tumors at subclonal resolution remains challeng-

ing. This limitation is in large part due to the low mutational burden in GEMM tumors, thus offering

little lineage resolution within individual tumors [277, 174]. The recent development of high resolu-

tion CRISPR/Cas9 evolving lineage tracing paired with single-cell RNA-seq (scRNA-seq) readouts

overcomes these limitations. Generally, this continuous lineage-tracing technology leverages Cas9-
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induced DNA cleavage and subsequent repair to progressively generate heritable insertions and

deletions (“indels") at synthetic DNA target sites engineered into the genomes of living cells [178,

79, 134, 37, 177]. Importantly, these DNA target sites are transcribed into poly-adenylated mRNAs,

allowing them to be captured and profiled along with all other cellular mRNAs using droplet-based

scRNA-seq. In doing so, this approach makes it possible to directly link the current cell state (as

measured by scRNA-seq) with its past lineage history (as captured by the lineage tracer), and to

do so on a massive scale [4, 236, 206, 37, 24]. Recently, this technology has been introduced into

cancer cell lines before transplanting them into mice to track metastatic behaviors in vivo [228, 203,

295].

Here, we have developed an autochthonous “KP-Tracer" mouse model which allows us to si-

multaneously initiate an engineered lineage tracing system and induce Kras and Trp53 oncogenic

mutations in individual lung epithelial cells. This enabled continuous and comprehensive monitoring

of the processes by which a single cell harboring oncogenic mutations evolves into an aggressive

tumor. The resulting tumor phylogenies reveal that rare but consequential subclones drive tumor

expansion by adopting distinct fitness-associated transcriptional programs. By integrating lineage

and transcriptome data, we uncovered changes in cancer cell plasticity and parallel evolutionary

paths of tumor evolution in this model, which could be profoundly altered by perturbing additional

tumor suppressor genes commonly mutated in human tumors. We have also identified the subclonal

origins, spatial locations and cellular state of metastatic progression. Collectively, this technology

allowed us to reconstruct the lifespan of a tumor from a single transformed cell to a complex and

aggressive tumor population at unprecedented scale and resolution.
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5.3 Results

5.3.1 KP-Tracer mouse enables continuous and high-resolution lineage

tracing of tumor initiation and progression

To generate high-resolution tumor phylogenies, we developed a lineage-tracing competent mouse

model of lung adenocarcinoma capable of months-long continuous cell lineage tracing (Figure 5.1A).

Specifically, we engineered mouse embryonic stem cells (mESCs) harboring the conditional alleles

KrasLSL−G12D/+ and Trp53fl/fl (KP) to additionally encode conditional SpCas9 and mNeonGreen

fluorophore at the Rosa26 locus; Rosa26LSL−Cas9−P2A−mNeonGreen (KPCas9). We then engineered

these mESCs with a refined version of our lineage tracing technology [37, 203]. Specifically, we

introduced a library of piggyBac transposon-based lineage tracing vector containing two essential

components: first, target sites for lineage tracing, consisting of three cut sites positioned within

the 3’ UTR of a mCherry fluorescent reporter and a 14-base-pair randomer integration barcode

(“intBC") to distinguish individual copies; and second, three constitutively expressed single-guide

RNAs (sgRNAs) for directing Cas9 to each of the three individual cut-sites within the target sites,

thereby generating indels for lineage tracing (Figure 5.8A). A key enabling feature is that the speed

of tracing (i.e., indel generation kinetics) can be tuned to match the tumor developmental timescale

by engineering mismatches between sgRNAs and target sites [37, 203]. We isolated engineered

mESC clones by fluorescence activated cell sorting (FACS) based on high mCherry expression

(Figure 5.8B-C) and selected clones with 10-30 integrated target sites by quantitative PCR (qPCR)
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and DNA sequencing (Figure 5.8D-E). Finally, we generated chimeric mice (hereafter “KP-Tracer"

mice) from five validated mESC clones to ensure evolutionary behavior was not idiosyncratic to a

specific clone [299, 201].

Figure 5.1: KP-Tracer mouse enables continuous and high-resolution lineage tracing of tumor initiation and progression. (A)
Generation of the KP-Tracer chimeric mouse and initiation of KP-Tracer tumors (see Methods). Five to six months after tumor initiation,
individual tumors are dissociated into single cell suspension and single cell sequencing libraries are prepared. (B) Representative
images of tumors from KP-Tracer mouse. Tumors are positive for mCherry and mNeonGreen. Scale bars = 5 mm. (C) Tumor lineage
reconstruction data analysis pipeline. (D) Target site capture efficiency across tumors from mice generated from one representative
mESC clone (2E1). Dots represent the average capture rate of a specific target site in a tumor. (E) Phylogeny with MULTI-seq,
lenti-Cre-BC, and target site information for an example tumor. Each row represents a single cell and each column indicates barcode
or target site information (ordered by the percentage of target sites detected across cells). Unique colors represent unique barcodes
or indels, uncut sites are shown in light-gray, and missing data is indicated in white. (F) Comparison of phylogenetic distance (from
the reconstructed tree) and allele edit distance (from target sites) for the example tumor in (E).

In KP-Tracer mice, intratracheal administration of lentivirus expressing Cre recombinase simul-
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taneously initiates lung tumors by activating conditional oncogenic alleles and lineage tracing by

inducing the expression of Cas9 which together with the expressed sgRNAs causes accumulation

of indels in the target sites [61]. Previous static lineage tracing studies, using lentiviral barcoding

or multi-color reporters, have shown that KP tumors induced with this strategy are clonal and ho-

mogenously contain oncogenic Kras;p53 mutations [44, 32]. To validate tumor clonality, we induced

tumors with a barcoded lentiviral-Cre construct (lenti-Cre-BC) providing a unique clonal barcode for

each tumor [3].

Individual tumors with strong mCherry and mNeonGreen expression (indicating target site and

Cre, respectively) and clear boundary separation from adjacent tumors were harvested 5-6 months

after tumor initiation, microdissected, and dissociated completely to ensure unbiased cell sam-

pling (Figure 5.1B). After being labeled with Multiplexing Using Lipid-Tagged Indices for scRNA-seq

(MULTI-seq) [175] and purified by FACS (see Methods), cancer cells were subjected to scRNA-seq

analysis to measure cell state, lineage, sample identity, and tumor clonality. After integrating all four

datasets for each cell (Figure 5.1C; see Methods), we proceeded with paired lineage and transcrip-

tome measurements for 40,386 cells with a median of 9,680 UMIs and 2,877 genes detected across

35 tumors (29 primary tumors and 6 metastases; a median of 511 cells were detected per primary

tumor). Importantly, target sites were consistently expressed across tumors (Figure 5.1D, 5.8F-G).

After preprocessing target site data based on lineage-tracing sequencing quality control and

ensuring tumor clonality with lenti-Cre-BC information (Figure 5.1C; see Methods), we reconstructed

phylogenies for each tumor with Cassiopeia [127]. Figure 5.1E displays the inferred phylogeny and

its corresponding indel status (summarized in an “allele heatmap") of a single representative tumor,
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consisting of 772 cells. The resulting tree revealed a rich subclonal structure and deep lineage

relationships, with a median depth of 12 and maximum depth of 15. As a validation of the integrity

of our lineage reconstruction, we observed strong correlations between phylogenetic and allelic

distances across our trees (Figure 5.1F). With these high-resolution tumor phylogenies, we next

turned to studying the relationship between subclonal dynamics and cellular state as determined by

gene expression.

5.3.2 Rare subclones expand during tumor progression, marked by

increased DNA copy number variation, cell cycle score, and fitness

score

A key question in tumor evolution is how subclonal selection, based on the acquisition of growth-

promoting genetic or epigenetic changes, and the resulting population dynamics lead to the expan-

sion of aggressive subclones relative to other parts of the same tumor [188, 176, 53, 235]). To

examine the subclonal dynamics in KP tumors, we adapted a statistical test that compares the rel-

ative size of each subclone to what would be expected in a “neutral" model of evolution where no

subclone is under selection [94, 237](see Methods). Using this method on a high-quality subset

(21/29) of primary tumors (Figure 5.8H; see Methods), we found examples of tumors that appeared

to be neutrally evolving (i.e., with no evidence for positive selection) and tumors with subclones show-

ing clear signs of positive selection (Figure 5.2A). Tumors predominantly had one or sometimes two

subclones undergoing expansion, and across tumors there was a broad distribution in the proportion
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of cells within expansions (Figure 5.2B). The proportion of expanding cells in each tumor was poorly

explained by individual technical covariates, including the age of the tumor (R2 = 0.25± 0.14), the

depth of the tumor phylogeny (R=0.23±0.15), the number of cells in the tumor (R2 = 0.09±0.07),

and the proportion of unique cell lineage states (R2 = 0.28 ± 0.15, Figure 5.9A-D); though an

additive linear model with all of these covariates was a stronger predictor (R2 = 0.52).

Several lines of evidence support the accuracy of the inferred phylogenies and subclonal dy-

namics. First, lineage trees inferred by an alternative phylogenetic reconstruction algorithm, Neigh-

bor Joining, revealed consistent subclonal expansion proportions [216] (Pearson’s ρ = 0.87, Fig-

ure 5.9E). Second, copy number variation (CNV) - a common feature for inferring subclonal struc-

ture in tumors [256] - corroborated tumor subclonal structure. Specifically, despite the low-resolution

lineages inferred from detected CNVs, in the majority of tumors (20/21) the relationships from sub-

clonal CNVs were significantly similar to the relationships inferred from our Cas9 lineage-tracing

trees (Figure 5.9G-I; Permutation Test; see see Methods). Furthermore, expanding subclones were

significantly enriched for CNVs (Mann-Whitney U Test p < 0.0001, Figure 5.2C-D and Figure 5.9J)

and independent subclonal expansions from the same tumor could harbor distinct CNV patterns

(Figure 5.9K). Third, cancer cells in expansions had significantly higher expression of cell-cycle

genes (Mann-Whitney U test; Figure 5.2E, 5.9F; see Methods). Together with our tumor spatial-

lineage analysis (see below), these orthogonal data strongly support the fidelity of our tumor phy-

logeny and expansion calling and indicate the aggressive nature of subclonal expansions.

In population genetics, the relative “fitness" of a sample can be defined as the growth advantage

of an individual compared to the rest of the population [279]. The fine-scale structure of our lineages
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Figure 5.2: are subclones expand during tumor progression, marked by increased DNA copy number variation, cell cycle
score, and fitness score. (A) Example tumor phylogenies with expansions highlighted with red or purple branches. (B) The number
of expansions and percentage of expanding cells across tumors. Tumors are ranked by the total percentage of cells in expanding
subclones. (C) CNV numbers per cell (outer bar) in expanding (red) versus non-expanding (black) cells of an example tumor. (D)
Comparison of CNV number per cell in expansions versus non-expansions (Permutation test, p < 0.0001). (E) Comparison of
cell cycle transcriptional scores of cells from the expanding and non-expanding subclones (two-sided Mann-Whitney U test, ∗p <
0.05, ∗ ∗ p < 0.01). Tumors without expansions are labeled as N/A. (F-H) Phylogenetic single-cell fitness scores in expansions. (F)
A representative tumor phylogeny with single-cell fitness scores overlaid. (G) Single cell fitness scores in representative tumors. (H)
Cancer cells from expansions have significantly higher single-cell fitness scores (two-sided Mann-Whitney U test, p < 0.0001).

offers us the opportunity to predict fitness at single-cell resolution [186] (Figure 5.9F; see Methods).

This analysis revealed a spectrum of intratumoral fitness distributions across tumors (Figure 5.2G)

with expanding cells consistently having higher single-cell fitness scores (Mann-Whitney U Test p <

0.0001, Figure 5.9F-H). Overall, these results argue that we can quantitatively infer the relative
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fitness of individual cells within a tumor and that cell fitness is consistent with the subclonal dynamics

revealed by the tumor phylogeny.

5.3.3 Integration of phylodynamics and transcriptome uncovers

fitness-associated gene programs for KP tumors

With quantitative measurements of single-cell fitness in each tumor, we next sought to identify the

molecular features consistently associated with subclonal expansions. Consistent with KP tumor

progression being driven largely by epigenetic rather than genetic changes [151, 11, 170], we ob-

served that CNV profiles within expansions were largely inconsistent across tumors (Figure 5.9L).

We therefore examined the transcriptomic differences underpinning expansion. By integrating the

scRNA-seq data across tumors, we detected 15 distinct subpopulations characterized by marker

genes consistent with previous work in the KP model: spanning from an early-stage Alveolar type

2 (AT2)-like population, characterized by expression of Lyz2 and Sftpc, to late-stage Epithelial-

Mesenchymal transition (EMT)-related clusters characterized by expression of Vim, Twist1, and

Zeb2 [170, 151] (Figure 5.3A, 5.10A). Notably, while normal AT2 cells appeared similar to the

tumor AT2-like state, the transcriptome of cancer cells could be clearly distinguished from normal

AT2 cells (Figure 5.10B; see Methods). Together, the agreement of transcriptomic states observed

here and in previous studies implies that the continuous lineage tracing system did not strongly

perturb tumor progression.

Combining the aforementioned single-cell fitness scores with single-cell transcriptomes for each
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Figure 5.3: Integration of phylodynamics and transcriptome uncovers fitness-associated gene programs for KP tumors. (A)
Gene expression UMAP and clustering of cancer cells from KP-Tracer tumors. (B-C) Identification of a transcriptional FitnessSigna-
ture. (B) Differential expression analysis identifies genes positively (red) and negatively (blue) associated with single-cell fitness (C)
Meta-analysis of fitness-associated genes across all KP tumors. (D) Gene expression UMAP annotated by individual cells’ single cell
FitnessSignature scores (normalized to a 0-1 scale). (E) Average FitnessSignature scores of each Leiden cluster (normalized to 0-1).
Colors reflect the Leiden clusters in (A). (F) Kaplan-Meier survival analysis of TCGA lung adenocarcinoma patients (n=495) strati-
fied into high (red) and low (blue) groups based on gene expression of the derived transcriptional FitnessSignature (Log-rank test,
p = 5e − 4). (G) Gene expression UMAP annotated with transcriptional scores of the three fitness gene modules. (H) Heatmap of
Z-normalized Pearson’s correlations between marker gene expression and fitness module scores for selected differentially expressed
genes with manual annotations. Genes are colored by assigned fitness gene module; genes in black indicate helpful markers that did
not appear in a fitness module. (I) Personality plots of three representative tumors displaying the fold change in fitness module scores
of individual expansions compared to the non-expanding regions. Vertices indicate individual fitness modules. Axes are normalized
to 0.4 - 2.2-fold change observed across tumors. Inner circle represents a fold change of 1 (no change) and values greater than 1
indicate the cells in expansions exhibiting enriched usage of the particular fitness gene module. Colors (see (H)) reflect the module
a tumor expansion is characterized by.
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tumor, we next identified genes associated with changes in fitness for each tumor (Figure 5.3B; see

Methods). We then utilized a majority-vote meta-analysis of differentially expressed genes across tu-

mors to find genes consistently associated with fitness differences (Figure 5.3C; see Methods). The

resulting consensus genes associated with elevated fitness revealed broad transcriptomic changes

and were enriched for gene sets associated with ribosome biogenesis, stem cell differentiation, and

wound healing. The genes detected in our majority-vote meta-analysis represented a transcrip-

tional program (hereafter referred to as the “FitnessSignature") consistently associated with tumor

expansions that could be used to describe state trajectories underlying tumor evolution. Indeed,

the AT2-like cluster had the lowest FitnessSignature score while the Mesenchymal clusters scored

highest (Figure 5.3D-E; see Methods). Interestingly, the ranking of Leiden clusters in between these

extremes suggested that an increase in FitnessSignature was concomitant with dedifferentiation

from the AT2-like state through various Gastric, Endoderm-like, or Lung Mixed states to an even-

tual Mesenchymal state (Figure 5.3D-E). Importantly, the FitnessSignature scores were significantly

associated with poor prognosis in lung adenocarcinoma patients from The Cancer Genome Atlas

[47](TCGA; Figure 5.3F; see Methods).

Consistent with previous studies showing increased transcriptional heterogeneity during KP tu-

mor evolution [170], we observed that tumors occupied qualitatively different transcriptional states

(Figure 5.10E). This progression could be categorized into three non-overlapping gene modules de-

composed from the FitnessSignature (Figure 5.10F-G; see Methods): Module 1 contained genes

enriched for gastric and endoderm signatures (Tff1, Hnf4a, Gkn2), Module 2 contained a subset of

EMT marker genes and some neuronal genes (Hmga2, Inhba, Gap43) and Module 3 contained clas-
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sical mesenchymal and pro-metastasis genes (Vim, Twist1, Cdh2, Cd109, Runx2) (Figure 5.3G-H).

Additionally, tumor subclonal expansions could preferentially employ a particular module, though

some expansions exhibited co-expression of multiple modules (Figure 5.3I, 5.10I-J; see Methods).

Importantly, the expression of each of these modules was predictive of worse patient survival in

the TCGA lung adenocarcinoma cohort (Figure 5.10H; see Methods). Collectively, these results

argue that increased cell fitness in lung adenocarcinoma can be achieved via at least three distinct

transcriptional modules.

5.3.4 Intratumoral transcriptional heterogeneity is driven by transient

increases in plasticity of cell states

We next investigated the dynamics of intratumoral transcriptional diversity, as such behavior is can

be a driver of tumor aggressiveness and therapeutic resistance [194, 207, 225, 141, 170, 172]). In

our model, tumors varied widely in the transcriptional states they occupied, rarely being dominated

by a single state. While tumors with low FitnessSignature scores were enriched for the AT2-like

state, increases in the Fitness score were associated with Gastric-like, Lung Mixed, and Mesenchy-

mal states (Figure 5.11A). Moreover, tumors had generally similar levels of transcriptional state

heterogeneity, as measured by Shannon’s Entropy Index [170, 151](Figure 5.11B).

How is this intratumoral diversity established and maintained? In principle, this diversity reflected

by the entropy index can be achieved either by rare transitions and stable commitment to distinct

states or by frequent transitions between these states. Lineage tracing is uniquely positioned to dis-
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Figure 5.4: Intratumoral transcriptional heterogeneity is driven by transient increases in plasticity of cell states. (A-B) Repre-
sentative tumors with (A) low EffectivePlasticity and (B) high EffectivePlasticity. Outer bar indicates the Leiden cluster of single cells
(as in Figure 5.3A). Selected clades are highlighted on the gene expression UMAP to the right of phylogenies. (C-D) Quantification
of scEffectivePlasticity for each transcriptional state (Leiden cluster) for tumors in (A) and (B). Each dot represents a single cell’s
EffectivePlasticity. (E) Distribution of mean EffectivePlasticity scores for each Leiden cluster across KP tumors. Each dot represents
a Leiden cluster’s mean EffectivePlasticity within a tumor. Leiden clusters are ranked by the mean of the distribution across tumors.
(F) scEffectivePlasticity score overlaid onto the gene expression UMAP. Cells marked in grey are from metastases and not included.
(G) Relationship between tumor average FitnessSignature and EffectivePlasticity. Three representative phylogenies are displayed
with Leiden cluster annotations (outer circle). (H) A model describing changes of transcriptome heterogeneity and EffectivePlasticity
following tumor progression.

tinguish these two models as it directly reports how intermixed transcriptomic states are in subclonal

lineages, thus providing a measure of effective plasticity. Interestingly, tumor subclones exhibited

varying amounts of plasticity: some tumor subclones were dominated by a single transcriptomic

state, suggesting strong stability (Figure 5.4A), while others were characterized by strong mixing

between transcriptomic states (Figure 5.4B). Using tumor phylogenies, we estimated the frequency
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of cellular state changes for each tumor to create an empirical measurement of the tree plasticity

(hereafter referred to as the “EffectivePlasticity" score) and extended this measure to a single-cell

statistic (“scEffectivePlasticity") by averaging together the EffectivePlasticity scores for all the sub-

clades that contained a particular cell [203] (see Methods). Importantly, this scEffectivePlasticity

statistic was consistent with alternative approaches that quantified the effective plasticity by com-

paring transcriptional states between cells with similar indel states (without relying on trees; Fig-

ure 5.11C-E) or by computing dissimilarity in gene expression profiles between nearest neighbors

on the phylogeny (Figure 5.11F-H; see Methods).

In two representative tumors, we observed that cells from the AT2-like state exhibited consis-

tently low scEffectivePlasticity, whereas other states like the Gastric- and AT1-like state had ele-

vated scEffectivePlasticity scores (Figure 5.4C-D). To systematically quantify the relative effective

plasticity of different cell states, we averaged scEffectivePlasticity scores for each Leiden cluster on

a tumor-by-tumor basis (Figure 5.4E). Mesenchymal (Leiden clusters 1 & 2) and AT2-like clusters

(Leiden cluster 4) represented the most stable states, while the previously reported “High Plasticity

Cell State" [170] (Leiden cluster 5) , Gastric-Like (Leiden clusters 3, 8, 12) and Endoderm-like states

(Leiden cluster 0) exhibited high EffectivePlasticity (Figure 5.4F).

We next investigated the relationship of tumor plasticity, as measured by EffectivePlasticity, and

aggressiveness, as measured by the FitnessSignature. While previous studies have indicated that

transcriptional heterogeneity is a hallmark of tumor progression [170], we found that the average

EffectivePlasticity score was maximized when the FitnessSignature score was in the intermediate

regime and minimized when the FitnessSignature was on the low or high extremes (Figure 5.4G



251

and 5.11I-J). Taken together, these findings support a model of tumor progression whereby loss of

AT2-like state unlocked high plasticity enabling rapid, parallel transitions to generate high transcrip-

tomic heterogeneity, which permitted selection of increasingly stable states with higher-fitness and

ultimately resulted in subclonal expansion and tumor progression (Figure 5.4H).

5.3.5 Mapping the phylogenetic relationships between cell states reveals

common paths of tumor evolution

In principle, the observed cellular plasticity and subsequent transcriptional heterogeneity in the KP

model could arise from either random or structured evolutionary paths through transcriptional states.

To investigate the consistency of evolutionary paths across tumors, we developed a statistic termed

“Evolutionary Coupling", which extends a clonal coupling statistic [275, 270] to quantify the phylo-

genetic distance between pairs of cell states (see Methods).

Applying this approach to individual tumors uncovered distinct coupling patterns between tran-

scriptomic states. In one example tumor, the Lung Mixed state was more closely related to the

High Plasticity state than to the AT2-like state (Figure 5.5A-B). In another tumor, the Gastric-like

and High Plasticity states clustered together, while the AT1-like and Early Gastric states clustered

together (Figure 5.5C-D). Relationships for these two tumors were consistent with alternative defi-

nitions for inter-state coupling, inferred directly from the indel information (without relying on trees;

Figure 5.12A-B; see Methods) or based on local neighborhoods on the tree (Figure 5.12C-D; see

Methods); these statistics were generally consistent across trees (Figure 5.12E).
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A data-driven hierarchical clustering of the full set of tumors based on their transcriptional state

occupancy and Evolutionary Couplings revealed that tumors could be classified into three distinct

groups (“Fate Clusters"; Figure 5.5E and 5.12F; see Methods). While some transcriptional states

were shared between Fate Cluster 1 and 2 (including the AT2-like, AT1-like, and High-Plasticity

states), Fate Cluster 1 was predominantly distinguished by couplings that include the Gastric-like

(Leiden clusters 3, 8, and 12) and Endoderm-like states (Leiden cluster 0; Figure 5.5F, left, Fig-

ure 5.12G) and Fate Cluster 2 by evolution towards the Lung Mixed state (Leiden cluster 10; Fig-

ure 5.5F, middle, Figure 5.12G). Fate Cluster 3 was more difficult to interpret as it lacked cou-

plings with the AT2-like state and instead was dominated by high-fitness states, such as early EMT

(Leiden clusters 7 and 13) and Mesenchymal states (Leiden cluster 1 and 2; Figure 5.5F, right,

Figure 5.12G).

We thus hypothesized the majority of differences between tumors was driven by tendencies

towards Fate Cluster 1 or 2. Indeed, Principal Component Analysis (PCA) on Evolutionary Cou-

plings and state composition revealed that the first two principal components explained a substantial

amount of the observed variance ( 32%; Figure 5.12H) and couplings involving the Gastric & Endo-

derm states (Fate Cluster 1; Leiden clusters 3, 8, 0) or the Mixed Lung state (Fate Cluster 2; Leiden

cluster 10) were among the strongest features distinguishing tumors (Figure 5.12I). Taken together,

these distinct coupling patterns argue that tumor progression from the initial AT2 state preferentially

follows one of two non-overlapping evolutionary paths, characterized by Fate Clusters 1 and 2, to

aggressive states like those found in Fate Cluster 3.

To characterize the transcriptional changes that underlie these two alternative fates (Fate Clus-
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Figure 5.5: Mapping the phylogenetic relationships between cell states reveals common paths of tumor evolution. (A-D)
Transcriptional state relationships of representative tumors are quantified with Evolutionary Couplings. (A, C) Phylogenies of tumors
3435_NT_T1 and 3513_NT_T3 with overlaid Leiden cluster annotations (colors from Figure 5.3A). (B, D) Corresponding normalized
Evolutionary Couplings between Leiden clusters in each tumor. (E) UMAP projection of KP tumor Evolutionary Couplings annotated
by identified “Fate Clusters" (see Figure 5.12F). Dots correspond to tumors. (F) Aggregated Evolutionary Couplings between tran-
scriptional states of tumors from each Fate Cluster visualized on the gene expression UMAP. Thickness of bars reflect the average
magnitude of couplings across tumors in a Fate Cluster. (G) Gene expression UMAP annotated by Phylotime of single cells from
tumors in Fate Cluster 1 (top) and 2 (bottom) (normalized to 0-1). Cells from tumors that do not appear in the Fate Cluster of interest
are shown in gray. (H) Significant gene expression changes along Phylotime for Fate Cluster 1 and 2 across Phylotime quantiles.
Genes are annotated by their assigned Fate Cluster. Colors in heatmap are library-normalized gene expression, Z-normalized across
quantiles of both Fate Clusters. (I) Summary of major paths of KP tumor progression. Solid lines indicate direct evidence of Evolu-
tion Couplings; dotted lines indicate couplings likely involving unobserved intermediate states; gray lines indicate couplings that are
supported by rare examples.
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ter 1 & 2), we developed “Phylotime": a single-cell statistic that quantifies the evolutionary distance

between an individual cell and cells in the progenitor, AT2-like state (see Methods). Importantly, esti-

mates of Phylotime were consistent with different metrics for approximating distances on the tree: ei-

ther by the absolute number of mutations or the number of mutation-bearing edges (Figure 5.12J-K).

Integrating Phylotimes from tumors within Fate Clusters 1 and 2 confirmed two separate evolution-

ary routes (Figure 5.5G) and highlighted distinct transcriptional changes associated with Phylotime

along each route (Figure 5.5H; see Methods). Specifically, while expression of early markers like

Lyz2 and Sftpc were shared in early Phylotime of both Fate Clusters, late Phylotime in Fate Cluster

1 was enriched for gastric and endoderm markers like Gkn2, whereas late Phylotime in Fate Cluster

2 was characterized by markers of airway progenitors, such as Sox2 and Scgb1a1, and markers of

tumor propagating cells, like Cd24a and Itgb4. Although Fate Cluster 3 tumors generally had poor

couplings with earlier states, our data suggest that tumors can evolve from either the Fate Cluster 1

or Fate Cluster 2 into an EMT state and progress to late-stage Mesenchymal states (Figure 5.12L).

Overall, our analysis provides evidence that KP tumors could evolve predominantly through one of

two major paths with one towards Gastric-like and Endoderm-like state, and the other through the

Mixed-Lung state, with distinct transcriptional changes associated with each evolutionary trajectory

(summarized in Figure 5.5I).
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Figure 5.6: Loss of tumor suppressors alters tumor transcriptome, plasticity and evolutionary trajectory. (A) Batch corrected
and integrated gene expression UMAP of all cancer cells from KP, KPL and KPA tumors annotated by 19 Leiden clusters (see
Methods). (B) Density plots of cancer cells from KP, KPL and KPA tumors on the UMAP. (C) Enrichment of genotypes in each Leiden
cluster. Enrichments below 1 are colored blue; enrichments above 1 are colored red. (D) Median EffectivePlasticity scores in selected
Leiden clusters across genotypes (one-sided Mann-Whitney U Test, ∗p ≤ 0.05, n.s. = not significant). (E) Genes up-regulated (red)
and down-regulated (blue) in the Pre-EMT state of KPL tumors compared to KP and KPA tumors combined. (F) PCA of Evolutionary
Coupling and transcriptional state proportion vectors for all tumors analyzed across genotypes. Each dot represents a tumor. (G)
Biplot of top 10 features per principal component from PCA analysis shown in (F). Evolutionary Couplings are shown as tuples (x, y);
transcriptional state proportions are shown as a single number x indicating Leiden cluster ID. (H) Summary of major evolutionary
paths in KPL and KPA tumors. Solid lines indicate direct evidence of Evolution Couplings between transcriptome states, dotted lines
indicate couplings that likely involve unobserved intermediate cell states.
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5.3.6 Loss of tumor suppressors alters tumor transcriptome, plasticity and

evolutionary trajectory

Tumor suppressor genes regulate diverse cellular activities and their loss is associated with in-

creased tumor aggressiveness [274, 226]; however, it remains unclear how these genes affect tu-

mor evolutionary dynamics in vivo. Here, we combined genetic perturbations with our quantitative

phylodynamic approaches to interrogate how additional oncogenic mutations altered KP tumor evo-

lutionary trajectories.

We focused on two frequently mutated tumor suppressors in human lung adenocarcinoma, LKB1

and APC [59, 47, 231]. Both genes have been studied extensively in both human and mouse mod-

els and appear to regulate progression through distinct mechanisms [126, 31, 187, 112, 253, 183,

139, 193]. We engineered our lenti-Cre-BC vector to carry an additional sgRNA targeting Lkb1

or Apc, such that delivery of this vector simultaneously initiated tumor induction, lineage tracing,

and disruption of the targeted tumor suppressor gene. With this system, we collected data from

18,321 cells across 57 KP tumors with Lkb1 knockout (24 primary and 33 metastatic tumors; re-

ferred to as KPL tumors), and 13,825 cells across 35 KP tumors with Apc knockout (23 primary

and 12 metastatic tumors; referred to as KPA tumors). Targeting of either Lkb1 or Apc increased

tumor burden [214], but did not appear to alter the number and relative size of subclonal expansions

(Figure 5.13A-B). Yet, genes associated with tumor fitness were largely distinct across genetic

backgrounds (Figure 5.13C).

To examine whether perturbations alter the transcriptional landscape of KP tumors, we integrated
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transcriptional states of KPL and KPA tumors with the prior KP dataset. While many cells could be

classified into existing Leiden clusters identified in the KP analysis, the additional perturbations also

created four new transcriptional states (Figure 5.6A; see Methods). As expected from Apc’s role

as a negative regulator of Wnt signaling [14], Axin2 expression was high in the three KPA-specific

clusters, indicative of elevated Wnt signaling (Figure 5.13D), as was the expression of Wnt antago-

nists such as Notum and Nkd1 which were recently reported to increase the ability of cancer cells to

compete with the neighboring niche in human APC mutant colon tumors [74, 184](Figure 5.13D).

Moreover, targeting of Lkb1 or Apc resulted in changes to the relative occupancies of transcriptomic

states: KPL tumors were primarily enriched in the Pre-EMT state (Leiden cluster 9), while KPA tu-

mors were enriched in Apc-specific early, mesenchymal, and metastatic states (Leiden clusters 15,

16, and 17; Figure 5.6B-C and 5.13E).

Interestingly, although most cell states had comparable EffectivePlasticity across tumor geno-

types (Figure 5.13F), the Pre-EMT state (Leiden cluster 9) in KPL tumors had significantly less Effec-

tivePlasticity, indicating stabilization of this cell state (p < 0.05, Mann-Whitney U Test; Figure 5.6D).

We next identified genes differentially expressed in cells from KPL tumors in the Pre-EMT cluster

(Figure 5.6E; see Methods), which included gene programs that can promote pro-metastatic chro-

matin remodeling (Sox17 [197]), tumor progression (Ifitm1 and loss of Gata6; [288, 41]), metastatic

ability (Mmp7 [106]), and tumor fitness by modulating cancer-immune cell interaction (Cd24a, Il33,

and loss of Apoe [229, 160, 257]). These together potentially explain why the Pre-EMT state was

uniquely stabilized in KPL tumors.

To examine how loss of tumor suppressors altered evolutionary trajectories, we performed PCA
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on the transcriptional state occupancy and Evolutionary Couplings of individual tumors and found

that tumors broadly segregated according to their genotypes (Figure 5.6F; see Methods). Specif-

ically, KPA tumors created a unique trajectory including a coupling between the AT2-like and the

Apc-early states (Leiden clusters 4 and 16), while KPL tumors were characterized by couplings

between the Pre-EMT state and nearby states (Figure 5.6G).

In summary, although the targeting of the tumor suppressors Lkb1 or Apc both increased tumor

growth, their effects on cell states, plasticity and paths of evolution varied substantially. Specifically,

KPL tumors quickly progressed to and became stabilized in the Pre-EMT state, while KPA tumors

largely exploited a distinct path through new Apc-specific states (Figure5.13G and summarized in

Figure5.6H). Together, our analyses highlight how lineage tracing offers rich information for dissect-

ing the multifaceted role of tumor suppressors in tumor evolution.

5.3.7 Metastases originate from spatially localized, expanding subclones

of primary tumors

Metastases account for 90% of cancer mortality yet remain difficult to study because of their spatially

and temporally sporadic nature [81]. An outstanding question is how metastases originate from the

primary tumor. Here we integrated lineage tracing with spatial and transcriptomic information to

investigate the subclonal origins and evolution of metastases.

We first focused on a single primary tumor, which consisted of two independent subclonal expan-

sions (3724_NT_T1; Figure 5.2B), and its four related metastases (three in liver and one in soft tis-



259

Figure 5.7: Metastases originate from spatially localized, expanding subclones of primary tumors. (A) Multi-region analysis of
tumor-metastasis family 3724_NT_T1. Top left inset showed the relative spatial location of tumor pieces. The phylogeny of the primary
tumor and metastases is annotated via peripheral radial tracks for each color-coded region of the tumor (matching the inset) and four
metastases. (B) Heatmap of Evolutionary Couplings of primary tumor pieces (black) and 4 related metastases (matching colors in
(A)) from the 3724_NT_T1 tumor-metastasis family. (C) Summary of the spatial-phylogenetic relationship of the tumor-metastasis
family 3724_NT_T1. (D) Single-cell phylogenetic distance of each metastasis to the non-expanding and expanding subclones in its
related primary tumor. Each box represents the distribution of phylogenetic distances from a metastasis to a defined region of its
related primary tumor (one-sided Mann-Whitney U test are indicated: ∗∗∗p < 0.0001, n.s. = not significant). (E-F) Gene expression
UMAP annotated by metastases and their original subclones in 3724_NT_T1. Cells that are not relevant to the comparison in each
panel are shown in gray. (G) Transcriptional distances between expanding regions of 3724_NT_T1 and its four metastases (one-sided
Mann-Whitney U test are indicated: ∗ ∗ p < 0.001, ∗ ∗ ∗p < 0.0001).
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sue; Figure 5.7A, 5.14A). We performed multi-regional analysis of the primary tumor (Figure 5.7A,

inset) and inferred a combined phylogeny relating all cells in the primary tumor and metastases.

Integrating lineage-spatial information revealed that individual metastases originated from distinct

spatial locations (Figure 5.7A-C; see Methods), and phylogenetically originated from specific sub-

clonal expansions in the primary tumor (Figure 5.7C-D).

To investigate the consistency of these results, we extended this phylogenetic analysis to five

other tumor-metastasis families, across KP, KPL, and KPA backgrounds. Importantly, metastases

were consistently more closely related phylogenetically to specific subclonal expansions regardless

of tumor genotype (Figure 5.7D and Figure 5.14D). Collectively, our results argue that metastases

generally originated from subclonal expansions within primary tumors. Independent metastases

from the same primary tumor could arise from spatially and phylogenetically distinct subclones.

We next evaluated to what degree metastases preserved the transcriptional state of their origins

in the primary tumor. Analysis of metastases arising from an example primary tumor (3724_NT_T1)

revealed that liver metastases were more similar to the subclone from which they originated, whereas

the soft tissue metastasis evolved to a new transcriptional state (Figure 5.7E-F). This was further

quantified by measurements of total transcriptional distance between each metastasis and the sub-

clonal expansions in the metastatic primary tumor (Figure 5.7G). Liver metastases were signifi-

cantly more similar to its originating subclonal expansion (p < 0.0001, one-sided Mann-Whitney U

Test), while the soft tissue metastasis did not clearly resemble its subclonal origin (Figure 5.7G; see

Methods). Consistently, metastases from KP, KPL, and KPA mice were significantly more similar,

as measured by transcriptional state, to their respective expanding subclades in the primary tumor
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as compared to non-expanding regions, further suggesting that progression at the primary site is a

prerequisite for metastasis [151] (Figure 5.14E).

In addition, our high-resolution lineage tracing offered evidence of complex metastatic behav-

iors, including multi-subclonal seeding from a primary tumor to the lymph node, and cross-seeding

from one metastatic primary tumor to another primary tumor, or from one metastasis to another

(Figure 5.14A-C). Collectively, these results highlight the ability of phylogenetic analysis to trace the

origins and evolution of metastases.

5.4 Discussion

In this study, we have developed a genetically engineered mouse model of lung adenocarcinoma that

allows Cre-inducible initiation of oncogenic mutations and simultaneous continuous in vivo lineage

tracing of tumor development over many months, paired with a single-cell transcriptomic readout.

This model system enabled us to track at an unprecedented resolution the recurring patterns of tumor

evolution from activation of oncogenic mutations in single cells as they grow into large, aggressive,

and ultimately metastatic tumors. Three principles emerged from our study, linking together tumor

phylodynamics, fitness, plasticity, parallel evolutionary trajectories, origins of metastasis, and genetic

determinants of tumor evolution.

First, tumors were driven by rare subclonal expansions that utilized distinct fitness-associated

transcriptional programs and enabled both tumor progression at the primary site and metastasis to

distant tissues. The expansions identified by tree topology argue for subclonal selection, distinct
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from evolutionary models lacking selective sweeps observed in other cancer types [235]. The iden-

tification of gene expression states associated with tumor fitness revealed a set of transcriptional

fitness modules underlying KP-Tracer tumor development. Importantly, these signatures of aggres-

sive tumors found in our mouse model were predictive of the outcome of human disease. Despite

the higher somatic mutation burden and longer developing timescales of human tumors [30, 124,

89, 110], our data uncovered critical fitness gene programs that are conserved in both mouse and

human lung adenocarcinomas. Notably, we found that metastases consistently originated from ex-

panding subclones, regardless of additional loss of Lkb1 or Apc. They often retained the same

transcriptional state as their original subclones but could further adopt distinct transcriptional states.

This underscored the importance of tumor progression at the primary site in enabling metastasis

[32, 263, 115, 151], and argues against alternative models in which metastases arise early during

tumor evolution [119, 198, 147, 210, 235].

Second, our analysis revealed that tumor progression is accompanied by transient increases

in lineage plasticity. This period of high plasticity is followed by clonal sweeps of subclones with

aggressive cell states that can remain stable even following metastasis to new environments. Our

ability to monitor how often cells are transitioning between transcriptomic states also allowed us to

untangle the relationship between intratumoral heterogeneity and lineage plasticity, and shed light

on the dynamics of the transcriptomic heterogeneity observed in the KP mouse model and human

NSCLC [170, 157]. The finding that KP tumors progress via parallel, rapid transitions between cell

states is consistent with previous work suggesting that epigenetic instability is a major driver of

tumor progression in this model [151, 170]. Given the essential role of cellular plasticity in tumor
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progression and therapeutic resistance [36, 63, 85, 75, 292, 204], the ability of our lineage tracing

system to quantitatively explore plasticity provides a critical tool for understanding the role that cell

state plasticity plays in various aspects of tumor evolution.

Third, tumors evolved through stereotypical trajectories and introduction of additional oncogenic

mutations increased the speed of tumor evolution by creating new evolutionary trajectories. Tradi-

tionally, while cellular trajectories inferred by pseudotemporal approaches have proved to be a versa-

tile tool for scRNA-seq datasets [261, 150], they make the inviolable assumption that transcriptional

similarity indicates developmental relationship [262]. Overcoming this, our measurement of cell

state coupling directly from phylogenies enabled the discovery of two distinct evolutionary paths that

are substantiated by transcriptional differences. Moreover, CRISPR targeting of tumor suppressors

Lkb1 and Apc altered the cellular plasticity and observed evolutionary paths in a genotype-specific

way, which can be explained by alterations in transcriptional landscape. Collectively, our approach

offers an orthogonal and more quantitative evaluation of the multifaceted role genes play in tumor

evolution as compared to traditional growth-based fitness analysis. Future studies combining the

KP-Tracer model and high-throughput in vivo functional genomics will be foundational in assessing

the evolutionary consequences of any genes of interest in lung adenocarcinoma progression [281].

In summary, our results represent the first report of tracing the evolutionary history of a tumor

from a single transformed cell to an aggressive tumor using a CRISPR-based lineage tracer in an

autochthonous mouse model. The continuous and high-resolution tumor lineage tracing in this set-

ting offers a major advance in tumor evolution modeling by enabling quantitative inference of fit-

ness landscapes, cellular plasticity, evolutionary paths, origins of metastases, and the role of tumor
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suppressors in altering all these facets of tumor development. With the expanding lineage tracing

toolkit and integration of other emerging data modalities, we expect that the experimental and com-

putational framework presented here will greatly improve future efforts at building high-dimensional,

quantitative, and predictive models of tumor evolution, thus shedding light on new therapeutic strate-

gies.

Limitations of the study

Our findings highlight several opportunities for future efforts. First, we were limited in our ability to

describe the directionality of transitions or to rule out the possibility of unobserved intermediates.

This issue could be resolved experimentally by harvesting samples from multiple time points of

tumor development, or expanding our lineage-tracing technology to develop multichannel molecular

recorders for simultaneous recording of marker gene expression of intermediate states [79, 254].

Alternatively, enhancing the interpretability of branch lengths by engineering a “molecular clock" or

probabilistic models of Cas9 editing [192] could aid in the reconstruction of unobserved intermediate

states [191]. Second, our fitness-inference approach assumes that evolution occurs via small effect

size mutations, which may overlook the impact of mutations with large impact such as CNVs in other

tumor models [186]. Third, future integration of emerging data modalities with lineage tracing, such

as combined genomic, multiomic and spatial analysis [182, 167, 158, 158, 242, 43], will illuminate

how genetic and epigenetic changes and the tumor microenvironment influence tumor evolution.
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5.5 Methods

Chimeric Lineage Tracing Mouse Model

All mouse experiments described in this study were approved by the Massachusetts Institute of Tech-

nology Institutional Animal Care and Use Committee (IACUC) (institutional animal welfare assurance

no. A-3125-01). The engineered and selected mESC clones were injected into blastocysts from al-

bino B6 or CD1 background for chimera making as previously described [299]. We chose to use

the chimeric mice strategy because the multiple, random integration of lineage tracing target sites in

the genome makes it challenging for breeding stable strains. Mice with more than 10% chimerism

based on coat color were used in this study. Tumors were initiated by intratracheal infection of mice

with lentiviral vectors expressing Cre recombinase [61]. Five total mESC clones were used in this

study to avoid idiosyncrasy in clonal behavior and analyses were performed on all tumors combined.

Lenti-Cre-BC vector was co-transfected with packaging vectors (delta8.2 and VSV-G) into HEK-293T

cells using polyethylenimine (Polysciences). The supernatant was collected at 48h post-transfection,

ultracentrifuged at 25,000 r.p.m. for 90 min at 4C, and resuspended in phosphate-buffered saline

(PBS). 8-12-week-old chimeras were infected intratracheally with lentiviral vectors, including lenti-

Cre-BC-sgNT (2x107 PFU) or lenti-Cre-BC-sgLkb1 (4x106 PFU) or lenti-Cre-BC-sgApc (1x107 PFU)

to achieve similar aging time after tumor initiation.
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Lenti-sgRNA-Cre-Barcode vector

The lenti-sgRNA-Cre-barcode vector was derived from a previously described Perturb-seq lentiviral

vector [3], pBA439, with the following changes: the two loxP sites were removed by site-directed mu-

tagenesis (SDM) using oDYT001 and oDYT002 followed by oDYT009 and oDYT010; the Puro-BFP

was removed using restriction sites NheI and PacI and was replaced by Cre that was PCR ampli-

fied using oDYT003 and oDYT004 via Gibson assembly; a ubiquitous chromatin opening element

(UCOE) that was PCR amplified using oDYT005 and oDYT006 was introduced using restriction sites

NsiI and NotI via Gibson assembly. oDYT007 and oDYT008 (containing EcoRI and SbfI sites for sub-

sequent barcode cloning) were then annealed and ligated using restriction sites BclI and PacI. Three

different sgRNAs of interest were then cloned into the resulting vector using pairs of top and bot-

tom strand sgRNA oligos: sgNT (non-targeting) (oDYT011 and oDYT012), sgLkb1 (oDYT013 and

oDYT014), and sgApc (oDYT015 and oDYT016) were each annealed and ligated using restriction

sites BlpI and BstXI to form pDYT003, pDYT004, and pDYT005 respectively. These sgRNAs have

been used and validated previously [213, 214]. Finally, a whitelist barcode oligo pool consisting of

249,959 unique 16-nucleotide barcodes where every barcode has a Levenshtein distance of >3 from

every other barcode was designed. The whitelist barcode library was PCR amplified then introduced

at the 3’UTR region of Cre in each of the three constructs using restriction sites EcoRI and SbfI.
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Lineage tracer vector (Target site & triple sgRNAs)

The lineage tracer vectors pDYT001 and pDYT002 were derived from previously described target

site plasmids, PCT 60-62 [37, 203, 127]. A loxP site was first removed from both PCT61 and PCT62

using oDYT017 and oDYT018 via site-directed mutagenesis. The triple sgRNA cassettes driven by

distinct U6 promoters in PCT61 and PCT62 were then PCR amplified using oDYT019 and oDYT020

and introduced into the PCT60 backbone using restriction sites XbaI and NotI via Gibson assembly.

Finally, the target site barcode library was PCR amplified from a previously described gene fragment

from PCT48 [127], using oDYT021 and oDYT022 and introduced into the two resulting vectors above

using restriction sites PacI and HpaI to form pDYT001 and pDYT002, which contain the triple guide

cassette from PCT61 and PCT62 respectively. The target site library consists of a 14-bp random

integration barcode and three target sites (ade2, bri1, whtB), which are complementary to the three

sgRNAs.

Lineage tracing embryonic stem cell engineering

KP*17 is an embryonic stem (ES) cell line derived from C57BL/6-129/Sv F1 background engi-

neered with conditional alleles KrasLSL−G12D/+; p53fl/fl. ES cells were maintained with JM8 me-

dia (500mL: 82.9% Knockout DMEM (Gibco Cat#10829-018), 15% FBS (Hyclone Cat#SV30014),

1% GlutaMax (Gibco Cat#35050-061), 1% Non-essential amino acids (Thermo Fisher Scientific

Cat#11140050), 0.1% 2-mercaptoethanol (Sigma Cat#M-7522), 500,000U Recombinant Mouse LIF

Protein (Millipore Cat#ESG1107)) with feeders. KP*17 was first targeted using CRISPR-assisted
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HDR to generate Rosa26LSL−Cas9−P2A−mNeonGreen which was validated for correct targeting by

PCR and southern blot and validated for Cas9 activity. The lineage tracing transposon vectors were

then introduced together with transposase vector (SBI) by transfection. Three passages after trans-

fection, mESCs were purified by FACS based on mCherry expression and expanded as individual

clones.

Target site integration number was quantified as the following: We first used fluorescence-based

readout to examine mCherry expression of each ES cell clone in 96 well format, which allowed us

to narrow down the ES clone candidates with relatively high expression of mCherry (the reporter

of lineage tracer library). Then we used quantitative genomic PCR to count the number of lineage

tracer genome integration in each ES cell clone by amplifying the target site regions (oDYT062 and

oDYT063) and normalized to a 2N locus, β-actin, in the genome (oDYT060 and oDYT061). Samples

were run in triplicates and the reactions were performed on a QuantStudio 6 Flex Real-Time PCR

System. In this study, we used the following ES clones in the tumor analysis due to a combination

of high chimeric rate and good target site capture: 1D5, 2E1, 1C4, 2F4 and 2H9. Clones 1D5,

1C4 were engineered with pDYT001 and clones 2E1, 2F4 and 2H9 were engineered with pDYT002.

All five clones were used independently for generating chimeric mice in this study and no major

difference in their lineage tracing performance was observed.
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Sample preparation and purification of cancer cells

Tumors were harvested and single cell suspension was prepared as described in [44, 54]. Pri-

mary tumors and metastases were dissociated using a digestion buffer (DMEM/F12, 5mM HEPES,

DNase, Collagenase IV, Dispase, Trypsin-EDTA) and incubated at 37◦C for 30 min. After disso-

ciation, the samples were quenched with twice the volume of cold quench solution (L-15 medium,

FBS, DNase). The cells were then filtered through a 40um cell strainer, spun down at 1000rpm

for 5 min, resuspended in 2mL ACK Lysing Buffer, and incubated at room temperature for 1-2 min.

Lysis was then stopped with the addition of 10mL DMEM/F12 followed by the spinning down and

resuspending of the samples in 1mL FACS buffer. Cells within the pleural fluid were collected imme-

diately after euthanasia by making a small incision in the ventral aspect of the diaphragm followed

by introduction of 1 ml of PBS. Cells were stained with antibodies to CD45 (30-F11, Biolegend

Cat#103112), CD31 (390, Biolegend Cat#102410), F4/80 (BM8, Biolegend Cat#123116), CD11b

(Biolegend Cat#101212) and Ter119 (Biolegend Cat#116212) to exclude cells from the hematopoi-

etic and endothelial lineages. DAPI was used to stain dead cells.

Cells were then labeled by MULTI-seq [175] in 10µl PBS buffer containing 5µl lipid anchor

(50µM ) and 2.5µl of barcode oligos (100µM ) for 10 min on ice and then 6µl co-anchor (50µM )

10 min on ice. Cells were washed and resuspended with ice-cold FACS buffer to prevent aggre-

gation. DAPI was used to exclude dead cells. FACS Aria sorters (BD Biosciences) were used for

cell sorting. Live cancer cells were sorted based on positive expression of mCherry and mNeon-

Green as well as negative expression of hematopoietic and endothelial lineage markers (mCherry+,



270

mNeonGreen+, CD45-, CD31-, Ter119-, F4/80-, DAPI-). High purity of the resulting cancer cells

has been confirmed in previous studies using similar fluorescent reporter systems [32, 44, 151].

Live normal lung cells were sorted based on negative expression of mNeonGreen, and hematopoi-

etic and endothelial lineage markers. Datasets were further filtered for normal cells analytically via

gene expression analyses (see section below “Single-cell transcriptome processing for KP-Tracer

NT data") and by removing cells with low editing efficiencies (see section below “Single-cell lineage

tracing preprocessing pipeline and quality control filtering").

Single-cell RNAseq library preparation

Single-cell RNA-seq libraries were prepared using 10X_3’_V2 kit according to the 10X user guide,

except for the following modification. After cDNA amplification, the cDNA pool is split into two frac-

tions. Half of the cDNA pool are used for scRNA-seq library construction and proceed as directed

in the 10X user guide.

Target site library preparation

To prepare the Target Site libraries, the amplified cDNA libraries were further amplified with Tar-

get Site-specific primers containing Illumina-compatible adapters and sample indices (oDYT023-

oDYT038,

forward:5’-CAAGCAGAAGACGGCATACGAGATNNNNNNNNGTCTCGTGGGCTCGGAGATGTGTA
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TAAGAGACAGAATCCAGCTAGCTGTGCAGC;

reverse:5’-AATGATACGGCGACCACCGAGATCTACACNNNNNNNNTCTTTCCCTACACGACGC

TCTTCCGATCT;

“N" denotes sample indices) using Kapa HiFi ReadyMix (Roche), as described in [127]. Approx-

imately 30 fmol of template cDNA was used per sample, divided between four identical reactions

to avoid possible PCR induced library biases. PCR products were purified and size-selected using

SPRI magnetic beads (Beckman) and quantified by BioAnalyzer (Agilent).

MULTI-seq library preparation

The MULTI-seq libraries were prepared as described in [175], using a custom protocol based on the

10x Genomics Single Cell V2 and CITE-seq workflows. Briefly, the 10x workflow was followed up

until complementary DNA amplification, where 1µl of 2.5µM MULTI-seq additive primer (oDYT039)

was added to the cDNA amplification master mix. After amplification, MULTIseq barcode and en-

dogenous cDNA fractions were separated using a 0.6X solid phase reversible immobilization (SPRI)

size selection. To further purify the MULTI-seq barcode, we increased the final SPRI ratio in the

barcode fraction to 3.2X reaction volumes and added 1.8X reaction volumes of 100% isopropanol

(Sigma-Aldrich). Eluted barcode cDNA was then quantified using QuBit before library preparation

PCR using primers oDYT040 and oDYT041-oDYT048 (95◦C, 5’; 98◦C, 15’; 60◦C, 30’; 72◦C, 30’;
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eight cycles; 72◦C, 1’; 4◦C hold).

TruSeq RPIX: 5’-CAAGCAGAAGACGGCATACGAGATNNNNNNGTGACTGGAGTTCCTT

GGCACCCGAGAATTCCA-3’

TruSeq P5 adaptor: 5’-AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACACGAC

GCTCTTCCGATCT-3’

Following library preparation PCR, the library was size-selected by a 1.6X SPRI clean-up prior to

sequencing.

Lenti-Cre-BC library preparation

The Lenti-Cre-BC library amplification protocol was adapted from the Perturb-seq protocol [3]. 4

parallel PCR reactions were constructed containing 30ng of final scRNA-seq library as template,

oDYT049, and indexed oDYT050-oDYT059, and amplified using KapaHiFi ReadyMix according to

the following PCR protocol: (1) 95C for 3 min, (2) 98C for 15 s, then 70C for 10 s (16-24 cycles,

depending on final product amount). Reactions were re-pooled during 0.8X SPRI selection, and then

fragments of length 390bp were quantified by bioanalyzer. Lenti-Cre-BC libraries were sequenced

as spike-ins alongside the parent RNA-seq libraries.
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Sequencing

Sequencing libraries from each sample were pooled to yield approximately equal coverage per cell

per sample; scRNA gene expression libraries, Target Site amplicon libraries, MULTI-seq amplicon

libraries and Lenti-Cre-BC amplicon libraries were pooled in an approximately 10:3:1:1 molar ratio

for sequencing, aiming for at least 70,000 total reads per cell. The libraries were sequenced using

a custom sequencing strategy on the NovaSeq platform (Illumina) in order to read the full-length

Target Site amplicons. Sample identities were read as indices (I1: 8 cycles, R1: 26 cycles, R2: 290

cycles). Only the first 98 bases per read were used for analysis in the RNA expression libraries to

mask the longer reads required to sequence the Target Sites.

Single-cell lineage tracing preprocessing pipeline and quality control

filtering

Each cell was sequenced in four sequencing libraries: a MULTI-seq library (for identifying sample

identity), a target site library (for reconstructing phylogenies), an RNA-seq library (for measuring

transcriptional states), and a Lenti-Cre-BC library (for verifying clonal identity). First, the scRNA-

seq was processed using the 10X CellRanger pipeline (version 2.1.1) with the mm10 genome build.

Then, each cell barcode identified from the 10X pipeline was assigned to a sample using the MULTI-

seq library, which was processed with the deMULTIplex R package (version 1.0.2 [175]). Cells

identified as doublets or without a discernible MULTI-seq label were filtered out from downstream

analysis.
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Next, we processed the Target Site library using the previously described Cassiopeia preprocess-

ing pipeline [127, 203]. Briefly, reads with identical cellBC and UMI were collapsed into a single,

error-corrected consensus sequence representing a single expressed transcript. Consensus se-

quences were identified within a cell based on a maximum of 10 high-quality mismatches (PHRED

score greater than 30) and an edit distance less than 2 (default pipeline parameters). UMIs within

a cell reporting more than one consensus sequence were resolved by selecting the consensus se-

quence with more reads. Each consensus sequence was aligned to the wild-type reference Target

Site sequence using a local alignment strategy, and the intBC and indel alleles were called from the

alignment. Cells with fewer than 2 reads per UMI on average or fewer than 10 UMIs overall were

filtered out. These data are summarized in a molecule table which records the cellBC, UMI, intBC,

indel allele, read depth, and other relevant information. Cells that were assigned to Normal lung

tissue via a MULTI-seq barcode or had more than 80% of their TargetSites uncut were assigned as

“Normal" and not used for downstream lineage reconstruction tasks.

Lenti-Cre-BC libraries were processed using a custom pipeline combining Cassiopeia transcript

collapsing, filtering, and quantification and a probabilistic assignment strategy based on the Perturb-

seq gRNA calling pipeline [3]. First, sequencing reads were collapsed based on a maximum se-

quence edit distance of 2 and 3 high-quality sequences mismatches and then cells with fewer than

2 average reads per UMI or 2 UMIs overall were filtered out. Then, Lenti-Cre-BC sequencing reads

were compared to the reference sequence and barcode identities were extracted and error-corrected

by comparing each extracted barcode to a whitelist of Lenti-Cre-BC sequences, allowing for an edit

distance of 3. Then, the count distributions for each unique Lenti-Cre-BC were inspected to re-
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move barcodes that represented background noise. Next, a Lenti-Cre-BC coverage matrix was

formed, summarizing the ratio between reads and number of UMIs for each barcode in each cell.

Cell coverages were normalized to sum to the median number of coverages across the matrix and

log2-normalized. Finally, with this matrix we adapted the Perturb-seq gRNA calling pipeline to as-

sign barcode identity to cells [3]. To do so, we fit a Guassian kernel density function to the coverage

distribution for each barcode and then determined a threshold separating “foreground" from “back-

ground" based on the relative extrema of the distribution (after removing the 99th percentile of the

coverage distribution). Cells whose coverage values fell above the threshold were assigned that

particular Lenti-Cre-BC. Cells that received more than one assignment or no assignment at all were

marked as ambiguous.

After pre-processing each of these libraries, we called clonal populations, created character

matrices, and reconstructed phylogenies for each clonal population (see sections below “Tree Re-

construction with Cassiopeia" and “Calling clonal populations and creating character matrices"). In

this, we removed cells that contained few edited sites as this could indicate normal cell contamination

(i.e. inactivity of Cas9) and identified consensus sets of intBCs per mES Clone (see section below

“Creating a consensus intBC set for mESC clones") that were used for tree reconstruction. After

tree reconstruction, we used the Lenti-Cre-BC data to remove cells within each tumor that contained

strong evidence of different clonal origin (see section below “Cell Filtering with Lenti-Cre-BC"). Fi-

nally, we computed important clone-level quality-control statistics used for identifying clones with

sufficient information for phylodynamic analysis (see section below “Tree Quality Control for Fitness

Inference").
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Across all three datasets (KP, KPL and KPA), this pipeline left us with 72,328 cells with high-

quality Target Site information.

Calling clonal populations and creating character matrices

In this study, each clonal population corresponded to a primary tumor or metastatic family. Tu-

mors were identified with two approaches: first, by deconvolution with MULTI-seq (and filtering with

Lenti-Cre-BC information; see below in section “Cell Filtering with Lenti-Cre-BC"); and second, by

separating cells based on differing intBC sets. In the second approach, we used Cassiopeia to iden-

tify non-overlapping intBC sets and classify cells using the “call-lineages" command-line tool. Once

clonal populations were identified, consensus intBC sets were identified (see “Creating a consensus

intBC set for mESC clones" below). All summarized molecular information for a given cell (cellBC,

number of UMI, intBC, indel allele, read depth, etc) along with the assigned clonal identity were

summarized in an allele table. Then, character matrices were formed for each clonal population,

summarizing mutation information across the N cells in a population and their M cut-sites. Char-

acters (i.e., cut-sites) with more than 80% missing information or containing a mutation that was

reported in greater than 98% of cells were filtered out for downstream tree reconstruction.

Creating a consensus intBC set for mESC clones

Given that each mouse is generated from a specific mESC clone, we expected tumors from each

mouse would maintain the same set of intBCs as the parental mESC clone. To identify this con-
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sensus set of intBCs, we stratified tumors based on which mESC clone they originated from, and

within these groups computed the proportion of tumors that reported a given intBC in at least 10%

of cells. We determined cutoffs separating reproducible intBCs from irreproducible intBCs for each

mES clone separately. These consensus intBC sets were used for downstream reconstruction of

phylogenies.

Tree Reconstruction with Cassiopeia

Trees for each clonal population (see “Calling clonal populations and creating character matrices"

above) were reconstructed with Cassiopeia-Hybrid [127]. Briefly, Cassiopeia-Hybrid infers phyloge-

nies by first splitting cells into clusters using a “greedy" criterion (Cassiopeia-Greedy) until a user-

defined criteria is met at which point each cluster of cells is reconstructed using a near-optimal

Steiner-Tree maximum-parsimony algorithm (Cassiopeia-ILP). We compared the parsimony of trees

generated using two different greedy criterions - both criterions employed work by first identifying a

mutation and subsequently splitting cells based on whether or not this mutation was observed in a

cell. First, we used the original Cassiopeia-Greedy criterion, which identifies mutations to split cells

on by using the frequency and probability of mutations. Second we applied a compatibility-based

criterion which prioritizes mutations based on character-compatibility (see section “Compatibility-

based greedy heuristic for tree reconstruction" below). We proceeded with the more parsimonious

tree. In one specific case, (3515_Lkb1_T1), we observed that the lineage tracing alleles were not

adequately captured with phylogenetic inference of the primary tumor alone. To handle this, we
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rebuilt the tree of the tumor-metastasis family and then subset the phylogeny to consist of only the

cells from the primary tumor - resulting in a clonal phylogeny that appeared to be better supported

by allelic information.

In most inferences, we used indel priors computed with Cassiopeia to select mutations with a

Cassiopeia-Greedy algorithm as well as weight edges during the Steiner-Tree search with Cassiopeia-

ILP. Generally, we used an LCA-based cutoff to transition between Cassiopeia-Greedy and Cassiopeia-

ILP as previously described [203]. Clone-specific parameters are reported in Table S1.

Compatibility-based greedy heuristic for tree reconstruction

A rare, but simple case for phylogenetic inference is that of perfect phylogeny in which every charac-

ter (or cut-site) is binary (that is, can be cut or uncut) and mutates at most one time. In this regime,

every pair of characters is “compatible" – that is, given two binary characters i and j, the sets of cells

that report a character i as mutated are non-overlapping with the set of cells that report character j

as mutated, or one set of cells is completely contained within the other.

In this approach, we used a heuristic, called the compatibility index, to measure how far a pair of

characters is from compatibility. To do so, we first “binarized" our character matrices by treating each

unique (cut-site, mutation) pair as a binary character. (To note this binarization procedure is possible

because of the irreversibility of Cas9 mutations and discussed in our previous work [127].) Then, we

found the character that had deviated the least from perfect phylogeny, that is violated compatibility

the least. To find this character, we first built a directed “compatibility-graph", where individual nodes
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represented characters and edges between nodes represented deviations from compatibility. Each

edge from character i to j was weighted as follows:

wi,j = −njlog(pj)

where i and j are two incompatible characters, nj is the number of cells reporting character j,

and pj is the prior probability of character j mutating. For the purposes of building this compatibility

matrix, missing data was ignored (this is, no node in the graph corresponded to a missing state). A

character c′ to split cells with was identified by minimizing the sum of weights emitted from the node:

c′ = argmin
c∈X

∑
j∈Out(c)

wc,j

where Out(c) denotes the set of edges with c as a source. This process was repeated until the

tree was resolved completely, or a criterion was reached as in Cassiopeia-Hybrid.

Cell Filtering with Lenti-Cre-BC

After performing tree reconstruction for each clonal population, leaves were annotated with Lenti-

Cre-BC information and evaluated manually for filtering. Specifically, in tumors with adequate Lenti-

Cre-BC information, we identified subclades (defined here as clades that joined directly to the root)

that clearly had divergent Lenti-Cre-BC information. This combined Lenti-Cre-BC and lineage anal-

ysis helped minimize the influence of lenti-Cre-BC dropout in single-cell experiments. These sub-

clades were subsequently removed and cells were filtered out from the phylogenetic analysis. In
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one case (3513_NT_T4 and 3513_NT_T5), two tumor populations were split from a parental tumor

(3513_NT_N2), reconstructed, and used in downstream analyses.

CNV analysis

Chromosomal copy number variations (CNV) were inferred with the InferCNV R package (version

1.2.1), which predicts CNVs based on single-cell gene expression data. InferCNV was run in ‘sub-

clusters’ analysis mode using ‘random_trees’ as the subclustering method. Genes with less than

one cell were filtered with the ‘min_cells_per_gene’ option, and no clipping was performed on cen-

tered values (‘max_centered_threshold’ set to ‘NA’). The cutoff for the minimum average read count

per gene among reference cells was set to 0.1, per software recommendation for 10X data. CNV

prediction was performed with the ‘i6’ Hidden Markov Model, whose output CNV states were filtered

with the included Bayesian mixture model with a threshold of 0.2 to find the most confident CNVs.

All other options were set to their default values.

Each tumor sample was processed independently with normal lung cells (identified solely from

the MULTI-seq deconvolution pipeline) as the reference cells. The number of CNVs for each cell

was computed by counting the number of CNV regions predicted. We filtered cells with CNV counts

greater than three standard deviations away from the mean of each tumor, in addition to cells with

greater than or equal to 20 predicted CNVs. When comparing CNV counts of cells in expansions

against those of cells in non-expansions, statistical significance was computed with a one-sided

permutation test and the Mann-Whitney U-test, both of which yielded the same results.
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We applied hierarchical clustering with a euclidean distance metric and the “ward" linkage to

identify CNV clusters of cells within each tumor. For each clustering induced by cutting the hier-

archical clustering dendrogram at different heights, we computed the probability that a cell and its

nearest neighbor on the Cassiopeia tree were in the same hierarchical cluster (“nearest neighbor

probability"). These clusters ranged from most coarse-grained (low cutoff height) to the most fine-

grained (high cutoff height). When there were multiple nearest neighbors, pseudocounts were used

by taking the fraction of nearest neighbors that were in the same cluster. We performed nonpara-

metric Permutation Tests for each unique clustering by shuffling the cluster assignments of the cells

and computing the nearest neighbor probability using these assignments.

Tree Quality Control for Fitness Inference

Trees were subjected to quality control before identifying subclones under positive selection and

single-cell fitness inference. We employed two quality control metrics: first, a measure of subclonal

diversity known as “percent unique indel states", defined as the proportion of cells that reported a

unique set of character states (i.e., mutations). Second, we also filter lineage trees based on the level

of “unexhausted target sites" defined as the proportion of characters (i.e., specific cut sites) that were

not dominated by a single mutation (i.e, more than 98% of cells contained the same mutation). These

metrics describe the diversity and depth of the lineage trees, and enable filtering out tumors with

poor lineage tracing quality (i.e., lineage tracing capacity became saturated too early during tumor

development). Using these two metrics, we filtered out tumors that had less than 10% unique indel
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states or less than 20% unexhausted target sites. Additionally, tumors with too few cells recovered

(fewer than 100 cells) were ignored for this analysis because of a lack of power to confidently quantify

subclonal behavior.

Identifying subclonal selection (i.e., expansions)

Subclones undergoing positive selection were identified by comparing the number of cells contained

in the subclone to its direct “sisters" (i.e. branches emanating directly from the parent of a subclone

of interest) and computing a probability of this observation with a coalescent model. Specifically,

consider a node v in a particular tree with k children stored in the set C. Let nc denote the number

of leaves below a particular node c (and observe that N = nv =
∑

c∈children(v) nc). Under the

coalescent model, we can compute a probability indicating how likely a subclone c under v would

have exactly nc leaves given v had N total leaves as follows:

pN,k(nc) =

(
N−nc−1

k−2

)(
N−1
k−1

)
Finally, we computed the probability that a subclone c under v would have at least nc leaves

given v had N total leaves is:

ˆpN,k(nc) =
N−k+1∑
n=nc

pN,k(n)

Nodes with probabilities ˆpN,k(nc) < 0.01, at least a depth of 1 from the root, and containing sub-

clades with at least 15% of the total tree population were annotated as undergoing an “expansion".
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In the analysis presented in this study, we additionally filtered out nodes annotated as “expanding" if

they contained another node in their subtree that was also expanding. Expansion proportions were

calculated as the fraction of the tree consisting of cells residing in any subclade called as “expand-

ing".

Inferring single-cell fitness

To compute single-cell fitness, we used the “infer_fitness" function from the jungle package (publicly

available at https://github.com/felixhorns/jungle) which implements a previously described proba-

bilistic method for inferring relative fitness coefficients between samples in a clonal population [186].

Because some trees contained exhausted lineages (i.e., those in which all target sites were satu-

rated with edits), after filtering out trees that did not pass quality control (see section “Tree quality

control for fitness inference" above), we pre-processed branch lengths on each phylogeny such that

branches had a length of 0 if no mutations separated nodes and 1 if not. In essence, this collapses

uninformative edges in the fitness inference and helps control for lineage exhaustion. After this pro-

cedure, we were left with fitness estimates for each leaf in a phylogeny, normalized to other cells

within the phylogeny.

Tumor fitness differential expression

Genes differentially expressed along the fitness continuum within each tumor were identified with

a linear regression approach. Specifically, given a cell i, we can compare two models for the ex-
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pression of some gene j according to the cell’s fitness score fi and its number of total UMIs, si, as

follows:

H0 :log(1 + ei,j) ∼ fi

Ha :log(1 + ei,j) ∼ fi + si

Where ei,j is the count-normalized expression of gene j in cell i (we used the median number

of UMI counts across the dataset to normalize expression level). Only genes appearing in more

than 10 cells were retained for differential expression analysis. Linear models were fit using julia’s

‘GLM‘ package function, and p-values were computed via a likelihood ratio test between the null

and alternative hypothesis likelihoods. P-values were FDR corrected using the Benjamini-Hochberg

procedure [17]. Log_2-fold-changes were computed by comparing the average expression of a gene

in the top vs bottom 10th percentile of fitness scores.

Meta-analysis and derivation of the FitnessSignature

The transcriptional FitnessSignature was derived from the results of individual tumor fitness differ-

ential expressions with a majority-vote meta-analysis. This approach ranks genes based on the

number of times that a gene is differentially expressed (FDR < 0.05 and |log2FC| > log2(1.5)) and

the consistency of its direction. We used the MetaVolanoR R package (version 1.0.1) to perform this

majority-vote analysis, which computed both of these values. We identified consistently differentially
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expressed genes for our transcriptional FitnessSignature if a gene appeared to show up at least 2

times in the same direction, and if the ratio between frequency and consistency was greater than

0.5.

Fitness module identification

We determined transcriptional fitness gene modules using the Hotspot package (version 0.9.0 [57]).

To do so, we first subset our processed single-cell expression matrix (see section below “Single-cell

transcriptome analysis for KP-Tracer data") to contain only the 1,183 genes in the FitnessSigna-

ture that were positively associated with fitness. Then, using Hotspot we identified fitness-related

genes that were significantly autocorrelated with the scVI latent space using the “danb" observation

model and 211 neighbors (the square-root of the number of cells in the expression matrix). After

this procedure, genes with an FDR of less than 0.05 were retained for downstream clustering. We

then computed pairwise local autocorrelations with Hotspot and clustered genes using these pair-

wise statistics with the “create_modules" function in Hotspot (minimum gene threshold of 100, FDR

threshold of 0.05, core_only=False). This procedure identified three modules that were used for

downstream analysis.

Single-cell transcriptome processing for KP-Tracer NT data

The scRNA-seq was processed using the 10X CellRanger pipeline (version 2.1.1) with the mm10

genome build. Cells were assigned to a sample using the MULTI-seq pipeline described above (see
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section “Single-cell preprocessing pipeline"). After quantification, informative genes were identified

using the Fano filtering process implemented in VISION [58], and raw counts were batch-corrected

(using the batch-harvest data, indicating when a batch of mice were sacrificed as the batch variable)

and projected into a shared latent space of 10 dimensions with scVI [164]. Cells were initially clus-

tered with the Leiden algorithm as implemented in Scanpy [282], and two clusters dominated by cells

annotated as normal and cells that could not be confidently mapped to a tumor via MULTI-seq or

Lenti-Cre-BC analysis (see section “Single-cell preprocessing pipeline” and “Cell Filtering with Lenti-

Cre-BC" above) were removed from downstream analysis. Clusters were then manually re-clustered

to obtain segmentations that aligned with gene expression patterns. After this process, we were left

with a total of high-quality 58,022 cells with single-cell transcriptomic profiles from KP mouse tumors.

Single-cell counts were normalized by the median UMI count across cells and logged to obtain log-

normalized data. Gene markers for each Leiden cluster were identified using the Wilcox rank-sums

test on the log-normalized gene counts with the Scanpy package.

Integration of normal lung epithelium transcriptomes

scRNA-seq data of cells obtained from various tissues in sample L46 were quantified using the

10X CellRanger pipeline (version 2.1.1) with the mm10 genome build. Cells were assigned to a

sample (one of 4 tissues) using the CellRanger multi procedure. After quantification and sample

assignment, cells with fewer than 200 UMIs and genes appearing in fewer than 1% of cells were

filtered out. This left us with 14,424 high-quality cells. A low-dimensional embedding was inferred
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using scVI on the dataset with the 4000 most highly-variable genes (using the “seurat_v3" flavor

of Scanpy’s highly_variable_genes function). Transcriptional clusters were identified using the Lei-

den community detection algorithm. One cluster of 329 cells consisted of normal lung cells and

expressed gene markers Nkx2-1, Sftpc, and Scgb1a1; we isolated and annotated this cluster as

normal lung epithelial cells (primarily AT2 and club cells).

This dataset of 329 normal lung epithelial cells (isolated from the L46 sample, as described

above) was integrated into the scRNA-seq dataset of KP tumors (see section “Single-cell transcrip-

tome processing for KP-Tracer NT data") using scVI. Specifically, we used scVI to batch-correct

these two datasets and project all cells into a common coordinate system. Then, we visualized this

scVI batch-corrected embedding with UMAP.

Differential expression analysis of Chuang et al

TPM-normalized RNA-seq data were downloaded from GEO accession GSE84447. Samples were

split into early and late-stage tumor groups based on the author annotations: tumors annotated with

“KPT-E" were assigned to the early stage group and tumors with “TnonMet" or “TMet" annotations

were assigned to the late group. Then, we log-normalized the TPM counts and used the limma R

package (version 3.36.3) to infer differentially expressed genes with the “eBayes" function. Genes

passing an FDR threshold of 0.05 and log2-fold-change threshold of 1 (in either direction) were

called differentially expressed and used for comparison with the FitnessSignature described in this

study.
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FitnessSignature analysis of Marjanovic et al

Raw expression count matrices were downloaded directly from GEO, accession number GSE152607.

Gene counts were normalized to transcript length, to account for read depth artifacts in the Smart-

Seq2 protocol. VISION [58] was used to compute FitnessSignature scores (using the FitnessSigna-

ture gene set described in our study) for each cell in the dataset and scores were averaged within

time points of KP mice.

Survival analysis with TCGA lung adenocarcinoma tumors

The fitness signature genes including 1183 up-regulated genes and 1027 down-regulated genes

from mice experiments were converted to corresponding genes from the H. sapiens genome (build

hg19), resulting in 1126 up- and 970 down-regulated human genes, respectively. FitnessSignature

with only up-related genes was denoted as FSU, FitnessSignature with only down-related genes

was denoted as FSD. TCGA Lung adenocarcinoma cohort with RNAseq data (n=495) were strat-

ified into FSU-High, FSU-Low, FSD-High, and FSD-Low according to median expression of sum

of FitnessSignature genes, then, patients harboring genes with FSU-High and FSD-Low formed a

group, patients containing FSU-Low and FSD-High gene expression formed another group. Subse-

quently, these two groups were used for survival analysis using the survival package in R (version

3.2.11). The survival analysis was invoked with the call “survfit(Surv(Time, Event)∼ Group)" where

“Group" is the FitnessSignature-based stratification. Kaplan–Meier curve is shown with a log-rank

statistical test. For fitness gene module 1, 2, and 3 analyses, patients were divided into module
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gene expression of High and Low based on the median of the sum of gene expression, followed by

survival analysis.

Fitness Module Enrichment

Each of the three fitness gene module scores (computed with VISION) were normalized to the range

[0, 1] across all NT cells. All NT cells in non-expansions were defined as the background cells,

and the background module scores were calculated by averaging the normalized module scores of

these cells. Additionally, the module scores of cells in each expansion were averaged to obtain the

psuedo-bulk module score for each expansion. These module scores were divided by the back-

ground module scores, yielding the module enrichment score (i.e. fold-change versus background)

per fitness module. These scores were plotted on a personality plot for visualization. Every expan-

sion was assigned (non-exclusively) to the three fitness modules using a permutation test to test

whether the cells in the expansion exhibited a significant increase in fitness module score compared

to non-expanding background cells (p < 0.05).

Calculation of single-cell and Leiden cluster EffectivePlasticity

EffectivePlasticity for each tumor was computed by first calculating a normalized parsimony score

for the tumor tree, with respect to the Leiden cluster identities at the leaves, using the Fitch-Hartigan

algorithm [72, 104]. Briefly, this procedure begins by assigning cluster identities to the leaves of the

tree, and then calculates the minimum number of times a transition between cluster identities must
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have happened ancestrally in order to account for the pattern observed at the leaves. To compare

scores across trees, we normalize these parsimony scores by the number of edges in the tree, thus

giving the EffectivePlasticity score. In all analyses, we filtered out cells that were part of Leiden

clusters that were represented in less than 2.5% of the total size of the tree.

In order to generate single-cell EffectivePlasticity (“scEffectivePlasticity"), we computed the Ef-

fectivePlasticity for each subtree rooted at a node on the path from the root to a leaf and averaged

these scores together. This score thus represents the average EffectivePlasticity of every subtree

that contains a single-cell.

To generate average EffectivePlasticity for each Leiden cluster, we first stratified cells in each

tumor according to the Leiden cluster. Then, we averaged together scores within each tumor for

each Leiden cluster, thus providing a distribution of EffectivePlasticity for each Leiden cluster.

Calculation of the Allelic EffectivePlasticity score

The Allelic EffectivePlasticity score provided a “tree-agnostic" measurement of a cell’s effective plas-

ticity. Qualitatively, the score measures the proportion of cells that are found in a different Leiden

cluster than their closest relative (as determined by the modified edit distance between two cells’

character states; see section “Allelic Coupling" for the definition of this distance metric). Importantly,

if a cell has more than one closest relative, each of their votes are normalized by the number of

equally close relatives this cell has. More formally, the single-cell Allelic EffectivePlasticity was de-

fined as:
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a(i) =
1

|K|
∑
k∈K

I(leiden(k) == leiden(i))

where K indicates the set of a cell’s closest relatives, as measured by modified edit distance,

leiden(i) indicates the Leiden cluster that cell i resides in, and I()̇ is an indicator function that is 1 if

the two Leiden clusters are the same and 0 otherwise. The Allelic EffectivePlasticity of a tumor is

the average of these scores:

A(tumor) =
1

|L|
∑
l∈L

a(l)

where L is the set of all leaves in the tumor.

Calculation of the L2 EffectivePlasticity score

The L2 EffectivePlasticity score served as an alternative tree-based score that accounted for random

noise at the boundary between two Leiden clusters, as opposed to treating each Leiden Cluster as

a point. As with the EffectivePlasticity score, we first found nearest-neighbors of each cell i using

the phylogenies and considered neighbors found in a different Leiden cluster than i. Yet, in contrast

to the EffectivePlasticity score, we distinctly used an L2-distance in the 10 dimensional scVI latent

space to obtain a measure of how distinct the neighbor was. Mathematically, the single-cell L2

EffectivePlasticity score was defined as:

l2(i) =
1

|K|
∑
k∈K

||xi − xk||2
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Where K indicates the set of a cell’s closest relatives, as found with the phylogeny, and xi

indicates the 10-dimensional embedding of cell i’s single-cell expression profile in scVI space. The

L2 EffectivePlasticity of a tumor was defined as the average across all leaves in the tumor.

Evolutionary Coupling

Evolutionary Coupling is the normalized phylogenetic distance between any pair of variables on a

tree. Mathematically, given two states M and K that can be used to label a subset of the leaves of

the tree, we compute the average distance between these states:

D(M,K) =
1

nmnk

∑
m∈{M},k∈{K}

dT (m, k)

where nM is the number of leaves with state M , {M} denotes the set of cells in set M ,

and dT (i, j) denotes the phylogenetic distance between leaves. There are multiple ways to score

dT (i, j), and here we used the number of mutated edges for our analysis (i.e., the number of edges

separating two leaves i and j that carried at least one mutation). To normalize these distances,

we compare D(M,K) to a random background generated by shuffling the leaf assignments 2,000

times. Then, to obtain background-normalized scores, we Z-normalize to the random distribution

DR:

D′(M,K) =
D(M,K)− E[DR(M,K)]

SD[DR(M,K]

This score is obtained for all pairs of states in a tumor that pass a 2.5% proportion threshold (i.e.,
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we filter out cells in states that fall below this threshold). Then, from the matrix of all background-

normalized phylogenetic distances, P (such that PM,K is equal to D′(M,K)), we compute the

Evolutionary Couplings between two states M and K by Z-normalizing P :

E(M,K) =
PM,K − E[P ]

SD[P ]

Evolutionary Couplings presented in Figure 5.5B and 5.5D are normalized as:

ˆE(M,K) = exp(− E(M,K)

max(abs(E))
)

Where E denotes all the Evolutionary Couplings between states in a given tumor.

Allelic Coupling

We used modified edit distances between cells to compute an Allelic Coupling score that could be

used to assess consistency of the Evolutionary Coupling results. Here, we used a modified edit

distance, h′(ai, bi), that scored the distance between sample a and b at the ith character:
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h′
p(ai, bi) =



−log(p(ai))− log(p(bi)) if ai ̸= bi and ai, bi are mutated

−log(p(ai)) if ai mutated, bi unmutated

−log(p(bi)) if bi mutated, ai unmutated

log(p(ai)) + log(p(bi)) if ai == bi and ai, bi are mutated

0 otherwise

The allelic distance between two samples a and b is
∑

i∈X h′(ai, bi). We used these distances

instead of phylogenetic distances to compute the coupling statistic described in the section above

entitled “Evolutionary Coupling" and called this new coupling statistic “Allelic Coupling".

K-nearest-neighbor (KNN) Coupling

K-nearest-neighbor (KNN) coupling was computed by using dT as the distance to the kth neighbor in

the Evolutionary Coupling statistic. We used the same phylogenetic distance described in the section

entitled “Evolutionary Coupling" to compute the kth neighbor and used k = 10 for the analysis.

Fate clustering

To identify separate fates in the KP-Tracer dataset, we first computed Evolutionary Couplings in each

tumor for all pairs of states. To remove noise intrinsic to the clustering, we filtered out clusters that

accounted for less than 2.5% of the tumor. As a phylogenetic distance metric, we used the number

of mutated edges (i.e., any edge that contained at least one mutation was given a weight of 1 and
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otherwise the edge was weighted as 0). Before computing Evolutionary Couplings, we preprocessed

the lineages such that each leaves with the same Leiden cluster were grouped together (see section

entitled “Preprocessing lineages with respect to states").

After calculating the Evolutionary Coupling for all pairs of states within each tumor, we concate-

nated all vectors of Evolutionary Coupling together into a matrix. We additionally converted Evolu-

tionary Couplings to similarities by exponentiating these values (i.e,E ′(M,K) = exp(−E(M,K))).

As additional features for this clustering, we also added Leiden cluster proportions to each tumor’s

vector of couplings. Then we Z-normalized across features to compare tumors and clustered this

transformed matrix using a hierarchical clustering approach in the python scipy package (version

1.6.1). We used a Euclidean metric and the “ward" linkage method. We identified three clusters

from this hierarchical clustering, corresponding to our three Fate Clusters. These three Fate Clusters

were visualized using Uniform Manifold Approximation and Projection (UMAP) on the Evolutionary

Coupling and Leiden cluster proportion concatenated matrix. Important couplings were identified

using Principal Component Analysis on the same Evolutionary Coupling concatenated matrix.

Preprocessing lineages with respect to states

In some lineages, we observed that polytomies (or non-bifurcating) subclades were created at the

very bottom of the tree due to the saturation of target site edits. Because this could artificially appear

to make cellular states more closely related than they actually were, we took a conservative approach

to making conclusions about cellular relationships between leaves in such polytomies. Specifically,



296

we first assigned states from a state space Σ to each leaf in a tree according to some function

s(l) → σ ∈ Σ for all l leaves in the tree. Then, for all polytomies that contained at least unique

states or more, we created extra splits in the tree for each unique state. More formally:

1: function PREPROCESS-LINEAGE(phylogeny = Tree)
2: for all n ∈ Tree do
3: states = []
4: if len(children(v) < 3 then
5: continue
6: for all c ∈ children(v) do
7: if is_leaf(c) then
8: states.append(c)
9: if len(unique(states)) > 2 then

10: for all state in unique(states) do
11: Tree.add_edge(v, ‘new-node-{state}’)
12: for all c ∈ children(v) do
13: if σ(c) == state then
14: Tree.add_edge(‘new-node-{state}’, c)
15: Tree.remove_edge(v, c)
16: return Tree

Aggregating Evolutionary Coupling across Fate Cluster

To create a consensus Evolutionary Coupling map across the tumors in a Fate Cluster, we first

computed the average Evolutionary Coupling between all pairs of states in a tumor as described

previously. Then, we computed an average Evolutionary Coupling for each pair of states, normalizing

by the number of tumors that this pair appeared in above the requisite 2.5% threshold. Critically,

we removed patterns that were driven by a small proportion of cells, we only considered states that

appeared in at least 2.5% of the total number of cells across all tumors in a Fate Cluster.
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Phylotime

Phylotime was defined as the distance to the first ancestor that could have been a particular state.

To approximate the Phylotime in this study, we defined the initial AT2-like state (Leiden cluster 4) as

the ground state, and inferred the sets of states for each ancestor with the Fitch-Hartigan bottom-up

algorithm [72, 104]. Then, in each tumor, we computed the phylogenetic distance separating each

cell from its closest ancestor that could have been an AT2-like cell, as determined with the Fitch-

Hartigan bottom-up algorithm. Phylogenetic distances were defined as the number of non-zero-

length branches (though we compare the consistency of Phylotime to a distance metric that uses the

number of mutations along each edge in Figure 5.12J,K). Here, the tree structure is advantageous

in modeling divergence times from the AT2-like state because it can account for homoplasy (i.e.,

the same mutation occurring independently) and convergent evolution (i.e., the same transcriptomic

state being reached separately) events. Thus, it is preferable, in principle, to comparing the mutation

states directly between a leaf and all AT2-like cells. Phylotime within each tumor was normalized

to a 0-1 scale. Once every tumor was analyzed this way, Phylotime across tumors was merged

by performing an average-based smoothing across the transcriptional space: specifically, for each

cell, we found the 5 closest neighbors in transcriptional space (in the low-dimensional scVI latent

space) and averaged Phylotimes within this neighborhood. After integrating together Phylotime in

this manner, the final distribution across tumors was normalized once again to a 0-1 scale.



298

Phylotime differential expression

Genes associated with Phylotime in each Fate Cluster were identified using the Tradeseq package

[264]. Specifically, for each Fate Cluster, lowly-expressed genes were filtered if they were detected

in fewer than 10% of cells and high-variance genes were identified with the Fano filtering procedure

implemented in VISION [58]. Then, in each cluster, expression models were fitted with the “fitGAM"

function and genes associated with a specific segment of Phylotime were identified with the “asso-

ciationTest" function. P-values were FDR corrected using the Benjamini-Hochberg procedure [17],

and significant genes were retained if they had an FDR below 0.05 and a mean log2-fold-change

above 0.5. Smoothed expression profiles were predicted with the Tradeseq package using the mod-

els fit from the fitGAM procedure and genes were subsequently clustered into those expressed early

and late. Gene set enrichment analysis was performed using the enrichR R package (version 3.0)

after converting gene names from mm10 to GRCh38. We used the Biological Process gene ontol-

ogy, ChEA, and MsigDB Hallmark gene sets. Informative genes were manually selected from the

set of genes passing the significance and effect-size thresholds, and manually clustered for display

in Figure 5.5.

Integrating transcriptomes of KPL and KPA data

The scRNA-seq data was processed using the 10X CellRanger pipeline (version 2.1.1) with the

mm10 genome build. Cells were assigned to a sample using the MULTI-seq pipeline as described

above (see section “Single-cell preprocessing pipeline") to form a raw count matrix consisting of
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cells from KP, KPL, or KPA mice. Cells with fewer than 200 genes detected, greater than 15%

of mitochondrial reads, or greater than 7000 genes detected were filtered out. Cells were batch-

corrected and projected into 20 latent dimensions using scVI (Lopez et al. 2018) with 2 hidden layers

and the library batch as a batch covariate on the top 4000 most variable genes, as detected with

Scanpy’s ‘highly_variable_genes" function with the “seruat_v3" flavor [282]. Clusters were identified

with the Leiden algorithm [259] with manual parameter selection to obtain an acceptable resolution.

All normal cells and seven additional clusters with high proportions of normally-annotated cells (as

with MULTI-seq or via the lineage-tracing data) were filtered out for downstream analysis (a total of

2,209 cells in the entire dataset).

To perform label transfer from the KP-Tracer dataset, we first labeled all KP cells in the integrated

dataset with previous annotations and labeled all new cells with “Unknown". Then, we used scANVI

[287] to predict labels of cells from KPL and KPA mice using 40 latent dimensions, 2 hidden layers,

and a dropout rate of 0.2. Upon inspecting predictions, we elected to keep predictions made by

scANVI for the majority of cells, with the exception of 5 new Leiden clusters identified by clustering

the scVI latent space. Additionally, we elected to merge one new Leiden cluster with the Pre-EMT

state because key gene expression markers across these two states were consistent. After this

process, we were left with a total of 104,197 high-quality cell transcriptomes.
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Differential expression analysis of Pre-EMT state

The single-cell RNA count matrix was first count-normalized to the median number of UMI counts

across cells and log-transformed. Then, cells assigned to the Pre-EMT state were separated into

three non-overlapping sets according to their genotype (KP, KPL, or KPA). Differentially expressed

genes in the KPL subset of cells in the Pre-EMT cluster were identified by comparing these cells

to all other cells with Scanpy using a t-test on log-normalized count matrix with the top 5000 most

variable genes. Highlighted genes were selected from the set genes passing an FDR cutoff of 0.05

and a log2FC cutoff of 1.

Evolutionary Trajectory Analysis of KPL and KPA Tumors

The evolutionary trajectories from KPL and KPA mice were analyzed identically to the KP tumors as

described in the previous section entitled “Fate Clustering". Briefly, each tumor was described as

a vector of Leiden cluster proportions and exponentiated Evolutionary Couplings (i.e, E ′(M,K) =

exp(−E(M,K))). Vectors were concatenated together and Z-normalized across features. The re-

sulting matrix was decomposed and analyzed using Principal Component Analysis (PCA) and infor-

mative features were identified by evaluating the features with highest principal component loadings.

Evolutionary Coupling of 3724_NT_T1 Tumor-Metastasis Family

Using the tumor-metastasis family tree for 3724_NT_T1 and associated metastases, we computed

the Evolutionary Couplings between each microdissected piece of the primary tumor (T1-15) and
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each metastasis (the statistic is described in the section entitled “Evolutionary Coupling"). Normal-

ized Evolutionary Couplings (E) were computed as described previously.

Phylogenetic distances on Tumor-Metastasis Family trees

In each of the tumor-metastasis families (defined as a tumor containing both a primary tumor and a

large enough metastatic population) analyzed in Figure 5.7 and 5.14, we first reconstructed trees en-

compassing all cells in the primary and metastatic tumors (referred to as a “tumor-metastasis family"

tree). Then, we stratified cells in the primary tumor by the expansions called with our expansion-

calling statistic (see above, “Identifying subclonal selection"). If a cell was not part of an expansion, it

was labeled as “non-expansion". Then, for each cell in a metastatic tumor, we computed the average

modified phylogenetic distance to all primary tumor cells in the tumor-metastasis family tree. The

modified phylogenetic distance was computed as the sum of branch lengths, where each branch

length was defined as the number of mutations separating each node from one another (as inferred

using Camin-Sokal parsimony - i.e., irreversibility of mutations).

Transcriptional distances on Tumor-Metastasis Family trees

Tumor-metastasis family trees were inferred and stratified as described above (see “Phylogenetic

distances on Tumor-Metastasis Family trees") and Euclidean distance was used to measure tran-

scriptomic differences between metastatic cells and primary tumor subpopulations.



302

5.6 Supplementary Figures

Figure 5.8: KP-Tracer mouse genetic components, validation, and quality-control. (A) The piggyBac transposon-based lineage
tracing vector libraries used to engineer the KP-Tracer mice contained (1) a triple-guideRNA cassette and (2) a target site library
cassette with a 14bp integration barcode (“intBC") and three CRISPR/Cas9 cut sites on the 3’ UTR of an mCherry reporter gene. (B)
Enrichment of mESC population with high lineage-tracer expression based on high mCherry expression (a reporter indicating lineage
tracer expression). These cells are then single-cell cloned before generating chimeric KP-Tracer mice. (C) Representative images of
specific mCherry positive mESC clones that express the lineage tracing vectors. (D) Copy number of lineage tracing vectors across
5 mouse embryonic stem cell (mESC) clones used in this study measured by genomic qPCR are shown. (E-F) Detection of unique
lineage tracing target site intBCs for a representative mESC clone (1D5) using (E) DNA-sequencing and (F) scRNA-seq. A consensus
set of target sites intBCs for each mESC clone was determined by selecting intBCs detected in at least 40% of all tumors derived
from that mESC clone. (G) The consensus intBC pivot table across all five mESC clones used in this study to generate KP-Tracer
mice. Each row is a single cell and is annotated with which mESC clone it came from. Each column is a unique intBC. Colors in the
heatmap indicate whether or not an intBC was detected in a given cell. (H) Quality-control filtering of tumor phylogenies for subclonal
expansion analyses. Quality of lineage-tracing data was assessed with two metrics: first, the percentage of cells that contained a
unique set of mutations (“% unique indel state"; Methods); and second, the percentage of target sites that had to be filtered because
of low-diversity (“target site saturation"; Methods). Tumors with less than 5% overall unique indel state, greater than 80% target site
saturation, or fewer than 100 cells were filtered out.
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Figure 5.9: Characterization of KP-Tracer tumor subclonal expansions. (A-D) Phylogenetic features of tumor lineages and their
predictiveness (as measured with R2) on the expansion proportion of a tumor. Features evaluated were (A) age, (B) median tree
depth, (C) size measured in the number of cells, and (D) proportion of unique cells. (E) Expansion proportion of tumors measured
from Neighbor-Joining trees versus Cassiopeia trees. The percentage of cells in expansions were highly consistent between these two
tree reconstruction strategies (Pearson’s correlation = 0.87). (F) Comparison of cell-cycle scores inferred from transcriptomic profiles
in expanding versus non-expanding tumor subclones, identified from Neighbor-Joining trees (** p < 0.01). (G-H) Representative
example of comparison between hierarchical clustering of CNVs and Cassiopeia-reconstructed phylogeny. (G) The inferred CNVs
are shown for the representative tumor, with the largest two clusters, identified via hierarchical clustering, indicated by the colorbar.
(H) These two clusters are also indicated with unique colors on the Cassiopeia-reconstructed tumor phylogeny. The good correlation
between CNV status and tumor phylogeny indicates the accuracy of tree reconstruction. (I) Heatmap displaying the probabilities
that a cell and its nearest neighbor on the Cassiopeia-reconstructed phylogeny are in the same CNV cluster (size of circles). These
probabilities were calculated for each tumor at various depths of the CNV hierarchical clustering dendrogram. The depth that yielded
the most coarse-grained clusters were set to have a cutoff height of 1, with higher cutoff heights indicating finer clusters. The majority
of Cassiopeia-reconstructed phylogenies were significantly consistent with CNV clusters (color of circles; Permutation Test) at all
clustering resolutions. (J) A comparison of CNV counts in expanding versus non-expanding portions of tumors (* p < 0.05, **
p < 0.01, *** p < 0.001). (K) An example of distinct CNV regions of cells from a single tumor. This tumor underwent two independent
clonal expansions (red branches; left), each of which exhibited distinct CNV patterns (red bars; right). (L) An aggregated view of the
CNV “hotspots" across subclonal expansions from all tumors. Each horizontal bar represents a chromosome, and the intensity of
color indicates the number of subclonal expansions exhibiting a CNV in a region (see Methods). Regions that more often exhibited
copy number gains are indicated in red (left); genomic regions that more often exhibited copy number losses are indicated in blue
(right).
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Figure 5.10: Characterization of KP-Tracer transcriptomic fitness landscape. (A) Gene markers for each Leiden cluster identified
in the processed scRNA-seq latent space. Dot size indicates the percent of cells expressing the marker. Color indicates mean
expression level. (B) Integration of normal lung epithelial cells with KP-Tracer dataset. Normal lung epithelial cells were isolated
from an independent dataset and integrated with KP-Tracer tumors using scVI (Methods). Leiden cluster annotations from analysis
of KP-Tracer tumors are shown (top) and normal cells are highlighted against tumor cells (bottom). Gene set enrichment analysis
of genes associated with high fitness using the biological process (BP) gene sets. Selected sets passing an FDR cutoff of 0.2
are shown. Dot size indicates the number of genes that appear in the gene set of interest. (C) Gene set comparison between
the FitnessSignature described in this study and KP tumor progression-associated genes described in [44]. Overlap significance
assessed with a hypergeometric test (*** = p < 1e− 5). (D) Average transcriptional FitnessSignature score in KP tumors harvested
at 12-week, 20-week, and 30-week timepoints from [170]. (E) Representative examples of tumors occupying distinct regions of
the transcriptional space. Cells from the tumor of interest are shown in red, and all other cells are shown in gray. (F) Hotspot
autocorrelation heatmap and clustering of genes that appear in the FitnessSignature and are positively associated with fitness. Gene
modules are identified by distinct color strips on the left. Values in the heatmap are Z-normalized pairwise autocorrelation scores
between genes. The dendrogram linking genes is shown for the columns. (G) Z-normalized mean fitness gene module signature
scores of each Leiden cluster. (H) Kaplan-Meier plots for TCGA human lung adenocarcinoma patients with respect to genes in each
fitness module. Curves are shown comparing overall survival of patient groups whose tumors have high (red) versus low (blue)
expression of individual fitness gene modules, as determined by the median fitness module score. P -values from a log-rank test
are indicated. (I) Fitness module enrichment personality plots. Each corner of the triangle represents the fold enrichment of an
expansion’s fitness module expression over expectation (non-expanding background). Independent expansions in each tumor are
shown in unique colors (blue or orange). (J) Venn diagram illustrating the classification of expansions to gene modules based on a
p-value threshold of 0.05 using a permutation test against non-expanding background.
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Figure 5.11: Validation of KP-Tracer EffectivePlasticity score and comparison to FitnessSignature. (A) Leiden cluster propor-
tions for each KP-Tracer tumor. The fraction of cells in each Leiden cluster is shown for each tumor in a stacked bar plot, where each
Leiden cluster is indicated by the unique color introduced in Fig 5.3A. Tumors are ordered by mean FitnessSignature score. (B) Shan-
non’s Entropy statistic for each tumor, computed with the Leiden cluster proportions; tumors are ordered by mean FitnessSignature
score. (C) Allelic EffectivePlasticity score overlaid onto two-dimensional gene expression UMAP is shown. Allelic EffectivePlasticity
is an alternative way to quantify EffectivePlasticity by comparing transcriptional states between cells with similar lineage tracing indel
states without using lineage trees. (D) Comparison of Allelic EffectivePlasticity to scEffectivePlasticity (Pearson’s correlation = 0.73).
Each point represents a single cell. (E) Comparison of mean tumor Allelic EffectivePlasticity to tumor EffectivePlasticity (Pearson’s
correlation = 0.96). Each point represents a tumor. (F) L2 EffectivePlasticity score overlaid onto two-dimensional gene expression
UMAP is shown. L2 EffectivePlasticity is another alternative way to quantify EffectivePlasticity by computing dissimilarity in gene
expression profiles between nearest neighbors on the phylogeny. (G) Comparison of single-cell L2 EffectivePlasticity to scEffective-
Plasticity (Pearson’s correlation = 0.69). Each point represents a single cell. (H) Comparison of mean tumor L2 EffectivePlasticity to
mean tumor EffectivePlasticity (Pearson’s correlation = 0.95). Each point represents a tumor. (I) Comparison of scEffectivePlasticity
to single-cell FitnessSignature scores. Each point represents a single cell. (J) Weighted mean EffectivePlasticity vs mean FitnessSig-
nature for each transcriptional state (Leiden cluster). The weighted Mean EffectivePlasticity for each Leiden cluster was determined
by first computing the mean scEffectivePlasticity for each Leiden cluster in a tumor, and then averaging these values together. Each
point represents a tumor.
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Figure 5.12: Validation of KP-Tracer Evolutionary Coupling and Fate clustering. (A-D) Two alternative statistics measuring
couplings between states from lineage tracing data are used to corroborate the Evolutionary Coupling results for the representative
tumors 3435_NT_T1 and 3513_NT_T3 shown in Figure 5.5A-D. The comparisons between Allelic Coupling and Evolutionary Coupling
for (A) 3435_NT_T1 and (B) 3513_NT_T3 are consistent (Pearson’s correlation = 0.94 and 0.99, respectively). The comparisons
between KNN Coupling and Evolutionary Coupling for (C) 3435_NT_T1 and (D) 3513_NT_T3 are consistent (Pearson’s correlation
= 0.97 and 0.86, respectively). Red line indicates the symmetrical y = x relationship. (E) Cumulative density function for Pearson’s
correlation of Allelic Coupling and KNN Coupling statistics with Evolutionary Couplings for all KP-Tracer tumors. Median correlations
are indicated with vertical bars and annotated with the median correlation value. (F) Clustering of tumors based on Evolutionary
Coupling and Leiden cluster proportion statistics reveals features that distinguish different Fate Clusters. Three clusters are identified
by unbiased clustering, corresponding to Fate Clusters 1, 2, and 3. Fate Cluster is annotated on top of each unique color in the first
row of the heatmap. Values/colors in the heatmap are normalized across tumors, and each row corresponds to a feature (either an
Evolutionary Coupling or Leiden cluster proportion). Evolutionary couplings are indicated by a tuple of the form (x, y) and Leiden
cluster proportions are indicated by a single number of the form x. We focus on showing features that distinguish different clusters,
and uninformative features, identified as non-significant by a Mann-Whitney U test (p > 0.1), are not shown. (G) Heatmap of
state proportions for each Fate Cluster across Leiden clusters. The value of the ith row and jth column indicate the fraction of
cells found in the jth Leiden Cluster across all tumors in the ith Fate Cluster. (H) Principal Component Analysis (PCA) of tumor
Evolutionary Coupling and Leiden cluster proportion vectors. Each dot is a tumor. Tumors are colored by their Fate Cluster, as
identified with the hierarchical clustering shown in Figure 5.12E. The percent of variance explained is indicated on each axis. (I)
Biplot of PCA of Evolutionary Coupling and Leiden cluster composition vectors, where each arrow indicates the loading of the feature
with respect to the first two principal components. The top 10 features for the first two principal components are shown; arrows
are annotated with the feature label. The percent of variance explained is indicated on each axis. Features of the form (x, y)
represent Evolutionary Couplings between state x and state y; features of the form x represent the proportion of cells found in Leiden
cluster x. (J-K) Comparison of Phylotime statistics computed using weighted and binary tree branch lengths for (J) Fate Cluster
1 and (K) Fate Cluster 2 (Methods). Correlations are strong for both Fate Clusters (Pearson’s correlation = 0.94 and correlation
= 0.98, respectively). (L) Selected Evolutionary Couplings of individual tumors displayed on gene expression UMAP illustrating
connections between transcriptional states (Leiden clusters) of interest. From left: the first plot shows the Evolutionary Couplings
within a representative tumor in Fate Cluster 1. The second plot shows the Evolutionary Couplings within a representative tumor in
Fate Cluster 2. The third plot shows couplings between Fate Cluster 1 (Leiden clusters 3 and 5) and Late stage transcriptome states
(Leiden cluster 9). The fourth plot shows couplings between Fate Cluster 1 (Leiden clusters 3 and 5) and high fitness transcriptome
states (Leiden cluster 7 and 9). The last plot shows couplings between Fate Cluster 1 (Leiden clusters 3, 5 and 14) and high fitness
transcriptome states (Leiden cluster 9 and 13). These results offer evidence of potential transition from early, low fitness to late, high
fitness transcriptome states during tumor evolution.
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Figure 5.13: Genetic perturbations shift the transcriptional fitness and plasticity landscape of KP-Tracer tumors. (A-B)
Subclonal expansion dynamics of (A) KPL and (B) KPA tumors. Independent expansions are colored with black, orange or blue
and measured with the percentage of cells in the expanding subclone. (C) Overlap of genes associated with high and low fitness
for KP, KPL and KPA tumors. (D) Gene markers for newly identified Leiden clusters in the KP, KPL and KPA integrated analysis.
Dots are sized by the fraction of cells expressing a marker and colored by the mean expression of the gene marker in a Leiden
cluster. (E) Leiden cluster proportions for each KPL (left) and KPA (right) tumor. (F) Distribution of the mean EffectivePlasticity for
each Leiden cluster, averaged within each tumor, compared across genotypes. Leiden clusters 6, 11, 17, 18 are not shown because
they lacked enough tumors across genotypes to make comparisons. (G) Evolutionary Couplings of different transcriptional states
in three representative tumors reveals evolutionary paths in KPL and KPA tumors. Transcriptional states that are represented by at
least 2.5% of cells in each tumor are used. 3515_Lkb1_T1 is a representative KPL tumor. The left plot shows the lineage relationship
of transcriptional states in this KPL tumor and the right plot summarizes Evolutionary Couplings on the gene expression UMAP
illustrating connections between Leiden clusters 4, 0 and 9. 3777_Apc_T1 is a representative KPA tumor. The left plot shows the
lineage relationship of transcriptional states in this KPL tumor and the right plot summarizes Evolutionary Couplings on the gene
expression UMAP illustrating connections between Leiden clusters 4 and 16. 3765_Apc_T1 is another representative KPA tumor.
The left plot shows the lineage relationship of transcriptional states in this KPL tumor and the right plot summarizes Evolutionary
Couplings on the gene expression UMAP illustrating connections between Leiden clusters 4, 16, 13, 7 and 1.
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Figure 5.14: Lineage tracing illuminates the metastatic routes and origins in KP-Tracer tumors. (A) Lineage indel heatmap of
the 3724_NT_T1 tumor-metastasis family, summarizing the allelic information (indels) from the target sites confirming the separate
origin of the soft tissue and liver metastatic tumors. In the Lineage indel heatmap, each row represents a single cell and each column
represents a cut site of the lineage tracer. Unique indels are shown in unique colors, uncut target sites are indicated in gray, and
missing data is indicated in white. The reconstructed lineage based on the accumulated indel patterns using Cassiopeia are shown
on the left. The corresponding sample ID for each cell is labeled on the right. (B-C) Subclonal origin and the metastatic routes for
3515_Lkb1_T1 tumor-metastasis family. (B) Lineage indel heatmap of 3515_Lkb1_T1 tumor-metastasis family, indicating indel alleles
supporting the subclonal origins, the relative order and the routes of metastases and (C) a model summarizing these metastatic
behaviors. (D) More supporting examples of expanding subclones giving rise to metastases across genotypes for 3513_NT_T1
(left), 3508_Apc_T2 (center), and 3519_Lkb1_T1 (right). (E) Comparison of transcriptional distance between metastatic tumors
and cells in non-expanding and expanding regions of the primary tumor phylogeny for 3513_NT_T1, 3508_Apc_T2, 3519_Lkb1_T1,
3457_Apc_T1, and 3515_Lkb1_T1 metastasis families. All significances are indicated from a one-sided Mann-Whitney U test: ***
indicates p < 0.001, ** indicates p < 0.01, and * indicates p < 0.05.
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I have purposely broken up this thesis into two parts, roughly mirroring my path through graduate

school: first, computational methods and technology development and second, applications to can-

cer biology. In these concluding remarks, I offer some perspectives and future directions building

on my thesis and how these two themes - computation and mouse modeling - might continue to

complement one another.

Developing the next generation of lineage tracers

Already, tremendous progress has been made in single-cell lineage tracing. From the beginnings

of optically tracking progenitor fields and individual cell divisions [284], the field has generated a

spectrum of approaches for labeling several progenitors and multiplexing these tracing approaches

with cutting-edge single-cell assays [269]. As illustrated in the previous chapters, our group has had

success in applying CRISPR/Cas9 lineage tracers to mouse models of lung cancer.

Still, there are several challenges intrinsic to these technologies that motivate future work. First

and foremost, some of the current technologies - especially CRISPR/Cas9-based technologies -

induce high levels of cellular stress by virtue of their incessant double-strand breakage. While a

good number of processes are robust to this [37], this stress has precluded the adoption of these

technologies for tracing in more sensitive populations like stem cells. Fortunately, there are several

alternatives to this variant of Cas9 editing [9]. Specifically, there exist alternative Cas9-based ap-

proaches that do not rely on double-strand breaks - such as base editors [149, 127] or prime editors

[10] - that could be used to improve to cytotoxicity of labeling.
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Second, we’ve found through our simulations that the rate of homoplasy (i.e., the number of

mutations that are induced more than once, independently) greatly affects the complexity of tree in-

ference. This is specifically the case for the Cassiopeia-Greedy algorithm that performs substantially

better when homoplasy is minimal [127] (see Chapter 2). Motivated by these findings, we believe

that the next generation of lineage tracers should focus on controlling this homoplasy rate. While

one way to achieve this is by increasing the number of state outcomes (see Chapter 3), another

way is to improve the entropy of the state distribution. As it is, while there are thousands of different

indels that are possible, the Cas9-based indel distribution is dominated by simple insertions and

deletions [127]. Might new technologies be able to guide this state distribution to a more evenly-

balanced distribution and thereby control homoplasy? One such avenue for this would be the use

of prime-editing, which necessarily controls the possible states and can be modified such that the

state outcomes are well balanced (for example with computational design [143] or by studying the

genetic determinants of prime editing efficiency [39]).

Third, missing data often plagues inference of the single-cell lineages. Based on the obser-

vations of our work and that of others, we have hypothesized that missing data comes from two

sources: stochastic dropout from the single-cell assay and heritable removal of the target cassette.

While stochastic dropout, will likely remain consistent in the near future due to the sensitivity of com-

mercial scRNA-seq platforms, we believe there are ways of improving on the heritable dropout prob-

lem with new algorithms or lineage tracing designs. Computationally, we believe that improvement

can be achieved by first delineating between stochastic and heritable dropout and then imputing the

most likely identity of missing data using unsupervised learning algorithms. In certain aspects, this
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problem set up is similar to that of “recommender algorithms" that attempt to predict behaviors like

shopping preferences from incomplete observations. Technologically, advances can also be made

by reducing the chances of resection events that remove target sites. Naturally, this is largely a prob-

lem with technologies that leverage Cas9-induced double-strand breaks for lineage tracing and can

be avoided with alternative approaches like the base editing and prime editing systems discussed

above.

In all of these technological improvements, we offer our Cassiopeia2.0 codebase for efficiently

experimenting and prioritizing new lineage tracing design regimes (see Chapter 3). Because devel-

oping new technologies is a costly and time-consuming process, screening promising engineering

regimes with cheap and realistic simulations is a desirable feature of the improved codebase.

Probing the spatial determinants of tumor progression

As we’ve discussed in Chapter 5, the value of studying the progressive genetic and epigenetic

changes underlying tumor progression cannot be understated as they have led to key insights into

how tumors progress and how they might be targeted by specific therapies [188, 87, 13]. More re-

cently, the impact of the spatial context of tumors has become increasingly appreciated in its role

in facilitating or suppressing cancer growth [20]. Indeed, it is a critical question how tumors evolve

in the presence of selective pressure from the microenvironment [265] - either from immune cell or

other stromal subsets - and is a question that lineage tracing is well poised to address.

An immediate direction that can be pursued is studying how “normal" cell subsets and tumor
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cells co-evolve in the tumor niche. In Chapter 5, we introduce a mouse model capable of tracing

lung cancer tumor progression in the native lung microenvironment and provide statistical measures

for quantifying the selection dynamics and evolutionary trajectories. With this KP-Tracer model, one

might ask if certain immune cell subsets are associated with certain fitness-associated transcriptional

programs or with specific evolutionary trajectories. We anticipate that applying statistical models

from studying co-evolution in the field of ecology [180, 294] will be helpful here.

Beyond measuring co-evolution from associations in abundance, future investigations might

probe how specific cell-cell interactions are impacting tumor progression. While some studies have

been able to infer cell-cell interactions either computationally [64] or from FACS-related artifacts

[90], a more promising direction for this task would be to leverage the burgeoning field of spatial-

transcriptomics technologies [239, 212, 242]. With these approaches, one could associate each

cell not only with its phylogenetic properties (e.g., fitness) and transcriptomic profile, but also with its

neighborhood of interactions. This could provide answers to several questions of interest - for exam-

ple, are interactions with specific cell-subsets associated with increases in fitness? Do metastases

arise from specific immune cell niches?

Naturally, these technological improvements would necessitate simultaneous computational ad-

vances. For example, methods will have to be developed to handle the non-single-cell-resolution

of these technologies. Once again, we offer Cassiopeia2.0 as an extensible and flexible software

package for implementing such processing pipelines as well as simulating the effects of varying

resolution on lineage tracing performance.
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Predicting evolution from lineages

From the outset, I have looked towards how one might be able to develop models for predicting how

a cell came to its current state and how its lineage will evolve in the future. There exist sophisticated

models for inferring these properties from transcriptomic data alone - most notably, pseudotime

methods like Monocle [261] and velocity methods [150] - but these contain several limitations around

the assumptions they make about the data [262]. We believe that harnessing phylogenies would

provide a more principled approach for predicting the evolution of the populations.

Above, I am using the term “evolution" loosely - but of course, this can refer to several different

properties. For example, we have leveraged previous work that proposes a model for predicting the

future fitness of extant samples [186] (see Chapter 5). While this previous work showed that this

property could be accurately predicted in certain regimes, and we were able to successfully apply

it in our data, it is still unclear to what degree evolution is predictable [156]. This is because true

evolution relies on random variability and thus to answer this question one tends to have to speak

in generalizations.

Still, certain systems are more amenable to predicting the fate of extant populations. For exam-

ple, in reproducible systems like development, evolution is far less stochastic as one can appreciate

that there are a finite set of fates for each progenitor cell type. Thus, the problem becomes more con-

strained - given the cell type of some observed cell, what is the likelihood of it becoming another cell

type? Additionally, when there is strong selection pressure towards a certain phenotype, evolution

once again becomes constrained - in this context, evolution is most likely to obey the fitness land-
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scape imposed by selection pressures [156]. This observation prompts other questions - namely, if

selection pressure can shape evolution, to what degree can evolution be guided artificially?

It is our belief that understanding a cell’s lineage history is just as important as where it might go.

In developmental contexts, for example, researchers have long been interested in inferring whether

or not there are multiple lineages that can converge on a specific physiological function. Computa-

tionally, we have developed deep-learning methods that can predict the ancestral, or unobserved,

cellular states from a the observed leaves of a phylogeny [191]. However, this is a notoriously dif-

ficult problem because of the intrinsic uncertainty of what unobserved intermediate states looked

like (see Chapter 5). Technologically, we believe that this problem can be improved by engineering

“molecular recorders" that are capable of inducing marks if a specific gene is expressed (for exam-

ple, if Wnt is expressed, as in [79]). In this way, one can deduce from final observations if particular

cells developed through lineages defined by a gene set of interest. Together, it is likely that knowing

where a cell came from will only aid in the prediction of where it will go.

While predicting the fates of single cells is of general interest, we are particularly motivated with

how this applies to cancer. Already, others are working on this idea - for example, the concept of

using selective pressures to guide evolution is an exciting direction under investigation in cancer

treatment as groups have attempted to “evolutionarily steer" cancer populations towards drug sen-

sitivity [2]. There are still several questions left to be answered around the reproducibility of tumor

evolution and the identification of features that allow one to accurately predict its future. In all of this,

we believe that phylogenetic models and the lineage tracing technologies described in this thesis

will prove to be irreplaceable in these studies going forward.
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Extending lineage tracing beyond model systems

A key caveat to all the cancer biology work described above is that it has been performed in model

systems such as cell lines (Chapter 4) and mouse models (Chapter 5). While these systems have

the benefit of being tractable and are known to recapitulate several aspects of human disease, there

has historically been a major bottleneck in applying lessons learned from model systems to human

patients. We believe that this is motivation to extend the computational methodology and ideas

expressed in this thesis to human samples to the best of our abilities.

While it is currently infeasible to be tracing tumors using the synthetic lineage tracing systems

described in this thesis, there are several opportunities to perform single-cell lineage tracing. For

example, as mentioned in Chapter 4 and 5, copy-number variations (CNVs) can be used to trace

relationships between samples. Beyond this, another area of exciting method development is that of

mitochondrial sequencing (mito-seq [166]). With a relatively small genome of∼16kb, the mitochon-

dria is a compact source of variation that can be observed using standard single-cell assays. From

this variation, phylogenetic inference can be performed. However, as of date, the resolution of these

mito-seq approaches is limited and motivates other work for resolving lineages. Towards this, other

heritable endogenous markers can be exploited - for example, short tandem repeats [255], methyla-

tion marks [80], or extrachromsomal DNA [154]. Beyond using individual modalities, we believe that

integrating each of these together - perhaps accessible through long-read sequencing - would greatly

improve the our ability to infer lineages in human cases. Of course, as above, we offer Cassiopeia

as the development environment for such processing pipelines and algorithmic development.
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Concluding Remarks

Working on interdisciplinary teams, I have been left with an appreciation for how science will be done

in the 21st century, where the lines discriminating between computation and biology will fade way

and larger teams of complementary skillsets will become the norm. And so, the past five years have

been a rich experience for me as I’ve had the extraordinary opportunity to work on both cutting-edge

algorithms and technologies. I am sure that developing the ability to interface between biologists,

technologists, and computer scientists will serve me well and for that I am eternally indebted to those

who had the patience to teach me these trades in the beginning.

As this conclusion has discussed, there is still much work to be done. As Sydney Brenner once

said, “Progress in science depends on new techniques, new discoveries and new ideas, probably in

that order". I believe that in this thesis, I have offered new techniques and discoveries, and perhaps

a few new ideas of interest about how tumors progress. I am hopeful that as we continue to develop

the technologies proposed here, discoveries and ideas will to follow. At the very least, I look forward

to building more bridges and helping to fill in the missing pieces of how tumor evolution works and

can be predicted.
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