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Abstract

Semiclassical Analysis of SU(2) Spin Networks

by

Liang Yu

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Robert G. Littlejohn, Chair

In the current pursuit of a quantum theory of gravity, the lack of experimental
data at the Planck scale has forced physicists to rely on checking the classical limits of
their proposed theories to select viable candidates. In loop quantum gravity, the best
candidates are the spin foam models in four dimensions, where the vertex amplitudes of a
4-simplex are formulated in terms of the Wigner 15j-symbols. Historically, the asymptotic
expression of the Wigner 6j-symbol has played an essential role in the classical limit of
the spin foam model in three dimensions. Thus, we believe the asymptotic expression of
the 15j-symbol will play an equally important role in the classical limits of the spin foam
models in four dimensions. In this thesis, we employ a wide range of techniques, including
stationary phase approximation, WKB theory, classical mechanics, symplectic reduction,
symbol correspondence, star products, and the Born-Oppenheimer approximation, to derive
old and new asymptotic formulas for the Wigner 3j-, 6j-, 9j-, 12j-, and 15j-symbols, which
are examples of SU(2) spin networks.
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Chapter 1

Introduction

1.1 Quantum Mechanics, General Relativity, and Loop Quan-
tum Gravity

Ever since quantum mechanics [74] was discovered about 100 years ago, physicists
have been trying to quantize the classical theories that describe the four fundamental forces
of nature. Three of the forces, the electromagnetic, the strong, and the weak nuclear forces,
have been successfully quantized in the unifying language of connections in a Yang-Mills
theory [66, 89]. The last classical theory, Einstein’s geometrical interpretation of gravity,
or general relativity [27, 55, 85], has so far resisted all attempts of quantization by many
physicists over the past 75 years. What we have today are two types of candidate theories
that embody elements of both quantum mechanics and general relativity. One is string
theory [67], which builds on the perturbative formulation of quantum field theory, and the
other is loop quantum gravity [73, 81], which builds on general covariance and canonical
quantization. They remain candidates because each of them has yet to show that it reduces
to the known standard model of matter and general relativity at low energies, which is the
basic test that any theory of quantum gravity must pass.

Loop quantum gravity has its origins in the straight-forward canonical approach
to quantum gravity, which was originally developed by Dirac, Wheeler, DeWitt, Arnowitt,
Deser and Misner. It was briefly abandoned in favor of string theory in the 1980s. Over
the last 20 years, it has enjoyed a revitalization after Ashtekar reformulated the theory in
terms of connections rather than metrics. It is because connections are naturally described
by Wilson loop variables, that the theory is named loop quantum gravity. This brings it
much closer to the formulation of the other three forces of nature. More recently, covari-
ant formulations of the theory, the spin foam models, have emerged to become the most
promising candidates of quantum gravity.

The spin foam models [64] have their own separate history from the development
of three dimensional gravity and topological quantum field theories. A spin foam model
is a discrete simplicial model of quantum gravity. In 1968, based on the asymptotic form
of the Wigner 6j-symbol, Ponzano-Regge [68] proposed the first spin foam model for 3D
gravity. In 1991, Ooguri [62] sucessfully used a limiting process on the Turaev-Viro models
to regularize the infrared divergence, and showed that the Ponzano-Regge model is related
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to the simplicial model of a topological quantum field theories [60]. The most promising
spin foam models in four dimensions are the Barrett-Crane model [13, 14] and the EPRL
model [39]. One of the most pressing open questions for the spin foam models is whether
their classical limits will reproduce classical general relativity.

In those spin foam models, the Feynman amplitudes for a single 4-simplex are sums
of products of two Wigner 15j-symbols. In this thesis, we have made significant progress
in finding some classical limits of the Wigner 15j-symbol. In the rest of this introductory
chapter, we explain how the Wigner 3nj-symbols appear in the spin foam models in section
1.2. Then we define the Wigner 3nj-symbols as SU(2) spin networks in section 1.3. Finally,
we give an overview of the methods and results of this thesis in section 1.4.

1.2 The Spin Foam Models

1.2.1 The Ponzano-Regge Model in Three Dimensions

We now describe the Ponzano-Regge model for 3D gravity [68]. Given a three-
dimensional manifold M , fix a triangulation by 3-simplices, and assign six representations of
SU(2), labeled by half integers (j1, j2, j3, j4, j5, j6), to the six edges of each 3-simplex. The
triangulation and the coloring {je} of the edges together represent a single Feynman diagram
of a geometric transition amplitude. The Feynmann rules assign a Wigner 6j-symbol

{
j1(t) j2(t) j3(t)
j4(t) j5(t) j6(t)

}
(1.1)

to each tetrahedron. The partition function is then a sum of the Feynman amplitudes,
where the sum is taken over all edge colorings {je}, given by

Z(L) =
∑

{je}

∏

v

1

Λ

∏

e

(−1)2je(2je + 1)
∏

t

exp(−πi
∑

i

ji(t))

{
j1(t) j2(t) j3(t)
j4(t) j5(t) j6(t)

}
. (1.2)

The Feynman amplitude for the edges e and vertices v are chosen to ensure that the partition
function is invariant under a refinement of the simplicial decomposition. The choice of the
Wigner 6j-symbol for the amplitude of the 3-simplex is motivated by the remarkable form
of its large j asymptotic limit,

exp(−iπ
∑

i

ji)

{
j1 j2 j3
j4 j5 j6

}
∼ 1√

48πV

[
(−1)

∑
i 2jiei(SR−π/4) + e−i(SR−π/4)

]
, (1.3)

where

SR =
6∑

i=1

ji φi (1.4)

is the Regge action for a single tetrahedron in Regge’s discrete model of classical general
relativity [70]. Here φi is the internal dihedral angle of the tetrahedron at edge i, and V is
the volume of the tetrahedron. The product over the tetrahedra in (1.2) produces a term
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of the form ei
∑
SR . The sum in the exponent is a discrete form of the Euclidean Einstein-

Hilbert action
∫
d3x
√
gR, where the curvature is modeled by deficit angles on the edges.

Assuming that this term dominates the classical limit of the Ponzano-Regge action, then
the Ponzano-Regge model is a quantum theory whose classical limit reproduces Euclidean
general relativity.

The original Ponzano-Regge model runs into some difficulties with mathematical
consistency. The partition function in (1.2) is divergent, and requires regularization. The
original regularization employs a simple cutoff je ≤ L, but it fails to put the model on
a firm mathematical setting. Decades later, Ooguri [60, 62] used the Turaev-Viro models
from topological QFT to regularize the partition function. In that regularization scheme,
the Wigner 6j-symbols are replaced by their q-analogue from the quantum group SUq(2).
In addition to invariance under a refinement of the triangulation, the various identities for
the q-deformed 6j-symbols make the new partition function Zq invariant under sequences
of local Alexander transformations that related any two triangulations of the 3-manifold.
In essence, the partition function becomes a topological invariant. In the limit q → 1, and
in the continuum limit, the partition function Zq approaches the functional integral

Z =

∫
[de, dw] exp(i

∫
e ∧R) , (1.5)

where e is a dreibein, ω is a spin connection on M , and R = dω + ω ∧ ω is the curvature
two-form. This action functional is the Einstein-Hilbert action rewritten in a first order
formalism. Thus, the Ponzano-Regge spin foam model has well defined regularization based
on a topological quantum field theory (TQFT).

1.2.2 Spin Foam Models in Four Dimensions

The Ponzano-Regge model can be generalized to four dimensions. Instead of as-
signing representations to the edges, we now assign representations to the faces of a 4-
simplex. Given a four-dimensional manifold M , fix a triangulation ∆ by 4-simplexes. Each
4-simplex has five vertices, ten edges, ten faces, and five tetrahedra. The ten faces of each
4-simplex determines a set of ten bivectors B = e ∧ e, where e are the edge vectors. These
bivectors satisfy the conditions

1. The bivector changes sign when the orientation of the triangle is reversed.

2. Each bivector is simple: B ∧B = 0.

3. If the two triangles corresponding to B1 and B2 share a common edge, then B1 +B2

is also simple.

4. The sum of 4 bivectors belonging to a single tetrahedron is zero.

These bivectors can be identified with the elements of the Lie algebra so(4) =
su(2)⊕ su(2). The quantization of a geometric 4-simplex is then obtained by labeling the
triangles with irreducible representations (j, k) of SU(2)×SU(2). The quantum conditions
corresponding to the geometric conditions 1 to 4 above are given by:
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1. Reversing the orientation of a triangle maps the representation to its dual.

2. The allowed representations for a triangle consist of the balanced representations (j, j).

3. For each pair of adjacent faces, the Clebsh-Gordan series for the pair of representations
has nonzero summands in the balanced representations of SU(2)× SU(2).

4. The tensor product for the four faces in a tetrahedron is an invariant.

To assign amplitudes to the 4-simplex, we look for topological quantum field theory
with similar assignments of representations to the faces of a 4-simplex. It turns out that
there exists a spin foam model for a TQFT [32, 61] called the su(2) BF theory in four
dimensions. Its partition function is

ZBF (∆, q) =
∑

{jf ,it}

∏

f

dimq(jf )
∏

v

φ15j
q,v (j, i) . (1.6)

Here q is the deformation parameter for the quantum group, and the sum above
is over the coloring jf of the faces of the triangulation ∆, and over the coloring it of the
tetrahedra. Taking a leaf from the regularization of the Ponzano-Regge model by topological
quantum field theory, we create balanced representations by taking two copies of the su(2)
BF theory, and assign the 15j-symbol to the 4-simplex. After imposing the constraints 1-4
on this TQFT, we obtain the most well-known spin foam model over the last decade, the
Barrett-Crane model. Its partition function is given by

ZBC(∆, q) =
∑

{jf ,j′f ,it,i
′
t}

∏

f

dimq(jf ) dimq−1(j′f )
∏

v

φ15j
q,v (j, i)φ15j

q,v (j′, i′) δj,j′δi,i′ . (1.7)

Here the delta function δj,j′ corresponds to the quantum constraint 2, and δi,i′ corresponds to
the quantum constraint 3. When we take the limit q → 1, corresponding to general relativity
with zero cosmological constant, the amplitude for a 4-simplex becomes a product of two
Wigner 15j-symbols. There are problems with the BC model from numerical simulations,
so it has been replaced by a more recent model, called the EPRL model [39]. It has a
similar expression for the partition function, but the constraints are imposed differently. In
other words, the factor δj,j′δi,i′ in (1.7) is replaced by a different factor. The amplitude for
a 4-simplex in the EPRL model, however, remains a sum over a product of two Wigner
15j-symbols. Therefore, we believe finding the asymptotic form of the Wigner 15j-symbol
is essential in discovering the classical limit of the vertex-amplitude for the four dimensional
spin foam models.

1.3 The Wigner 3nj-Symbols as SU(2) Spin Networks

The Wigner 3nj-symbols are examples of spin networks, which are graphical rep-
resentations for contractions between tensors in the representation of SU(2). The graphical
notation for spin networks has been developed by Yutsis et al. [96], El Baz and Castel [37],
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Lindgren and Morrison [47], Varshalovich et al. [83], Stedman [79], Wormer and Palnus [95]
and others.

Following [96], we will now describe the spin network notation for the first type of
the Wigner 3nj-symbols, for n = 1, 2, 3, 4, 5. The Wigner 3j-symbol,

(
j1 j2 j3
m1 m2 m3

)
= (−1)j1−j2−m3(2j3 + 1)−

1
2 〈j1m1j2m2|j1j2j3 −m3〉 (1.8)

is a symmetrized version of the Clebsch-Gordan coefficient, describing the addition of two
angular momenta to a third. Its spin network notation is an oriented node which links
three directed lines, where a counter-clockwise orientation is denoted by a + sign and a
clockwise orientation is denoted by a − sign. For example, the 3j-symbol defined in (1.8)
is represented by the spin network in figure 1.1.

Figure 1.1: The spin network notation for the Wigner 3j-symbol.

In figure 1.1, the three lines correspond to j1, j2, and j3 and their free ends corre-
spond to the magnetic quantum numbers m1,m2, and m3. By the orientation of the node
is meant the cyclic order of the lines j1, j2, j3. The direction of the line ji indicates the sign
of the magnetic quantum number mi in the Wigner coefficient.

The Wigner 3nj-symbols for n > 1 can be expressed as a sum of products of 3j-
symbols. In spin network notation, a product of two 3j-symbols is expressed as two disjoint
spin networks for these two 3j-symbols, and a sum over a magnetic quantum number is
represented by a connection between two directed lines. For example, a sum over m of a
product of two 3j-symbols is represented by the four legged diagram in figure 1.2.

→

j1

j4 j3

j2

j m j m

j4 j3

j1 j2

j

Figure 1.2: A sum over the product of two 3j-symbols is represented by a concatenation of
the line corresponding to the summation indices.
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− −

−

−−

− + +
+

+

+
+

Figure 1.3: The spin network for a general Wigner 3nj-symbol has the topology of a Möbius
strip.

In general, the spin network of a Wigner 3nj-symbol of the first type has the
topology of a Möbius strip, illustrated in figure 1.3. For example, the spin networks for the
6j-, 9j-, 12j-, and 15j symbols are displayed in part (a), (b), (c), (d) of figure 1.4, in that
order, respectively.

If we cut along the middle of the strip, the 3nj-symbols can be expressed as a
sum of a product of two spin networks. The sum over the magnetic quantum numbers in
the middle of the strip is equivalent to taking a scalar product in the angular momentum
spaces represented by the lines in the middle of the strip. For example, by cutting the
edges j1, j2, j3, j4 in part (a) of figure 1.4, the 6j-symbol can be written as a scalar product
between a bra and a ket, as illustrated in figure 1.5.

In this thesis, we will often use such a decomposition of the Wigner 3nj-symbols as
a scalar product between two states. Because each 3nj-symbol has the topology of a Möbius
strip, the symmetries of each symbol correspond to the symmetries of the corresponding
Möbius strip.

1.4 Overview

We now briefly describe the previous works on the asymptotics of the Wigner
3nj-symbols. Building on physical intuition and educated guesses, Wigner [93] found the
asymptotic amplitudes, and later Ponzano and Regge [68] derived the complete asymptotic
formulas for the Wigner 3j- and 6j-symbols when all quantum numbers are large. The first
rigorous proof of these asymptotic formulas was provided by Schulten and Gordon [76, 77],
by approximating recursion relations by differential equations, and applying WKB theory
to those equations. They also provided uniform approximations of the Airy type for the
transition regions between classical allowed and forbidden regimes. Their line of reason-
ing was later generalized to the 6j-symbol from the quantum groups [56, 80]. Along the
way, there are also many derivations from other standard asymptotic techniques, such as
Stirling’s approximation and the stationary phase approximation. For instance, Brussaard
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j3

j1j4

j2 j3 j13

j12j34

j24

j5j7

(d)(c)

j6 j135

j125j1256

j1356

(a) (b)

j4j2

j3 j1

j12

j23

j13

j1j4

j24

j135

j2 j3

j6 j5
j12

j125

j34

j5 j13

j12
j34

j24

j4 j1

j2

Figure 1.4: The spin networks for the (a) 6j-symbol, (b) 9j-symbol, (c) 12j-symbol, and
(d) 15j-symbol.

= (−1)2j2




1

4

2

3

23




†





3

4

2

1

12

{
j1 j2 j12

j3 j4 j23

}

Figure 1.5: Decomposition of the 6j-symbol spin network into a bra spin network and a ket
spin network.
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and Tolhoek [24] and Edmond [35] used the Stirling’s approximation to find the asymptotic
formulas for the 3j- and 6j-symbol when some of the quantum numbers are large and others
are small. Along a similar line of reasoning, Watson [87, 86] and Anderson [3] found the
asymptotic formulas for the 9j-symbol when some of the quantum numbers are large and
others are small. Working with an integral representation for the Clebsch-Gordan coeffi-
cients, Reinsch and Morehead [71] used the stationary phase approximation to calculate
the higher order terms in the asymptotics for the 3j-symbol. More recently, because of the
connection with loop quantum gravity, there have appeared more geometrical treatments of
the asymptotics of the 6j-symbol. Using methods based on geometric quantization, Roberts
[72] and Charles [28] provided new derivations for the asymptotic formula of the 6j-symbol.

In this thesis, we construct a new geometric method to derive new asymptotic for-
mulas for the 3nj-symbols. These methods are based on the modern geometric technique of
WKB theory, or semiclassical analysis, using Lagrangian manifolds and symbol correspon-
dence. Each chapter in this thesis is a self-contained calculation of the asymptotics of one
of the 3nj-symbols. While chapter 2, 3, and 4 provide new derivations of known results,
chapter 5, 6, 7, and 8 contain both new techniques and new results.

In chapter 2, we derive the asymptotic formula of the Wigner 3j-symbol by a
direct application of the stationary phase approximation to the Bargmann wavefunctions,
which are related to the wavefunctions in both geometric quantization and in Schwinger’s
representation. The motivation of this chapter is to show the basic features of the stationary
phase calculations in later chapters, without requiring the reader to have any background in
semiclassical analysis. In essence, the geometric methods based on geometric quantization
and on semiclassical analysis are doing similar stationary phase calculations, but the extra
geometric structures in each formalism simplify various parts of the calculation.

In chapter 3, we derive the asymptotic formula of the 3j-symbol again, but this
time using multidimensional WKB theory and the Schwinger model. This introduces the
basic setup and technique used in later chapters. By comparison with the calculation
in chapter 2, we illustrate the advantages of the semiclassical analysis in the Schwinger
representation over a direct stationary phase phase calculation.

In chapter 4, we derive the asymptotic formula of the 6j-symbol using multi-
dimensional WKB theory and the Schwinger model. This chapter involves novel use of
the geometry of a tetrahedron, such as the Gram matrix, the Schläfli identity, and the
Hamilton-Rodrigues formula. Moreover, it illustrates novel simplifications that are possible
in the presence of symmetries in the problem.

In chapter 5, we use the theory of quantum normal form and the Stratonovich-
Weyl symbol correspondence to derive a new uniform approximation of the 6j-symbol in
terms of rotation matrices. In order to derive this uniform approximation, we found that
we are required to generalize the theory of uniform approximation to use symplectic trans-
formations that are not induced by a point transformation. Numerically, we found this new
uniform approximation to be superior compared to other types of uniform approximations
for the 6j-symbol.

In chapter 6, we generalize the Bohr-Oppenheimer approximation to find new
asymptotics of the 9j-symbol, when some quantum numbers are large and others are small.
The generalization involves finding a new gauge-invariant form of multicomponent WKB
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wavefunctions, which is achieved through the use of parallel transport of spinors, rotation
matrices, and perturbation of Lagrangian manifolds. This chapter uses the results from the
analysis of the Lagrangian manifolds associated with the 6j-symbol from chapter 4.

In chapter 7 and 8, we apply the method developed from chapter 6 to derive new
asymptotics of the 12j- and 15j-symbol, respectively, when some quantum numbers are
large and others are small.
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Chapter 2

The Bargmann Representation

2.1 Introduction and Summary

Bargmann constructed a unitary representation of the quantum rotation group
SU(2) in a series of papers [10, 11, 12] in the 1960s. This representation is based on the
construction for the generators of SU(2) from two sets of commuting boson operators. Thus,
by construction, this representation is similar to Schwinger’s representation [78] of SU(2) in
terms of two sets of harmonic oscillators. The difference is that Bargmann implemented the
boson operators in terms of multiplication and differentiation in complex variables, resulting
in a Hilbert space consisting entirely of holomorphic functions in the complex variables.
Years later, these holomorphic functions are realized to coincide with the wavefunctions
resulting from the geometric quantization of the group SU(2) ([94], p177). Therefore, the
Bargmann representation is intimately connected with both the Schwinger model and the
geometric quantization of the group SU(2). Recently, both the Schwinger’s representation
and the geometric quantization of SU(2) are used to provide a geometric understanding in
the asymptotic analysis of the Wigner 3nj-symbols. Thus, the Bargmann representation
provides a natural connection between these two geometric methods.

Another advantage of the Bargmann representation is that the wavefunctions ap-
pearing in the recoupling theory of angular momentum are simply polynomials. Their
explicit form allows us to write the recoupling coefficients as elementary integrals, whose
asymptotics can be calculated by applying straightforward stationary phase approximations.
In this paper, we will perform this stationary phase approximation for the 3j-symbol, with-
out using any of the geometric methods. Part of the significance of this work is that this
elementary calculation can help the non-expert understand the more advanced geometric
calculations.

We now provide an outline to the chapter. In section 2.2, we introduce the
Bargmann representation of SU(2), and derive the explicit forms of the eigenstates ap-
pearing in the recoupling theory of angular momentum. We then relate the Bargmann
representation to the Schwinger representation and geometric quantization in section 2.3
and 2.4, respectively. In section 2.5, we write down an exact integral representation of the
Wigner 3j-symbol. We then perform a stationary phase approximation to find the asymp-
totics of the 3j-symbol in section 2.6. In the last section, we discuss the simplifications that
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the geometric methods could provide to this elementary calculation.

2.2 The Bargmann Representation of SU(2)

We now summarize the construction of the Bargmann representation of the quan-
tum rotation group SU(2). Let zµ, µ = 1, 2, denote the coordinates on C2. The commuta-
tion relations

[zµ,
∂

∂zµ
] = 1 (2.1)

allow us to form two independent sets of boson creation operators zµ and annihilation
operators ∂zµ , µ = 1, 2. Each set of boson operators has a number operator

Nµ = zµ∂zµ . (2.2)

Following Schwinger’s construction of the generators of SU(2) in terms of boson creation
and annihilation operators, we define

Ĵi = zµσ
i
µν

∂

∂zν
, (2.3)

where σi are the Pauli matrices. They satisfy the usual commutation relations for the
generators of SU(2),

[Ĵi, Ĵj ] = iεijkĴk . (2.4)

The Casimir operator is

Ĵ2 = N̂(N̂ + 1) , (2.5)

where N̂ is half of the total number operator given by

N̂ =
1

2
(N̂1 + N̂2) . (2.6)

Since the eigenvalues of N̂1, N̂2 are integers, the eigenvalues of Ĵ2 are given by j(j + 1),
where j = n/2 are half integers.

The Hilbert space F2 consists of entire analytic functions on C2, that is,

F2 = {f ∈ C∞(C2) | 〈f |f〉 <∞} . (2.7)

The inner product is given by

〈f |g〉 =

∫

C2

f(z) g(z)
e−|z|

2

π2
d2z , (2.8)

where dnz denotes the usual Euclidean measure on C2 = R4.
In the recoupling theory of three angular momenta, we form the tensor product

of three copies of Bargmann spaces. The wavefunctions are analytic functions on C6. Let
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(z11, z12, z21, z22, z31, z32) be the coordinates on C6, then wavefunctions for the basis states
|j1m1j2m2j3m3〉 are given by

ψjm(z1, z2) =
3∏

r=1

1√
(jr −mr)!(jr +mr)!

zjr+mrr1 zjr−mrr2 . (2.9)

We can check that they satisfy

N̂ψjm(z) = jrψjm(z) , (2.10)

Ĵrzψjm(z) = mrψjm(z) , (2.11)

〈ψjm|ψjm〉 = 1 , (2.12)

for r = 1, 2, 3, by explicit calculations using (2.3), (2.6), and (2.8).
The diagonal SU(2) action TU for Uµν ∈ SU(2) on a wavefunction f(z) is given

by

TU (f(z)) = f(U †µνz1ν , U
†
µνz2ν , U

†
µνz3ν) . (2.13)

Since U is unitary, the three determinants

δ1 = z21z32 − z31z22 , δ2 = z31z12 − z11z32 , δ3 = z11z22 − z21z12 , (2.14)

are invariant under TU . Let the state |j1j2j30〉 be an eigenstate of Ĵ2
r , r = 1, 2, 3, that is

also invariant under TU .
The normalized wavefunction for |j1j2j30〉 is given by

ψj0(z) =
δk1

1 δk2
2 δk3

3√
(j1 + j2 + j3)!k1!k2!k3!

, (2.15)

where the non-negative integers k1, k2, k3 are given by

k1 = j2 + j3 − j1 , k2 = j3 + j1 − j2 , k3 = j1 + j2 − j3 , (2.16)

which is the solution to the equations derived from the eigenvalue equations for Ĵ2
r , that is,

they are solutions to the system of equations

k2 + k3 = 2j1 , k3 + k1 = 2j2 , k1 + k2 = 2j3 . (2.17)

2.3 Relation to the Schwinger Representation

We now relate the Bargmann representation to the Schwinger representation of
SU(2). As explained in [65], this relationship becomes apparent when we write the eigen-
states of the harmonic oscillators in the coherent states basis of the Heisenberg-Weyl group
[65]. The coherent states basis are given by |z〉 = D̂(z) |0〉, where |0〉 is the ground state of
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the simple harmonic oscillator, and D̂(z) is an element of the Heisenberg-Weyl group, given
by

D̂(z) = exp

[
i

~
(xp̂− px̂)

]
= exp(−|z|2/2) exp(zâ†) exp(−zâ) , (2.18)

where z = x + ip, and â and â† are the usual annihilation and creation operators of the
simple harmonic oscillator. The coherent state wavefunction

〈x|z〉 = (π~)−1/4 exp

[
−z

2

2
+ (2/~)1/2zx− x2

2~

]
(2.19)

is the displaced ground state of the simple harmonic oscillator centered at (x, p). Using the
exponential generating function for the Hermite polynomials

exp(−z2 + 2zx) =
∞∑

n=0

zn

n!
Hn(x) , (2.20)

we find that the eigenstates |n〉 of the simple harmonic oscillator written in the coherent
state basis is given by

〈z|n〉 =
∑

n′

zn
′

n′!

∫
dx(π~)−1/4Hn′(x)e−x

2/2~ψn(x) =
zn

n!
, (2.21)

where we have used the orthonormality of the eigenstates of the simple harmonic oscillator.
Schwinger’s representation uses two simple harmonic oscillators. The basis states

|j1m〉 = |n1n2〉 is the product of two eigenstates of the two harmonic oscillators, where
n1 = j + m and n2 = j − m. Thus, the Schwinger wavefunction for |jm〉 written in the
coherent state basis is given by

〈z1z2|n1n2〉 =
zj+m1 zj−m2

(j +m)!(j −m)!
, (2.22)

which is proportional to the Bargmann wavefunction for |jm〉.

2.4 Relation to Geometric Quantization

The wavefunctions that result from the geometric quantization of the coadjoint or-
bits of SU(2) are holomorphic functions on a 2-sphere. We get these functions by restricting
the Bargmann wavefunctions to a CP 1 = S2 subspace of C2.

Let us start with the Bargmann wavefunctions for the basis states |jm〉, given by

ψjm(z1, z2) =
1√

(j −m)!(j +m)!
zj+m zj−m . (2.23)

The functions ψjm(z1, z2) have the scaling property

ψjm(λz1, λz2) = λ2j ψjm(z1, z2) , (2.24)
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for λ ∈ C. Thus, given this scaling property, the Bargmann wavefunctions are completely
determined by its values on a CP 1 = S2 subspace. Let us choose this subspace to be defined
by |z1|2 + |z2|2 = 1, and real z1. Let ξ = z2/z1 parametrize the coordinate on this subspace.
Then the basis functions ψjm(z1, z2) restricted to the section CP 1 is given by

ψ(ξ) =
zj+m1 zj−m2

[(j +m)! (j −m)! ]1/2

=
z2j

1 (z2/z1)j−m

[(j +m)! (j −m)! ]1/2

=
1

[(j +m)! (j −m)! ]1/2
ξj−m

(1 + |ξ|2)j
, (2.25)

where we have used 1 = |z1|2 + |z2|2 = z2
1(1 + |ξ|2). These basis wavefunctions agree with

those used in geometric quantization of SU(2) ([94], p177), as well as the spin coherent
state wavefunctions [69].

2.5 An Integral Representation of the 3j-Symbol

Taking the scalar product between the wavefunction ψjm(z) from (2.9) and the
wavefunction ψj0(z) from (2.15), we obtain an exact integral representation of the 3j-symbol

(
j1 j2 j3
m1 m2 m3

)
= 〈j1m1j2m2j3m3|j1j2j30〉 (2.26)

= N

∫

C6

d12 z zj1+m1
11 zj1−m1

12 zj2+m2
21 zj2−m2

22 zj3+m3
31 zj3−m3

32 e−|z|
2

(z21z32 − z31z22)k1 (z31z12 − z32z11)k2 (z11z22 − z12z21)k3 , (2.27)

where the constant in front is

N =
1

π6[(j1 +m1)!(j1 −m1)!(j2 +m2)!(j2 −m2)!(j3 +m3)!(j3 −m3)!]1/2
(2.28)

1

[(j1 + j2 + j3)! k1! k2! k3!]1/2
, (2.29)

and where

k1 = j2 + j3 − j1 , k2 = j3 + j1 − j2 , k3 = j1 + j2 − j3 . (2.30)

2.6 Stationary Phase Approximation

We apply the stationary phase approximation to the above integral expression
(2.26) in the limit that ji for i = 1, 2, 3 are large. The basic formula for stationary phase
approximation is given by
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∫
ef(x)dnx = (2π)n/2

∑

p

ef(p)

√
−Hessp(f)

, (2.31)

where p stands for the stationary phase points that satisfy the stationary phase conditions

∂zrµf(z, z) = 0 , ∂zrµf(z, z) = 0 . (2.32)

2.6.1 Stationary Phase Points

In the integral (2.26), the phase function is

f(z, z) = lnψjm(z) + lnψj0(z)−
∑

rµ

|zrµ|2 , (2.33)

where

lnψjm(z) =

3∑

r=1

[(jr +mr) ln zr1 + (jr −mr) ln zr2] , (2.34)

and

lnψj0(z) = k1 ln(z21z32 − z22z31) + k2 ln(z31z12 − z32z11) + k3 ln(z11z22 − z12z21) . (2.35)

To find the stationary phase points, we note that the twelve conditions (2.32) are
equivalent to the following twelve conditions,

Îr f(z, z) = 0 , (2.36)

Î∗r f(z, z) = 0 , (2.37)

Ĵ∗rz f(z, z) = 0 , (2.38)

Ĵi f(z, z) = 0 , (2.39)

where the twelve differential operators Îr, Î
∗
r , Ĵrz, and Ĵi, r = 1, 2, 3, i = 1, 2, 3 are given by

Î∗r = N̂∗r =
1

2

∑

µ

zrµ
∂

∂zrµ
, (2.40)

Ĵ∗rz =
1

2

∑

µν

zrµ (σz)µν
∂

∂zrν
, (2.41)

Îr = N̂r =
1

2

∑

µ

zrµ
∂

∂zrµ
, (2.42)

Ĵi =
1

2

∑

rµν

zrµ (σi)µν
∂

∂zrν
. (2.43)
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From the eigenvalue equations

Î∗rψjm = jrψjm , (2.44)

Ĵ∗rzψjm = mrψjm , (2.45)

Îrψj0 = jrψj0 , (2.46)

Ĵiψj0 = 0 , (2.47)

we find that the result of applying these differential operators on the first two terms of the
phase function (2.33) are constants

Î∗r lnψjm = jr , Ĵ∗rz lnψjm = mr , Îr lnψj0 = jr , Ĵi lnψj0 = 0 . (2.48)

Applying these twelve operators to the remaining term
∑

rµ |zrµ|2 generates the functions
Ir, Jrz, and Ji as follows:

Î∗r
∑

rµ

|zrµ|2 =
1

2

∑

µ

zrµ zrµ ≡ Ir , (2.49)

Ĵ∗rz
∑

rµ

|zrµ|2 =
1

2

∑

µν

zrµ (σz)µνzrν ≡ Jrz , (2.50)

Îr
∑

rµ

|zrµ|2 =
1

2

∑

µ

zrµ zrµ = Ir , (2.51)

Ĵi
∑

rµ

|zrµ|2 =
1

2

∑

rµν

zrµ (σi)µνzrν ≡ Ji . (2.52)

Thus, the stationary conditions (2.36) - (2.39) become the following algebraic equations

Ir = jr , Jrz = mr , Ji = 0 . (2.53)

We now find the stationary phase points. First we note that the stationary phase conditions
are related to the Hopf fibration of the spinor space C6 = R12 into a T 3 fiber bundle over
an angular momentum space R3 × R3 × R3. In particular, the projection map π : C6 →
R3 × R3 × R3 is expressed in terms of the functions

Jri =
∑

µν

zrµ (σi)µνzrν . (2.54)

Explicitly, they are

Jrx =
1

2
(zr1zr2 + zr2zr1) = Re (zr1zr2) , (2.55)

Jry =
1

2
(zr1zr2 − zr2zr1) = Im (zr1zr2) , (2.56)

Jrz =
1

2
(|zr1|2 − |zr2|2) . (2.57)
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Since I2
r = J2

r and Ji =
∑

r Jri, the stationary phase conditions (2.53) can be
expressed as conditions in the angular momentum space R3 × R3 × R3. Points of angular
momentum space can be visualized as 3 classical angular momentum vectors, each living in
its own angular momentum space. The inverse image under π of a set of 3 non-vanishing
classical angular momentum vectors is an 3-torus in the large space C6, parametrized by an
overall phase of each spinor.

The stationary phase conditions Ir = jr, r = 1, 2, 3, imply each vector Jr has the
length |Jr| = jr. We now impose the first and last conditions of (2.53), that is, we find
three vectors of lengths Jr = jr that satisfy the triangle condition J1 + J2 + J3 = 0.

Jz

Jx

J3

J1

J2

η2 η1

η3

Figure 2.1: Visualization of the stationary phase conditions |Jr| = jr, r = 1, 2, 3, and
Ji = 0, i = x, y, z, as a triangle with edge lengths j1, j2, j3.

The condition Ji = 0, i = 1, 2, 3 state the three vectors J1, J2, and J3 form a
triangle. This triangle is unique apart from its orientation. Let us start with a standard
orientation for the triangle by placing the J3 along the z-axis, J1 in the x − z plane with
J1x > 0, and J2 in the x-z plane with J2x < 0, as illustrated in figure 2.1. These angles
ηr lie in the range 0 ≤ ηr ≤ π. and are related to the interior angles of the triangle with
lengths J1, J2, J3. From the law of cosine for triangles, we find

cos ηr =
J2

1 − J2
2 − J2

3

2J2J3
(2.58)

and cyclic permutations.
In that orientation, the vectors are

J1 = J1




sin η2

0
cos η2


 , J1 = J2



− sin η1

0
cos η1


 , J1 = J3




0
0
1


 . (2.59)
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We choose the spinors to have z1r to be real and positive for all r = 1, 2, 3. These
uniquely determine the three spinors

(
z11

z12

)
=
√

2J1

(
cos η2/2
sin η2/2

)
,

(
z21

z22

)
=
√

2J2

(
cos η1/2
− sin η1/2

)
, (2.60)

(
z31

z32

)
=
√

2J3

(
1
0

)
.

Jz

Jx

J3

J1

J2

β

m3

Figure 2.2: The vectors after applying the rotation about the y-axis by an angle β to the
triangle in the reference orientation.

The diagonal SU(2) action on the spinor space C6, in which the SU(2) matrix u
is applied to all spinors (zr1, zr2), project to an SO(3) action on angular momentum space.
For instance, an SU(2) rotation U generated by n · J, parametrized by θ, has the following
action in angular momentum space,

TUJri =
∑

j

R(n, θ)ij Jrj(0) , (2.61)

where R(n, θ) is the 3 × 3 rotation associated with u(n, θ). For example, Jz rotates all
vectors Jr about the z-axis.

Once we have Ji = 0, we can apply an overall SU(2) rotation u that project to an
SO(3) rotation R that rotates the vectors Jr in (2.59) to a point that satisfies Jrz = mr.
We do this in two steps. First we rotate the vectors in the x-z plane about the y-axis by
an angle β, 0 ≤ β ≤ π, defined by

m3 = J3 cosβ , (2.62)

so that J3z = m3. We then rotate the vectors about the vector J3 by an angle γ to satisfy
J2z = m2, J3z = m3. The result of applying the rotations
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R(j3, γ)R(y, β) = R(y, β)R(j3, γ) (2.63)

to the vectors in (2.59) is

J1 = J1




cosβ cos γ sin η2 + sinβ cos η2

sin γ sin η2

− sinβ cos γ sin η2 + cosβ cos η2


 ,

J2 = J2



− cosβ cos γ sin η1 + sinβ cos η1

− sin γ sin η1

sinβ cos γ sin η1 + cosβ cos η1


 , (2.64)

J3 = J3




sinβ
0

cosβ


 .

We may solve for γ by demanding either J1z = m1 or J2z = m2, which imply

cos γ =
J1 cosβ cos η2 −m1

J1 sinβ sin η2
=
m2 − J2 cosβ cos η1

J2 sinβ sin η1
. (2.65)

These two conditions are equivalent. In general, we find two solutions. Let γ represent the
root of (2.65) in the range [0, π], and −γ the root in the range [−π, 0].

Jz

Jx

Jy

J3

J2

Q

Q′

Cz

C3

γ

Figure 2.3: Once vector J3 has the desired projection m3, we rotate the triangle about the
axis J3 by an angle γ to make J2 have its desire projection m2. In general, there are two
angles that work, illustrated by the two points Q and Q′ in the figure.

We now lift the rotations (2.63) up to an SU(2) rotation

u(y, β)u(z, γ) =

(
e−iγ/2 cosβ/2 −eiγ/2 sinβ/2

e−iγ/2 sinβ/2 eiγ/2 cosβ/2

)
, (2.66)
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and apply it to the reference spinors (2.60) to obtain a set of spinors

(
z11

z12

)
=

√
2J1

(
e−iγ/2 cosβ/2 cos η2/2− eiγ/2 sinβ/2 sin η2/2

e−iγ/2 sinβ/2 cos η2/2 + eiγ/2 cosβ/2 sin η2/2

)
, (2.67)

(
z21

z22

)
=

√
2J2

(
e−iγ/2 cosβ/2 cos η1/2 + eiγ/2 sinβ/2 sin η1/2

e−iγ/2 sinβ/2 cos η1/2− eiγ/2 cosβ/2 sin η1/2

)
, (2.68)

(
z11

z12

)
= e−iγ/2

√
2J3

(
cosβ/2
sinβ/2

)
. (2.69)

These spinors satisfy all the stationary phase conditions (2.53). These two discrete spinor
solutions (2.67) - (2.69) for ±γ are not isolated. Any other point in the angular momentum
space related to these solutions by an overall rotation about the z axis is also a solution.
Moreover, because (2.53) are conditions in angular momentum space, the entire 3-torus
fiber in the Hopf fibration containing each of these spinor solutions satisfy the stationary
phase conditions. Thus the stationary phase points consist of two disjoint 4-tori.

2.6.2 The Hessian

The stationary phase points consist of two 4-tori, so we have to pick 8 transversal
directions to perform the stationary phase approximation. Let zsµ = rsµe

iφsµ , s = 1, 2, 3,
µ = 1, 2, and define

Zs = zs1/zs2 = Rse
iΦs , (2.70)

where Rs = rs1/rs2 and Φs = φs1 − φs2.
We choose the eight directions transversal to the stationary phase points to be

∂Φ1 , ∂Φ2 , ∂R1 , ∂R2 , ∂R3 , ∂r12 , ∂r22 , ∂r32 . This is not an orthonormal coordinate system, so the
change of coordinates generates a Jacobian factor in the change of the measure.

In terms of the variables Zs, the original phase function (2.33) becomes

f =
∑

s

[
(js +ms) lnZs

]
+ k1 ln(Z2 − Z3) + k2 ln(Z3 − Z1) + k3 ln(Z1 − Z2)

−
∑

s

r2
s2R

2
s +

∑

s

4js ln rs2 −
∑

s

r2
s2 . (2.71)

The first derivatives of the phase function f are calculated in (2.72) - (2.79).
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derivative value
∂2 f

∂Φ1 ∂Φ1

k2Z1Z3
(Z3−Z1)2 + k3Z1Z2

(Z1−Z2)2

∂2 f
∂Φ1 ∂Φ2

− k3Z1Z2
(Z1−Z2)2

∂2 f
∂Φ1 ∂R1

−i
[
k2Z3eiΦ1

(Z3−Z1)2 + k3Z2eiΦ1

(Z1−Z2)2

]

∂2 f
∂Φ1 ∂R2

ik3Z1eiΦ2

(Z1−Z2)2

∂2 f
∂Φ1 ∂R3

ik2Z1
(Z3−Z1)2

∂2 f
∂Φ2 ∂Φ2

k1Z2Z3
(Z2−Z3)2 + k3Z1Z2

(Z1−Z2)2

∂2 f
∂Φ2 ∂R1

ik3Z2eiΦ1

(Z1−Z2)2

∂2 f
∂Φ2 ∂R2

−i
[
k1 Z3 eiΦ2

(Z2−Z3)2 + k3 Z1 eiΦ2

(Z1−Z2)2

]

∂2 f
∂Φ2 ∂R3

ik1Z2
(Z2−Z3)2

∂2f
∂R1∂R1

−
[

k2 Z3 eiΦ1

R1 (Z3−Z1)2 + k3 Z2 eiΦ1

R1 (Z1−Z2)2 + 4 r2
12

]

∂2f
∂R1∂R2

k3 eiΦ1 eiΦ2

(Z1−Z2)2

∂2f
∂R1∂R3

k2 eiΦ1

(Z3−Z1)2

∂2f
∂R2∂R2

−
[

k1 Z3 eiΦ2

R2 (Z2−Z3)2 + k3 Z1 eiΦ2

R2 (Z1−Z2)2 + 4 r2
22

]

∂2f
∂R2∂R3

k1 eiΦ2

(Z2−Z3)2

∂2f
∂R3∂R3

−
[

k1 Z2
R3 (Z2−Z3)2 + k2 Z1

R3 (Z3−Z1)2 + 4 r2
32

]

∂ f
∂R1 ∂r12

−4r12R1
∂ f

∂R2 ∂r22
−4r22R2

∂ f
∂R3 ∂r32

−4r32R3
∂ f

∂r12 ∂r12
−2(1 +R2

1 + 2j1
r2
12

)
∂ f

∂r22 ∂r22
−2(1 +R2

2 + 2j2
r2
22

)
∂ f

∂r32 ∂r32
−2(1 +R2

3 + 2j3
r2
32

)

Table 2.1: The second derivatives of the phase function f .
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∂ f

∂Φ1
= i

[
−(j1 +m1) +

−k2Z1

Z3 − Z1
+

k3Z1

Z1 − Z2

]
, (2.72)

∂ f

∂Φ1
= i

[
−(j2 +m2) +

k1Z2

Z2 − Z3
+
−k3Z2

Z1 − Z2

]
, (2.73)

∂ f

∂R1
=

1

R1

[
(j1 +m1) +

−k2Z1

Z3 − Z1
+

k3Z1

Z1 − Z2
− 2r2

12R
2
1

]
, (2.74)

∂ f

∂R2
=

1

R2

[
(j2 +m2) +

k1Z2

Z2 − Z3
+
−k3Z2

Z1 − Z2
− 2r2

22R
2
2

]
, (2.75)

∂ f

∂R3
=

1

R3

[
(j3 +m3) +

−k1Z3

Z2 − Z3
+

k2Z3

Z3 − Z1
− 2r2

32R
2
3

]
, (2.76)

∂ f

∂r12
= −2(1 +R2

1)r12 +
4j1
r12

, (2.77)

∂ f

∂r22
= −2(1 +R2

2)r22 +
4j2
r22

, (2.78)

∂ f

∂r32
= −2(1 +R2

3)r32 +
4j3
r32

. (2.79)

Out of the 36 distinct second derivatives, 21 are nonzero. They are listed in table
2.1.

After simplifying the Hessian matrix through Gaussian eliminations, which keeps
the determinant unchanged, we find that the Hessian is the determinant of the matrix

H =




H11 H12 0 0 0 0 0
H21 H22 0 0 0 0 0 0

0 0 H33 0 0 0 0 0
0 0 0 H44 0 0 0 0
0 0 0 0 H55 0 0 0
0 0 0 0 0 H66 0 0
0 0 0 0 0 0 H77 0
0 0 0 0 0 0 0 H88




, (2.80)
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where

H11 =
∂2 f

∂Φ1 ∂Φ1
,

H12 = H21 =
∂2 f

∂Φ1 ∂Φ2
,

H22 =
∂2 f

∂Φ2 ∂Φ2
,

H33 = −4r2
12 ,

H44 = −4r2
22 ,

H55 = −4r2
32

H66 = −2(1−R2
1 +

2j1
r2

12

) ,

H77 = −2(1−R2
2 +

2j2
r2

22

) ,

H88 = −2(1−R2
3 +

2j3
r2

32

) .

At the stationary points, rs1 =
√
js +ms, rs2 =

√
js −ms, s = 1, 2, 3, so the last

three diagonal entries

H55 = H66 = H77 = −2(1−R2
s + 2js/r

2
s2) = −2

(
1− js +ms

js −ms
+

2js
js −ms

)
= −4 (2.81)

are constants. Taking the determinant, we find

detH = 46

[
k1 k2 Z1 Z2 Z

2
3

(Z3 − Z1)2 (Z2 − Z3)2
+

k2 k3 Z
2
1 Z2 Z3

(Z3 − Z1)2 (Z1 − Z2)2
+

k1 k3 Z1 Z
2
2 Z3

(Z1 − Z2)2 (Z2 − Z3)2

]
.

(2.82)
After factoring out a common factor, this determinant can be put into a more symmetrical
form,

detH = 46 Z1 Z2 Z3

(Z1 − Z2)(Z2 − Z3)(Z3 − Z1)[
k1 k2 Z3 (Z1 − Z2)

(Z3 − Z1) (Z2 − Z3)
+

k2 k3 Z1 (Z2 − Z3)

(Z3 − Z1) (Z1 − Z2)
+

k1 k3 Z2 (Z3 − Z1)

(Z1 − Z2) (Z2 − Z3)

]

= g[

( −k2Z2

Z3 − Z1
+

k3Z2

Z1 − Z2

)(
k1Z3

Z2 − Z3
+
−k3Z1

Z1 − Z2

)

−
(

k2Z3

Z3 − Z1
+
−k3Z2

Z1 − Z2

)( −k1Z1

Z2 − Z3
+

k3Z1

Z1 − Z2

)
]

= g[g1g2 − g3g4] ,
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where g1, g2, g3, g4 correspond to the four factors in the four parenthesis. We now express
them in terms of the variables zrµ. We find

g = 46 Z1 Z2 Z3

(Z1 − Z2)(Z2 − Z3)(Z3 − Z1)
(2.83)

= 46 z11z12z21z22z31z32

(z11z22 − z12z21)(z31z12 − z32z11)(z21z32 − z22z31)
. (2.84)

Setting the first derivatives (2.72) and (2.73) to zero at the stationary point, and using
|zr1|2 = jr +mr, we can rewrite two of the terms in the parenthesis above as

g1 =
−k2Z2

Z3 − Z1
+

k3Z2

Z1 − Z2
= (j1 +m1)

Z2

Z1
= z11z11

z21z12

z22z11
=
z21z12z11

z22
, (2.85)

g4 =
−k1Z1

Z2 − Z3
+

k3Z1

Z1 − Z2
= (j2 +m2)

Z1

Z2
= z21z21

z11z22

z12z21
=
z11z22z21

z12
. (2.86)

Using 2j1 = k2 + k3, 2j2 = k1 + k3, and |zr2|2 = jr −mr, the remaining two terms can be
rewritten as

g2 =
k1Z3

Z2 − Z3
+
−k3Z1

Z1 − Z2
=

k1Z2

Z2 − Z3
+
−k3Z2

Z1 − Z2
− (k1 + k3)

= (j2 +m2)− 2j2

= −(j2 −m2)

= −z22z22 , (2.87)

g3 =
k2Z3

Z3 − Z1
+
−k3Z2

Z1 − Z2
=

k2Z1

Z3 − Z1
+
−k3Z1

Z1 − Z2
+ (k2 + k3)

= −(j1 +m1) + 2j1

= (j1 −m1)

= z12z12 .

Using the values of g1, g2, g3, g4, and g, we find

detH = g(g1g2 − g3g4)

= g(−z21z12z11z22 + z11z22z12z21)

= g[−2i(J1xJ2y − J2xJ1y]

= −4ig∆z , (2.88)

where ∆z is the area of the triangle in the angular momentum space, projected onto the
x-y plane.



25

Since we are using unnormalized coordinates to calculate the second derivatives,
the Hessian is equal to detH times a Jacobian

∏
sµ r
−2
sµ . Finally, we find

Hessian = (−i)47∆z

[(∏

sµ

r−2
sµ

)
z11z12z21z22z31z32

(z11z22 − z12z21)(z31z12 − z32z11)(z21z32 − z22z31)

]

=
(−i)47 ∆z

z11z12z21z22z31z32(z11z22 − z12z21)(z31z12 − z32z11)(z21z32 − z22z31)
. (2.89)

2.6.3 The Asymptotic Formula

After integrating over the 4-tori stationary phase set, we find

(
j1 j2 j3
m1 m2 m3

)
≈ N (2π)8 eRe f(p)

[
ei Im f(p)

√
−Hessp(f)

+
ei Im f(p′)

√
Hessp′(f)

]
, (2.90)

where p is the stationary point (2.67) - (2.69) with γ > 0, and p′ is the stationary point
(2.67) - (2.69) with γ < 0. Here one factor of (2π)4 comes from integrating along the 4
angular directions along the stationary points, another factor of (2π)4 comes from doing
the stationary phase approximation along 8 transversal directions.

Inserting the Hessian (2.89) into (2.90), we find

(
j1 j2 j3
m1 m2 m3

)
=

(2π)8NeRef1(p)

27

eiImf1(p) + eiImf1(p′)

√
∆z

, (2.91)

where f1 has the same functional form as the phase function f , but with jr replaced by
jr + 1/2. This modification comes from the contribution of the denominator of the Hessian
in (2.89). Explicitly, the new phase function f1 is given by

f1(z, z) =
3∑

r=1

[(jr +1/2+mr) ln zr1 +(jr +1/2−mr) ln zr2]+
∑

(ki+1/2) ln δi−
∑

rµ

|zrµ|2 .

(2.92)
The imaginary part of the phase function f1 is

Im (f1) =
∑

r

[(jr + 1/2 +mr) arg(zr1) + (jr + 1/2−mr) arg(zr2)] (2.93)

+(k1 + 1/2) arg(z21z32 − z22z31) + (k2 + 1/2) arg(z31z12 − z32z11)

+(k3 + 1/2) arg(z11z22 − z12z21) .

The last three terms are invariant under overall SU(2) rotations, so they can be evaluated
at a point related to the stationary phase points by an overall SU(2) rotation. We choose
the reference spinor (2.60). The spinors at this point are all real, so the last three terms
vanish. The first three terms evaluated at the stationary point (2.67) - (2.69), is given by
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S ≡ Imf1(p) = J3γ + J1 arg(cosβ sin η2 + sinβ cos γ cos η2 + i sinβ sin γ)

+J2 arg(− cosβ sin η1 + sinβ cos γ cos η1 + i sinβ sin γ)

+m1 arg(sinβ cos η2 + cosβ cos γ sin η2 + i sin γ sin η2)

+m2 arg(sinβ cos η1 − cosβ cos γ sin η1 − i sin γ sin η1) ,(2.94)

where Jr = jr + 1/2. This phase can be written in terms of cos−1 functions. We note that
arg(z11z12) = cos−1[Re(z11z12)/|z11z12|] and that |z11z12| =

√
J2

1 −m2
1, etc. We can also

use (2.65) to eliminate cos γ. We find

S = J1 cos−1

(
J1 cosβ −m1 cos η2

sin η2 J1⊥

)
+ J2 cos−1

(
m2 cos η1 − J2 cosβ

sin η1J2⊥

)

+J3 cos−1

(
J1 cosβ cos η2 −m1

J1 sinβ sin η2

)
+m1 cos−1 cos−1

(
J1 cos η2 −m1 cosβ

sinβJ1⊥

)

−m2 cos−1

(
J2 cos η1 −m2 cosβ

sinβ J2⊥

)
. (2.95)

Since S(−γ) = −S(γ) in (2.94), we find that the two terms in parenthesis in (2.91)
add up to a cosine. Thus

(
j1 j2 j3
m1 m2 m3

)
=

(2π)8NeRef(p)

26

cos(S + π/4)√
∆z

. (2.96)

we now calculate the constant factor (2π)8NeRef(p)/26 in front, where

N =
1

π6
√

(j1 +m1)! (j1 −m1)! (j2 +m2)! (j2 −m2)! (j3 +m3)! (j3 −m3)!

1√
(j1 + j2 + j3 + 1)! k1! k2! k3!

, (2.97)

and

eRef =

(∏

r

|zr1|jr+mr+1/2|zr2|jr−mr+1/2

)
e−

∑
r,µ |zrµ|2 (2.98)

|z21z32 − z31z22|k1+1/2 |z31z12 − z32z11|k2+1/2 |z11z22 − z12z21|k3+1/2 .

First we evaluate eRef at the stationary point p. From the conditions |zr1| = jr + mr,
|zr2| = jr −mr, and m1 +m2 +m3 = 0, we find

(∏

r

|zr1|jr+mr+1/2|zr2|jr−mr+1/2

)
e−

∑
r,µ |zrµ|2

= e−2(j1+j2+j3)

√∏

r

|jr +mr|jr+mr+1/2 |jr −mr|jr−mr+1/2 . (2.99)
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The remaining factor,

|z21z32 − z31z22|k1+1/2 |z31z12 − z32z11|k2+1/2 |z11z22 − z12z21|k3+1/2 , (2.100)

is invariant under diagonal SU(2) actions, so we could evaluate them at the spinors (2.60).
The result is

|z21z32 − z31z22|k1+1/2 =
∣∣∣
√

4j2j3 sin(η1/2)
∣∣∣
k1+1/2

=

√
|4j2j3 (1− cos η1)|k1+1/2

=

√∣∣∣∣2j2j3(1− j2
1 − j2

2 − j2
3

2j2j3
)

∣∣∣∣
k1+1/2

=
√

(j1 + j2 + j3)k1+1/2(j2 + j3 − j1)k1+1/2 , (2.101)

|z31z12 − z32z11|k2+1/2 =
∣∣∣
√

4j1j3 sin(η2/2)
∣∣∣
k2+1/2

=

√
|4j1j3 (1− cos η2)|k2+1/2

=

√∣∣∣∣2j1j3(1− j2
2 − j2

1 − j2
3

2j1j3
)

∣∣∣∣
k2+1/2

=
√

(j1 + j2 + j3)k2+1/2(j1 + j3 − j2)k2+1/2 , (2.102)

|z11z22 − z12z21|k3+1/2 =
∣∣∣
√

4j1j2 (sin(η1/2) cos(η2/2) + sin(η2/2) cos(η1/2))
∣∣∣
k3+1/2

=
∣∣∣
√

4j1j2 sin((η1 + η2)/2)
∣∣∣
k3+1/2

=

√
|2j1j2 (1− cos((η1 + η2)))|k3+1/2

=

√
|2j1j2 (1− cos(η3))|k3+1/2

=

√∣∣∣∣2j1j2(1− j2
3 − j2

1 − j2
2

2j1j2
)

∣∣∣∣
k3+1/2

=
√

(j1 + j2 + j3)k3+1/2(j1 + j2 − j3)k3+1/2 . (2.103)

Combining the above factors with the factor in (2.99), we find
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eRef(p) = e−2 (j1+j2+j3)

√∏

i

(ji +mi)ji+mi+1/2 (ji −mi)ji−mi+1/2

×
√

(j1 + j2 + j3)j1+j2+j3+3/2k
k1+1/2
1 k

k2+1/2
2 k

k3+1/2
3

≈
√

(j1 +m1)!(j1 −m1)!(j2 +m2)!(j2 −m2)!(j3 +m3)!(j3 −m3)!

(2π)5

×
√

(j1 + j2 + j3)!k1!k2!k3!(j1 + j2 + j3) , (2.104)

where we have used Stirling’s approximation for factorials n! ≈ (2π)1/2nn+1/2e−n. Most of
the factorials cancel those that appear in N in (2.97). We find

(2π)8NeRef(p)

26
=

1√
2π

(2.105)

in the large jr limit.
We conclude that the asymptotic formula for the 3j-symbol is

(
j1 j2 j3
m1 m2 m3

)
= ±cos(S + π/4)√

2π|∆z|
. (2.106)

2.7 Conclusions

In this chapter, the stationary phase calculation of the 3j-symbol can be grouped
roughly into four steps. First we formulate the stationary phase conditions. Second, we
find the stationary phase points. Third, we calculate the Hessian, which is part of the
amplitude. Last we evaluate the phase function at the stationary phase points to find
the relative phase of their contributions. These four steps are in parallel with their more
geometrical counterparts in the next two chapters.

In chapter 3 and 4, we apply multidimensional WKB theory to the Schwinger
representation of SU(2) to find the asymptotics of the 3j- and 6j-symbols. There, the sta-
tionary phase conditions are naturally formulated as two sets of Hamilton-Jacobi equations
that define two Lagrangian manifolds. In other words, the stationary phase points are the
intersection points of these two Lagrangian manifolds. The amplitude determinant is re-
lated to the densities on these Lagrangian manifolds at their intersection points, and can be
expressed as a determinant of a matrix of Poisson brackets. The relative phase of the phase
function, evaluated at two different stationary sets, is formulated as an line integral of p dx
on these two Lagrangian manifolds. As we will see, the calculation simplifies tremendously
in the more geometrical formulation. For example, in the case of the 3j-symbol, instead of
a 8× 8 determinant of second derivatives, we only have to evaluate a 2× 2 determinant of
Poisson brackets to find the amplitude determinant. In the case of the 6j-symbol, the rel-
ative phase, expressed as a line integral, can be reduced to a symplectic area from Stokes’s
theorem.
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The two geometric methods used to calculate asymptotics of the 3nj-symbols,
namely, geometric quantization and the WKB formulation, have strikingly similar struc-
ture. It will be interesting to investigate if we could use the Bargmann representation as
a bridge to transfer results from one method to the other. Besides acting as a connection
between the two methods, the Bargmann wavefunctions themselves are exact. Thus, we
could apply straight-forward stationary phase approximation to find higher order terms for
the asymptotic formulas of the 3j-symbols. These are possible avenues of research that we
could pursue in the future.
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Chapter 3

Semiclassical Analysis of the
Wigner 3j-Symbol

3.1 Introduction and Summary

In this chapter, we will use WKB theory to perform a stationary phase calculation
to derive the asymptotics of the Wigner 3j-symbol. This calculation is similar to the
calculations in chapter 2. WKB theory can be formulated using the geometry of Lagrangian
manifolds, which are described by classical mechanics of a single particle. Because of this
connection to classical mechanics, WKB theory is also called semiclassical analysis. This
framework of using classical mechanics to describe quantum mechanics forms the foundation
of this thesis.

The outline of this chapter is as follows: in section 3.2, we summarize the results
from multidimensional WKB theory, and explain the main formula in terms of the geometry
of Lagrangian manifolds. In section 3.3, we introduce the Schwinger representation of
the angular momentum algebra SU(2), whose classical mechanics are explained in section
3.4. In section 3.5, we define the 3j-symbol in the Schwinger model. Next we proceed
to analyze the asymptotic limit of the 3j-symbol. In section 3.6, we describe the two
Lagrangian manifolds and calculate their volumes. In section 3.7 we analyze the intersection
of these two Lagrangian manifolds, which is analogous to finding the stationary phase points
from subsection 2.6.1. Once we have the intersection points, we calculate the amplitude
determinant in section 3.8 and the relative phase as an action integral in section 3.9. These
calculations are analogous to the calculation of the Hessian in section 2.6.2 and of the
relative phase in section 2.6.1. In section 3.10, we put the different parts together to derive
the asymptotic formula for the 3j-symbol.

3.2 Multidimensional WKB Theory

We summarize the relevant results from the semiclassical analysis of quantum
mechanics [17, 20, 22, 36, 41, 46].

Consider the quantum mechanics of a point particle moving in Rn. The Hilbert
space is L2(Rn), so let us denote the wavefunction by ψ(x1, . . . , xn). Given a set of com-
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muting observables {Â1, . . . , Ân}, we calculate the WKB formula for their simultaneous
eigenstate ψ(x). After substituting the WKB ansatz, ψ(x) = Ω(x) exp[iS(x)/~], into the
eigenvalue equations, the first order equations are a set of Hamilton-Jacobi equations for
S(x), and the second order equations are a set of amplitude transport equations for Ω(x).
The Hamiltonians are the principal Weyl symbols [15, 48, 57, 84, 90, 92] of the observables,
which we denote by {A1, . . . , An}. The Hamilton-Jacobi equations are of the form

Ai

(
x,
∂S

∂x

)
= ai . (3.1)

where ai, i = 1, . . . , n, denote the eigenvalues.
By introducing the momentum variables p = ∂S/∂x, we can find S(x) in two

steps. First we find the level set Ai(x, p) = ai in the phase space R2n, and solve for p(x) as
a function of x on this level set. Then we integrate p dx on this level set from some reference
point to find S(x). Because the projection of the level set onto the configuration space may
not be one-to-one or onto, the action function S(x) may be multi-valued and may only be
defined in a classically allowed region in the configuration space.

By assumption, the commutators [Âi, Âj ] = 0 vanish. By transcribing to symbols,
we find that the corresponding principal symbols Poisson commute to first order in ~, that
is, for our purposes, {Ai, Aj} = 0. Thus the set of Hamiltonians {A1, . . . , An} define a clas-
sically integrable system in the phase space R2n. Moreover, the level sets of {A1, . . . , An}
are Lagrangian manifolds, so the function S(x) is well defined, and is independent of paths.
The overall phase is determined by the choice of the initial point in the definition of the
action Sk, which is arbitrary in the WKB theory. In general, we will not be able to deter-
mine the overall phase, so we will rely on other means to fix the phase convention. After
normalizing the wavefunction ψ(x), the semiclassical wavefunction in the classically allowed
region of the configuration is given by

ψ(x) = 〈x|a〉 =
1√
V

∑

k

|Ωk|1/2 exp[i[Sk(x, a)− µkπ/2]] . (3.2)

Here k indexes the set of points in the inverse projection from x onto the the level set. The
phase Sk(x, a) is the integral of p dx from a given initial point on the Lagrangian manifold
to the kth point of the inverse projection, and µk is the kth Maslov index. The amplitude
determinant Ωk is given by

Ωk = det
∂2Sk(x, a)

∂xi∂aj
= [det{xi, Aj}]−1 , (3.3)

where the Poisson brackets are evaluated on the kth branch of the inverse projection from
x to the Lagrangian manifold.

The amplitude Ωk is a density on the configuration space, which can be lifted up
to the Lagrangian manifold. The amplitude transport equations state that this density on
the Lagrangian manifold has to be invariant under the Hamiltonian flows generated by Ai.
In other words, the density is proportional to the volume n-form dα1 ∧ · · · ∧ dαn, where the
αi are conjugate angle variables of the Ai. Finally, the constant V is equal to the volume
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of the Lagrangian manifold, measured with respect to this density. For example, if Ai are
action variables, we have V = (2π)n.

There is a simple formula for the inner product between two WKB wavefunctions.
Let {Â1, . . . , Ân} and {B̂1, . . . , B̂n} be two complete sets of commuting observables, with
principal symbols Ai and Bi, conjugate angles αi and βi, and action functions SA(x, a)
and SB(x, b). Here a and b denote the eigenvalues. We evaluate 〈b|a〉 as an integral of
the WKB wavefunctions over x, using the stationary phase approximation. The stationary
phase points are determined by the phase functions SA and SB, and are geometrically
the intersections of the two Lagrangian manifolds. Since both Lagrangian manifolds have
dimension n in the 2n-dimensional phase space, they generically intersect at a finite set of
isolated points. Let us index these points by k, and denote the corresponding coordinates
on the two manifolds by the angle variables αk and βk. Then, the result of the stationary
phase approximation is

〈b|a〉 =
(2πi)n/2√
VAVB

∑

k

|Ωk|1/2 exp[i[SA(αk)− SB(βk)− µkπ/2]]. (3.4)

Here VA and VB are the volumes of the respective Lagrangian manifolds, as in (3.2), and
the actions SA and SB are considered as functions on the respective Lagrangian mani-
folds. Littlejohn [49] has shown that the amplitude determinant Ωk can be simplified to a
determinant of Poisson brackets between the observables Ai and Bi, that is,

Ωk = [det{Ai, Bj}]−1 . (3.5)

The Maslov index µk in (3.4) depends on both the Maslov indices for the two WKB wave-
functions, as well as an additional index generated from the stationary phase approximation.

If some of the functions Ai are functionally dependent on Bi, then the two La-
grangian manifolds intersect at some (n − r)-dimensional sub-manifolds. Let us assume
that the first r of the two sets of variables A and B are functionally independent, and
the last n − r are identical, so that we have A = {A1, . . . , Ar, Ar+1, . . . , An} and B =
{B1, . . . , Br, Ar+1, . . . , An}. The intersection sets are (n − r)-dimensional orbits of the
group generated by the Hamiltonian flows associated with (Ar+1, . . . , An). In this case, we
find

〈b|a〉 =
(2πi)r/2√
VAVB

∑

k

Vk |Ωk|1/2 exp[i[SA(αk)− SB(βk)− µkπ/2]] , (3.6)

where Vk is the volume of the kth intersection, and where Ωk is still given by (3.5), but it
is understood that only the first r of A’s and B’s enter into the determinant. The phase
difference SA − SB for branch k can be evaluated at any point on the n − r-intersection,
since the integral of p dx along the intersection cancels out between SA and SB.

3.3 The Schwinger Model

The Schwinger model for angular momenta was introduced in Schwinger’s origi-
nal paper, which is reprinted in Biedenharn and van Dam [78]. Other references include



33

Bargmann [11], Biedenharn and Louck [18], and Sakurai [74]. Here we introduce the
Schwinger model for a single angular momentum, as well as for several angular momenta.

In the Schwinger model, each angular momentum vector is associated with two
quantum harmonic oscillators. Let us start with one angular momentum, and index the
two harmonic oscillators by Greek indices µ, ν, · · · = 1, 2. The Hilbert space is H = L2(R2),
so we can write the wavefunctions as ψ(x1, x2).

Let Ĥµ = (1/2)(x̂µ + p̂µ) be the Hamiltonian for the individual oscillators, and let
Ĥ =

∑
µ Ĥµ be the total Hamiltonian. The eigenvalues of Ĥ are n + 1, with n = 0, 1, . . . .

Let aµ = (x̂µ + ip̂µ)/
√

2 and a†µ = (x̂µ − p̂µ)/
√

2 be the usual annihilation and creation
operators. We define the operators

Î =
1

2

∑

µ

a†µaµ =
1

2
(Ĥ − 1) , (3.7)

and

Ĵi =
1

2

∑

µν

a†µσ
i
µν aν , (3.8)

where σi is the ith Pauli matrix. Here we use the indices i, j, · · · = 1, 2, 3 to denote the
x, y, z Cartesian components of a 3-vector. Define Ĵ2 =

∑
i Ĵ

2
i . These operators satisfy the

usual commutation relations of the quantum rotation group SU(2),

[Ĵi, Ĵj ] = i
∑

k

εijkĴk , (3.9)

and

[Ĵ2, Ĵi] = 0 , [Î , Ĵi] = 0 . (3.10)

From the operator identity Ĵ2 = Î(Î + 1) and (3.7), we see that the eigenvalues of
Ĥ, which are integers n = 1, 2, . . . , are related to the label j for the SU(2) representations
through the relation j = (n− 1)/2. The eigenspace of Ĥ, or Î, is (2j+ 1)-dimensional, so it
consist of a single copy of the jth irrep of SU(2). The simultaneous eigenstates of Ĵ2 and
Ĵz are |j m〉 = |n1 n2〉, where n1 = j +m,n2 = j −m.

We now generalize the Schwinger model to N angular momenta. We index them
by the indices r, s, · · · = 1, . . . , N . The oscillator Hamiltonian, coordinates and momenta,
annihilation and creation operators become Ĥrµ, x̂rµ and p̂rµ, arµ and a†rµ, respectively.
The Hilbert space is L2(R2N ), so the wavefunctions are now ψ(x11, x12, x21, . . . , xN2). We
define the operators
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Îr =
1

2

∑

µ

a†rµarµ , (3.11)

Ĵrµ =
1

2
a†rµσ

i
µν arν , (3.12)

Ĵ2
r =

∑

i

Ĵ2
ri, (3.13)

Ĵi =
∑

r

Ĵri or Ĵ =
∑

r

Ĵr , (3.14)

Ĵ2 =
∑

i

Ĵ2
i . (3.15)

These satisfy the identities

Ĵ2
r = Îr(Îr + 1), (3.16)

and the commutation relations [Îr, Ĵsi] = [Îr, Ĵ
2
s] = 0. Moreover, each angular momentum

vector Ĵr, and each partial or total sum of these angular momenta, obeys the standard
SU(2) commutation relations among its components.

The N angular momenta operators generate an action of [SU(2)]N on the Hilbert
space. For instance, let us look at the simultaneous rotation of all angular momenta by the
same element of SU(2). The commutation relations

[Ĵi, arµ] = −1

2

∑

ν

σiµν arν , (3.17)

[Ĵi, a
†
rµ] = +

1

2

∑

ν

a†rν σ
i
νµ , (3.18)

express the transformation of the oscillators under infinitesimal quantum rotations. We
define a finite rotation operator in the axis-angle or Euler angle form, respectively, by

U(n, θ) = exp(−iθ n · J) , (3.19)

U(α, β, γ) = U(z, α)U(y, β)U(z, γ) , (3.20)

where n is a unit vector defining an axis of rotation, and θ is an angle of rotation about that
axis. The U operators form a faithful representation of SU(2). The exponentiated version
of (3.17) and (3.18) are

U †arµU =
∑

ν

uµνarν , U †a†rµU =
∑

ν

a†rν (u−1)νµ , (3.21)

where u = u(n, θ) or u = u(α, β, γ) are 2× 2 matrices given by

u(n, θ) = exp(−iθ n · σ/2) = cosθ/2− in · σ sin θ/2. (3.22)
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Similarly, the vector operators satisfy the conjugate relations

U †ĴriU =
∑

j

Rij Ĵrj , (3.23)

where R is the 3 × 3 orthogonal rotation matrix with the same axis and angle as U . The
relation between R and u is

Rij =
1

2
tr(u†σiuσj). (3.24)

This is the usual projection from SU(2) to SO(3), in which the inverse image of a given
R ∈ SO(3) is a pair (u,−u) in SU(2).

3.4 The Classical Mechanics of the Schwinger Model

Before we investigate the Lagrangian manifolds associated with the operators de-
fined in the quantum Schwinger model, we must understand the classical mechanics of the
Schwinger model, since the flows on the Lagrangian manifolds are Hamiltonian flows of
these symbols.

We start with a single angular momentum. The symbol of the quantum oscillators
are the classical oscillators Hµ = (1/2)(x2

µ + p2
µ) and H =

∑
µHµ. The classical configu-

ration space is R2 and the phase space is R4. We introduce complex coordinates on phase
space zµ = (xµ + ipµ)/

√
2 and zµ = (xµ − ipµ)/

√
2, where we use an overbar for complex

conjugation. These are simply the symbols of the creation and annihilation operators. The
variables zµ and izµ are canonically conjugate, so the Poisson bracket of two functions f
and g on phase space can be written as

{f, g} =
∑

µ

(
∂f

∂xµ

∂g

∂pµ
− ∂f

∂pµ

∂g

∂xµ

)
(3.25)

=
∑

µ

(
∂f

∂zµ

∂g

∂(izµ)
− ∂f

∂(izµ)

∂g

∂zµ

)
. (3.26)

Let us denote the Weyl symbol of an operator Â by sym(Â). Then we have

sym(Î) = I − 1

2
, sym(Ĵi) = Ji , (3.27)

where

I =
1

2

∑

µ

zµzµ =
1

2

∑

µ

|zµ|2 , (3.28)

and

Ji =
1

2

∑

µν

zµσ
i
µν zν , (3.29)
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for i = 1, 2, 3. We define the total angular momentum J2 =
∑

i J
2
i , which satisfies the

identity J2 = I2. Moreover, we have the Poisson bracket relations {I, Ji} = 0, {Ji, Jj} =∑
k εijkJk, {Ji,J2} = 0.

The Hamiltonian I generates a U(1) action on the phase space R4 or C2. The
Hamilton’s equations for I are

dzµ
dψ

=
dI

∂(izµ)
= − i

2
zµ ,

d(izµ)

dψ
= − dI

∂zµ
= − i

2
zµ , (3.30)

where ψ is the parameter of the orbits. These have the solutions

zµ(ψ) = exp(−iψ/2)zµ(0) , zµ(ψ) = exp(iψ/2) zµ(0) . (3.31)

A level set of I = j for j > 0 is S3, which is foliated into circles by the Hamiltonian flows
of I in (3.31). This foliation of S3 into circles is precisely the Hopf fibration [40, 58]. The
quotient space is S2 = S3/S1.

The Hamiltonians Ji generate an SU(2) group action on the phase space C2. Let
n be a unit vector and θ an angle. The solution of Hamilton’s equation for the Hamiltonian
n · J is

dzµ
dθ

=
∂(n · J)

∂(izµ)
= − i

2

∑

ν

(n · σ)µν zν , (3.32)

and its complex conjugate is

zµ(θ) =
∑

ν

u(n, θ)µν zν(0) . (3.33)

The functions Ji define a map π : R4 → R3, where R3 is the ‘angular momentum
space,’ the space with coordinates (J1, J2, J3). The map π is not one-to-one. Because the
definitions of the functions Ji in (3.29) do not depend on the overall phase of the spinors,
the inverse image of a point in the angular momentum space is a circle, the Hopf fiber.
These circles are precisely the orbits of the Hamiltonian flow of I (3.31).

The coordinates Ji provide a reduced Lie-Poisson bracket for functions f, g that
are constant on these circles. We write such a function as f(z1, z2, z1, z2) ≡ f(J). If f and g
are any two such functions, then their Poisson bracket can be computed directly in angular
momentum space via

{f, g} = J ·
(
∂f

∂J
× ∂g

∂J

)
. (3.34)

The complex coordinates (zµ, izµ) transform as a spinor under the Hamiltonian
flows generated by Ji. These Hamiltonian flows are the classical analog of (3.21). The
classical analog of (3.23) is that the values of the functions Ji under the Hamiltonian flows
is Ji =

∑
j RijJj , where R is the usual projection of U(n, θ) from SU(2) to SO(3).

We now have two spaces, the original ‘large phase space’ R4 or C2, and the ‘angular
momentum space’ R3. As we will see, the angular momentum space is useful for visualizing
the intersection of Lagrangian manifolds in terms of angular momentum vectors.
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The classical mechanic of N angular momenta is a simple generalization of the one
angular momentum case. We have 2N classical oscillators Hrµ = (1/2)(x2

rµ + p2
rµ). The

configuration space is (R2)N = R2N , the large phase space is (R4)N = R4N or (C2)N = C2N .
We define zrµ = (xrµ + iprµ)/

√
2, zrµ = (xrµ − iprµ)/

√
2,

Ir =
1

2

∑

µ

|zrµ|2 , (3.35)

Jri =
1

2

∑

µν

zrµ σ
i
µν zrν , (3.36)

as well as J2
r =

∑
i J

2
ri, Ji =

∑
r Jri, and J2 =

∑
i J

2
i .

The flow generated by Ir for a specific value of r is just a multiplication of the
rth spinor (zr1, zr2) by a phase factor exp(−iψr/2), leaving the other spinors unaffected.
The N commuting flows generated by all Ir’s constitute a U(1)N = TN action on the large
phase space.

As in the single angular momentum case, the Poisson bracket reduces to a Lie-
Poisson bracket,

{f, g} =
∑

r

Jr ·
(
∂f

∂Jr
× ∂g

∂Jr

)
, (3.37)

for functions f and g that are invariant along all the Ir flows.
Any partial or total sum of the angular momenta Jr generates an SU(2) action on

the large phase space, in that the SU(2) matrix u is applied to all spinors (zr1, zr2) whose
r values lie in the sum. For example, the total angular momentum J rotates all spinors
by the same rotation matrix u. These SU(2) actions on the large phase space project to
SO(3) actions on the angular momentum space. For instance, the flow generated by n · J,
parametrized by θ, has the following orbits in the angular momentum space:

Jri(θ) =
∑

j

R(n, θ)ij Jrj(0) , (3.38)

where R(n, θ) is the 3 × 3 rotation associated with u(n, θ). For example, Jz rotates all
vectors Jr about the z-axis.

For reference, we write out the components of Jr explicitly:

Jrx =
1

2
(zr1zr2 + zr2zr1) = Re (zr1zr2) , (3.39)

Jry =
1

2
(zr1zr2 − zr2zr1) = Im (zr1zr2) , (3.40)

Jrz =
1

2
(|zr1|2 − |zr2|2) . (3.41)

Thus the phase space of the Schwinger model has a fiber bundle structure, where
the fiber consists of the overall phases of the spinors, and the base space consists of the
angular momentum space. A point in the angular momentum space is represented by N
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classical angular momentum vectors. The fiber above a point in the angular momentum
space is an N -torus in the large phase space. The flow along the fiber is generated by the
flows of Ir. If we denote the angle variable conjugate to Ir by ψr, r = 1, . . . , N , then their
periods are 4π.

3.5 The 3j-Symbol in the Schwinger Model

We now define the 3j-symbol

(
j1 j2 j3
m1 m2 m3

)
(3.42)

as a scalar product of two quantum states in the Schwinger model of three angular momenta
H ⊗ H ⊗ H. The first state |j1j2j3m1m2m3〉 = |j1m1〉 |j2m2〉 |j3m3〉 is a simultaneous
eigenstate of one complete set of commuting observables (Î1, Î2, Î3, Ĵ1z, Ĵ2z, Ĵ3z). The second
state |j1j2j30〉 is the normalized state of the simultaneous eigenstate of another set of
observables (Î1, Î2, Î3, Ĵx, Ĵy, Ĵz), with eigenvalues (j1, j2, j3,0). Although the observables
in the second set do not all commute, the second state exists and is unique from the usual
rules for the addition of angular momenta. Disregarding the phase convention, we have

(
j1 j2 j3
m1 m2 m3

)
= 〈j1j2j3m1m2m3|j1j2j30〉 . (3.43)

Thus, we have expressed the 3j-symbol as an inner product between two eigenstates, associ-
ated with two sets of observables, (Î1, Î2, Î3, Ĵ1z, Ĵ2z, Ĵ3z) on the left and (Î1, Î2, Î3, Ĵx, Ĵy, Ĵz)
on the right.

We will apply the multidimensional WKB theory to find this scalar product, and
thereby find the asymptotic form of the 3j-symbol. From the symbols of the operators in
(3.27), we find the Hamilton-Jacobi equations for the operators Îr and Ĵrz are respectively

Ir = Jr , Jrz = mr , (3.44)

where we have defined the classical magnitude of the angular momentum vectors to be

Jr = jr + 1/2 . (3.45)

These define a Lagrangian manifold corresponding to the wavefunction of the eigenstate on
the left. We will call this manifold the jm-torus, for reasons that will become clear below.
The Hamilton-Jacobi equations for the observables Îr and Ĵi are respectively

Ir = Jr , Ji = 0 , (3.46)

which define a Lagrangian manifold corresponding to the wavefunction of the eigenstate on
the right. We will call this manifold the Wigner manifold. To prove that this level set is a
Lagrangian manifold, note that the differentials dAi are linearly independent, so the vector
fields Xi are too, and span a 6-dimensional tangent space to the manifold at each point.
Evaluating the symplectic form on these vector fields, we have w(Xi, Xj) = −{Ai, Aj}.
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These Poisson brackets all vanish in general, except for {Ji, Jj}, which happen to vanish on
the level set where J = 0. Thus the symplectic form restricted to the level set vanishes, so
the level set is Lagrangian, and (3.46) are Hamilton-Jacobi equations.

3.6 The Lagrangian Manifolds

Let us look at the jm-torus associated with the jm-state |j1j2j3m1m2m3〉. It is the
level set defined by Ir = Jr, Jrz = mr for r = 1, 2, 3. Since Ir = Ir1−Ir2 and Jrz = Ir1−Ir2,
the level set is also defined by the equivalent conditions

Ir1 =
1

2
(Jr +mr) , Ir2 =

1

2
(Jr −mr) . (3.47)

Since each of the six Irµ is a harmonic oscillator Hamiltonian times 1/2, a level
set of Irµ’s is a 6-torus. We may choose the coordinates to be the variables of evolution
of Irµ, which we will denote by θrµ. The Hamiltonian flow generated by Irµ multiplies zrµ
by exp(−iθrµ/2), while leaving all other z’s unaffected, as illustrated in figure 3.1. The
period of the angles θrµ is 4π, so the volume of the jm-torus with respect to the measure
dθ11 ∧ · · · ∧ dθ32 is (4π)6.

θrµ/2

xrµ

prµ

Figure 3.1: The flow generated by Irµ as seen in the xrµ-prµ plane.

These tori are also the orbits of the flows generated by the observable Ir and Jrz.
We denote the evolution variables of Ir and Jrz by ψr and φr, respectively. While canonical
coordinates (θrµ; Irµ) are convenient for calculating the action, (ψr, φr; Ir, Jrz) are more
convenient in visualizing the angular momentum vectors that correspond to the Lagrangian
manifold. Using a canonical transformation generated by

F2(θr1, θr2, Ir, Jrz) =
1

2
[θr1(Ir + Jrz) + θr2(Ir − Jrz)] , (3.48)

that implies Ir = Ir1 + Ir2, Jrz = Ir1 − Ir2, we find the relationship between the two
coordinates are
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ψr =
1

2
(θr1 + θr2) , φr =

1

2
(θr1 − θr2) . (3.49)

The Jacobian in this coordinate transformation is (1/2)3 = 1/8. Since the period for φr is
2π, we find the volume of the torus with respect to dψ1 ∧ dψ2 ∧ dψ3 ∧ dφ1 ∧ dφ2 ∧ dφ3 is

Vjm = (2π)3(4π)3 . (3.50)

Jz

Jx Jy

J1

J2

J3

Figure 3.2: Visualization of the jm-torus in the angular momentum space.

We will use the Jrz’s to evaluate the amplitude determinant, so the volume we will
use in the final formula is Vjm. The jm-torus can be projected to the angular momentum
space. Its image in angular momentum space is a 3-torus. The 3-torus can be visualized
as three classical vectors Jr in a single angular momentum space, with specified values
of m = Jrz, ‘precessing’ about the z-axis. See figure 3.2. Each point of this 3-torus is
associated with a 3-torus fiber, which consists of independently changing the overall phases
of the three spinors. The six-dimensional jm-torus is thus the Cartesian product T 3 × T 3.

Now let us turn our attention to the level set associated with the state |j1j2j30〉.
This is the level set of Ir = Jr and J = 0. For convenience, we denote the classical
observables (I1, I2, I3, Jx, Jy, Jz) collectively by Ai, i = 1, . . . , 6.

In the angular momentum space, the condition J = 0 put the three vectors J1, J2,
and J3 into three sides of a triangle. Up to orientation, this triangle is unique. For instance,
one such set of vectors is illustrated in figure 3.3, where we put J3 along the z-axis, with
J1 in the x − z plane with J1x > 0. The directions of the vectors are given by the angles
ηr, which lie in the range 0 ≤ ηr ≤ π. These angles are related to the interior angles of the
triangle. From the law of coine, we find the angles ηr are given by

cos η1 =
J2

1 − J2
2 − J2

3

2J2J3
, (3.51)

and cyclic permutations.
Given any two triangles with the same sides, there exists a unique rotation that

maps one into the other. Thus the Wigner manifold projected onto the angular momentum
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Jz

Jx

J3

J1

J2

η2 η1

η3

Figure 3.3: Visualization of the reference orientation for a point in the Wigner manifold in
the angular momentum space.

space R3 × R3 × R3 is diffeomorphic to SO(3). Since the inverse image of any given point
of angular momentum space is a 3-torus in the large phase space, the Wigner manifold is a
3-torus bundle over SO(3). However, this bundle is not a trivial bundle, because the SU(2)
lift of a closed path in SO(3) in the base manifold is not necessarily close in the large phase
space. For example, even though the SU(2) rotation u = −1 projects to the identity in
SO(3), it maps a point in the large phase space to a different point.

The bundle structure is illustrated in figure 3.4. The lower part of this figure refers
to the SO(3) manifold in the angular momentum space, and the vertical lines refer to the T 3

fibers. Pick a point A in this manifold, and let a be a point in the fiber above A. The SU(2)
rotation u = −1 moves a to a different point a′ in the same fiber above A. The same is true
for any other point b. If we follow the flows generated by the three Ir, parametrized by the
angles ψr, to range from 0 to 4π, and the flows generated by Ji to range over all of SU(2),
we cover the Wigner manifold exactly twice. In this way, we have a coordinate system for
the Wigner manifold, given by (α, β, γ, ψ1, ψ2, ψ3), the first three of which are Euler angles
on SU(2). With respect to the Haar measure on SU(2) and the obvious measure on the
3-tori, namely,

sinβ dα ∧ dβ ∧ dψ1 ∧ ψ2 ∧ ψ3 , (3.52)

the integral of this measure over the Wigner manifold is

VW =
1

2
(16π2)(4π)3 = 29π5 , (3.53)

where the factor 1/2 compensates for the fact that the Wigner manifold is covered twice in
this coordinate system.
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A B

π
a b

a′ b′SU(2)

SO(3)

TA TB

Figure 3.4: The 3-torus bundle structure of the Wigner manifold.

3.7 Intersection of Manifolds

The intersection of the two Lagrangian manifolds are defined by the conditions

Ir = Jr , Jrz = mr , Ji = 0 . (3.54)

These conditions are almost the same as (2.53), except Jr is equal to jr + 1/2 here, instead
of jr. Therefore we can find the intersections by following the procedure in section 2.6.1.
We start with a point in the Wigner manifold that projects to the point A in figure 3.3. To
intersect with the jm-torus, we first rotate this reference orientation about the y-axis by a
unique angle β, 0 ≤ β ≤ π, defined by

m3 = J3 cosβ , (3.55)

to obtain J3z = m3. The result of this rotation is shown in figure 3.5, for a certain negative
value of m3.

Next we rotate the triangle about J3 by an angle γ, which does not change J3 or
its projection, but rotates J1 and J2 in a cone, as illutrated in figure 3.6.

The result of applying the rotation

R(j3, γ)R(y, β) = R(y, β)R(j3, γ) (3.56)

to the vectors

J1 = J1




sin η2

0
cos η2


 , J1 = J2



− sin η1

0
cos η1


 , J1 = J3




0
0
1


 , (3.57)
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Jz

Jx

J3

J1

J2

β

m3

Figure 3.5: The angular momentum vectors after applying the rotation about the y-axis by
an angle β to the point in the Wigner manifold in the reference orientation.

Jz

Jx

Jy

J3

J2

Q

Q′

Cz

C3

γ

Figure 3.6: Once vector J3 has the desired projection m3, we rotate the triangle by angle
γ about the axis J3 to make J2 have its desired projection m2. This cannot always be
done for real angles γ, but when it can be done there are generically two angles that work,
illustrated by points Q and Q′ in the figure.
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in the reference orientation in figure 3.3 is given by

J1 = J1




cosβ cos γ sin η2 + sinβ cos η2

sin γ sin η2

− sinβ cos γ sin η2 + cosβ cos η2


 ,

J2 = J2



− cosβ cos γ sin η1 + sinβ cos η1

− sin γ sin η1

sinβ cos γ sin η1 + cosβ cos η1


 , (3.58)

J3 = J3




sinβ
0

cosβ


 .

We choose the angle γ so that either J1z = m1 or J2z = m2, which leads to

cos γ =
J1 cosβ cos η2 −m1

J1 sinβ sin η2
=
m2 − J2 cosβ cos η1

J2 sinβ sin η1
. (3.59)

If the common value of the two expressions on the right-hand side of (3.59) lies in the
range (−1,+1), then there are two real angles γ satisfying (3.59), corresponding to the two
points Q and Q′ in figure 3.6. Otherwise, we are in the classically forbidden region of the
3j-symbol. For simplicity, we will assume that we are in the classically allowed region. We
denote the root in the range [0, π] by γ, and the other root in [−π, 0] by −γ.

In this way, we obtain two points, P and P ′, that lie in the projection of the
intersection of the two Lagrangian manifolds in the angular momentum space. Since the
conditions (3.54) are invariant under overall rotations about the z-axis, we get a pair of
circles as solutions to (3.54) in the angular momentum space by applying such rotations
to P and P ′. Thus, the projection of the intersection of the jm-manifold and the Wigner
manifold is generically a pair of circles.

In the large phase space, the inverse image of this pair of circles under π is gener-
ically a pair of 3-torus bundles over a circle. Since the Ir-flows and the Jz-flow commute,
these bundles are trivial. Thus each intersection set is a 4-torus, on which coordinates are
(ψ1, ψ2, ψ3, φ), where φ is the angle of evolution along the Jz-flow. The volume of either
one of the 4-tori with respect to the measure dψ1 ∧ dψ2 ∧ dψ3 ∧ dφ is

VI =
1

2
(4π)4 . (3.60)

The reason why the jm-torus and the Wigner manifold intersect in a 4-torus is because the
lists of functions defining the two manifolds, (I1, I2, I3, J1z, J2z, J3z), (I1, I2, I3, Jx, Jy, Jz),
have three functions in common, and Jz in the second list is a function of (J1z, J2z, J3z) in
the first list.

We can replace the second list by another list to show explicitly the four variables
in common. We perform a canonical transformation

(φ1, φ2, φ3, J1z, J2z, J3z)→ (φ̃1, φ̃2, φ̃3, J̃1z, J̃2z, J̃3z) (3.61)

on the functions in the second list, generated by
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F2(φ1, φ2, φ3, J̃1z, J̃2z, J̃3z) = φ1J̃1z + φ2J̃2z + φ3(J1 − J̃1z − J̃2z) . (3.62)

This gives J̃1z = J1z, J̃2z = J2z, and J̃z = J1z + J2z + J3z and φ̃1 = φ1 − φ3, φ̃2 = φ2 − φ3,
and φ̃3 = φ3. This transformation has unit determinant, so the volume of the jm-torus
is still given by (3.50). Dropping the tildes, the second list is now (I1, I2, I3, J1z, J2z, Jz),
which has four functions in common with the first list.

3.8 The Amplitude Determinant

The amplitude determinant in the WKB theory is given by the determinant of
Poisson brackets between the distinct subsets of the two lists of observables. These subsets
are E = (J1z, J2z) in the A-list, and D = (Jx, Jy) in the B-list. Calculating this determinant
explicitly, we find

|det{E,D}| =

∣∣∣∣
{J1z, Jx} {J1z, Jy}
{J2z, Jx} {J2z, Jy}

∣∣∣∣ =

∣∣∣∣
Jy1 −Jx1

Jy2 −Jx2

∣∣∣∣
= |Jx1Jy2 − Jx2Jy1| = |z · (J1 × J2)| = 2∆z (3.63)

where ∆z is the projection of the area of the 1-2-3 triangle at an intersection point onto the
x-y plane. This quantity is invariant under rotations about the z-axis, so it is constant on
the intersection of the two Lagrangian manifolds.

3.9 The Action Integrals

The action functions SA and SB are defined relative to some reference point on
each manifold. For the jm-torus, we pick the point b where each zrµ is real and nonnegative.
According to (3.47), the spinors at this reference point are given explicitly by

(
zr1
zr2

)
=

( √
Jr +mr√
Jr −mr

)
. (3.64)

The projection of b onto angular momentum space is a set of vectors Jr r = 1, 2, 3, of given
lengths Jr, that lie in the x-z plane, with Jrz = mr and Jx ≥ 0. This is illustrated in figure
3.2.

As for the Wigner manifold, we take the reference point to be a point a in figure
3.4. The spinors at this point is given by

(
z11

z12

)
=
√

2J1

(
cos η2/2
sin η2/2

)
,

(
z21

z22

)
=
√

2J2

(
cos η1/2
− sin η1/2

)
, (3.65)

(
z31

z32

)
=
√

2J3

(
1
0

)
,
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where we have chosen zr1 to be real and positive for all r. This point projects onto the
standard orientation of the triangle, point A in figure 3.4, where the angular momentum
vectors have the values shown in (3.57).

Now to obtain a point c common to both the jm-torus and the Wigner manifold,
we lift the rotation (3.56) to an SU(2) rotation

u(y, β)u(z, γ) =

(
e−iγ/2 cosβ/2 −eiγ/2 sinβ/2

e−iγ/2 sinβ/2 eiγ/2 cosβ/2

)
, (3.66)

and apply it to the reference spinors (zr1, zr2), r = 1, 2, 3, in (3.65). Here the angles β and
γ are defined by (3.55) and (3.59). Thus we obtain the spinors at the common point c,
corresponding to γ, or c′, corresponding to −γ, in the intersection between the jm-torus
and the Wigner manifold,

(
z11

z12

)
=

√
2J1

(
e−iγ/2 cosβ/2 cos η2/2− eiγ/2 sinβ/2 sin η2/2

e−iγ/2 sinβ/2 cos η2/2 + eiγ/2 cosβ/2 sin η2/2

)
, (3.67)

(
z21

z22

)
=

√
2J2

(
e−iγ/2 cosβ/2 cos η1/2 + eiγ/2 sinβ/2 sin η1/2

e−iγ/2 sinβ/2 cos η1/2− eiγ/2 cosβ/2 sin η1/2

)
, (3.68)

(
z11

z12

)
= e−iγ/2

√
2J3

(
cosβ/2
sinβ/2

)
. (3.69)

The basic strategy in computing the action integrals for the WKB formula is
illustrated in figure 3.7. In computing the action Sjm on the jm-torus, we start at the
reference point b and follow the flows generated by Irµ, r = 1, 2, 3, µ = 1, 2 to reach the
common point c or c′. For the action SW on the Wigner manifold, we start at the reference
point a and follow the flows generated by the rotations (3.56) to reach the common points
c or c′.

jm-torus

b

a cc′

Wigner

Figure 3.7: The action integral Sjm is defined relative to a reference point a on the Wigner
manifold, and the action integral SW is defined relative to a reference point b on the jm-
torus.

In computing action integrals we use the identity

∑

rµ

prµdxrµ =
i

2

∑

rµ

(zrµ dzrµ − zrµ dzrµ) +
1

2
d
∑

rµ

xrµprµ . (3.70)
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The integral of the left-hand side is the usual action one would need for wavefunctions
ψ(x11, . . . , x32), but it can be replaced by the integral of the first differential form on the
right, for the following reasons. First, the integral of the exact differential on the right
contributes the difference in the function (1/2)

∑
rµ xrµprµ between the initial and final

points. But the final point is the common point of intersection between the jm-torus and
the Wigner manifold, so this contribution cancels when we subtract actions as in (3.6). As
for the initial points on the two manifolds, these have been chosen, in (3.64) and (3.65),
so that all zrµ are purely real, so prµ = 0. Thus the function in question vanishes at the
initial points. As for the integral of the first term on the right-hand side of (3.70), it can
be written as

S = Im

∫ ∑

rµ

zrµ dzrµ . (3.71)

For the action on the jm-torus, between initial point (3.64) and final point (3.67)-
(3.69), we follow a path consisting of flows of the functions Irµ = (1/2)|zrµ|2 taken one at
a time by angles θrµ. Along the Irµ-flow we have dzrµ/dθrµ = (i/2)zrµ, so the contribution
to Sjm is

Im

∫ θrµ

0

i

2
|zrµ|2 dθrµ = Irµθrµ , (3.72)

since Irµ is constant along its own flow and since θrµ = 0 at the reference point. Thus the
total action between initial and final points on the jm-torus is

Sjm =
∑

rµ

Irµθrµ . (3.73)

Since θrµ = 2 arg zrµ, where the spinors are those in (3.67)-(3.69), we can write the action
on the jm-torus as

Sjm = 2
∑

rµ

Irµ arg zrµ =
∑

r

Jr arg(zr1zr2) +
∑

r

mr arg(zr1zr2) . (3.74)

Using equations (3.67)-(3.69), this can be written as

Sjm = J3γ + J1 arg(cosβ sin η2 + sinβ cos γ cos η2 + i sinβ sin γ)

+J2 arg(− cosβ sin η1 + sinβ cos γ cos η1 + i sinβ sin γ)

+m1 arg(sinβ cos η2 + cosβ cos γ sin η2 + i sin γ sin η2)

+m2 arg(sinβ cos η1 − cosβ cos γ sin η1 − i sin γ sin η1) . (3.75)

Here the range of the arg function is taken to be [−π, 0). The values of Sjm on
the two branches differ by a sign. We shall write Sjm and −Sjm for γ and −γ, respectively.

Equation (3.75) can be rewritten in terms of cos−1 functions. We note that
arg(z11z12) = cos−1[Re(z11z12)/|z11z12|] and that |z11z12| =

√
J2

1 −m2
1, etc. We can also

use (3.59) to eliminate cos γ. This gives
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Sjm = J1 cos−1

(
J1 cosβ −m1 cos η2

sin η2 J1⊥

)
+ J2 cos−1

(
m2 cos η1 − J2 cosβ

sin η1J2⊥

)

+J3 cos−1

(
J1 cosβ cos η2 −m1

J1 sinβ sin η2

)
+m1 cos−1 cos−1

(
J1 cos η2 −m1 cosβ

sinβJ1⊥

)

−m2 cos−1

(
J2 cos η1 −m2 cosβ

sinβ J2⊥

)
. (3.76)

where

Jr⊥ =
√
J2
r −m2

r , (3.77)

and where the range of the cos−1 function is [0, π].
Now we consider the action on the Wigner manifold between the initial point

(3.65) and the final point (3.67)-(3.69). The path between these points is generated by the
product of rotations (3.66), so we consider the action integral (3.71) along a rotation by
angle θ generated by n · J. The Hamilton’s equations are dzrµ/dθ = (i/2)

∑
ν zrν(n · σ)νµ,

so we have

SW = Im

∫ θ

0

1

2

∑

rµν

zrν(n · σ)νµ zrµ dθ =

∫ θ

0
(n · J) dθ = (n · J) θ = 0 , (3.78)

where we have used (3.36), the fact that n · J is constant along its own flow, and the fact
that J = 0 on the Wigner manifold. The action vanishes. Thus, the phase of the matrix
element (3.43) is determined entirely by the action integral along the jm-torus. This is the
same relative phase function (2.95) in section 2.6.3, and it agrees with the result obtained
by Ponzano and Regge, Miller, and others.

3.10 The Asymptotic Formula

We now have the amplitude determinants and the action integrals, as well as the
the volume VI , VA = Vjm, VB = VW , from the general formula

〈b|a〉 =
2π√
VAVB

∑

br

VI
ei(S−µπ/2)

|det{E,D}| , (3.79)

we obtain to within an overall phase the result of Ponzano and Regge,

(
j1 j2 j3
m1 m2 m3

)
= (phase)× cos(Sjm + π/4)√

2π∆z
. (3.80)

Here we have used the known result that the relative Maslov index is 1, without deriving
it.
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3.11 Conclusions

By comparing the semiclassical calculation in this chapter with the calculation in
the Bargmann representation in chapter 2, we see that the calculations in this chapter are
more geometrical in the semiclassical analysis. Moreover, many of the tedious calculations
from chapter 2 are reduced to problems in classical mechanics, where powerful techniques
from symplectic geometry become available.

In this chapter, we have carefully chosen the reference points on the two Lagrangian
manifolds, in order to use the one-form (3.71) to calculate the action integral for SA and
SB at the two intersection points. If all we wanted was the difference between the relative
actions SA−SB, evaluated at the two intersection points, then such careful choices are not
necessary, as we will see in the semiclassical analysis of the 6j-symbol in chapter 4. In fact,
the relative phase for the 6j-symbol becomes a symplectic area on a 2-sphere through the
classical technique of symplectic reduction, and is therefore independent of the reference
points.

An obvious generalization of the basic methods in this chapter is to extend our
analysis from SU(2) to SU(3), which is the gauge group in quantum chromodynamics
(QCD). This is a promising avenue for future research, since there exists a Schwinger type
model for SU(3) [29] in terms of quantum harmonic oscillators, and spin networks are known
to be useful for lattice gauge theory of QCD [31, 30].
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Chapter 4

Semiclassical Analysis of the
Wigner 6j-Symbol

4.1 Introduction and Summary

We apply multidimensional WKB theory to the Schwinger model of four angular
momenta to find the asymptotic formula for the Wigner 6j-symbol. We pay special attention
to the action integral, which we will calculate using two independent methods. The first
method relies on symplectic reduction, where the reduced phase space of the 6j-symbol is
the 2-sphere of Kapovich and Millson [45]. The second method is a more direct calculation
that can be generalized to higher 3nj-symbols.

The Wigner 6j-symbol, or Racah W -coefficient, is the simplest, nontrivial, closed
spin network. It has many applications in atomic, molecular and nuclear physics. Such
applications are described in the book by Edmonds [35]. More recently the 6j-symbol and
other 3nj-symbols have found applications in quantum computing [54] and in algorithms
for molecular scattering calculations [2, 34, 6, 5, 7]. In general, spin networks are important
in lattice QCD and in loop quantum gravity, where they provide a gauge-invariant basis.

There have been geometric derivations of the Wigner 6j-symbol based on the
technique of geometric quantization by Roberts [72] and Charles [28]. See chapter 2 for
how those geometric method and the WKB method in this chapter are related to the
Bargmann representation. The model used in this chapter bear the closest relation to the
four angular momenta model used in the paper by Charles [28], where the 2-sphere reduced
space also appears. In addition, there has been some work on the q-deformed 6j-symbol,
important for the regularization of the Ponzano-Regge spin-foam model [82, 62, 60] and
for its possible connection to quantum gravity with cosmological constant. In particular,
Mizoguchi and Tada [56], and later Taylor and Woodward [80], applied the discrete WKB
method of Schulten and Gordon to the q-deformed 6j-symbol, and obtain its asymptotic
formula. The results are geometrically interesting, but it seems that at present there is no
geometrical treatment of the asymptotics of the q-deformed 6j-symbol.

Our calculation of the 6j-symbol in this chapter serves to illustrate the simplifi-
cations offered by our semiclassical techniques to the calculation of the relative phase. In
addition, it lays the foundation for developments of new results. These new results include a
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new uniform approximations for the 6j-symbol in chapter 5, and a new asymptotic formula
for the 9j-symbol in chapter 6.

The outline of this chapter is as follows: in section 4.2, we define the 6j-symbol as
a scalar product of two wavefunctions in the Schwinger space of four angular momenta. We
then perform semiclassical analysis to derive the WKB formula for this scalar product. First,
we analyze the Lagrangian manifolds and derive their volumes in section 4.3. Then we find
the intersections of the Lagrangian manifolds and derive their volumes. Finally, we calculate
the amplitude determinant in section 4.5 and the action integral using a reduced phase space
in section 4.6. We then put the results together and derive the asymptotic formula for the
6j-symbol in section 4.7. In section 4.8, we provide an independent derivation of the action
integral in the large phase space. The last section contains conclusions and discussions.

4.2 The 6j-Symbol in the Schwinger Model

The 6j-symbol is a recoupling coefficient in the addition of four angular momenta.
The Hilbert space is K = Hj1 ⊗ Hj2 ⊗ Hj3 ⊗ Hj4 , where each Hjr is a Schwinger angular
momemtum space. See chapter 3 for more details on the Schwinger space. In the invariant
subspace Z of the total angular momentum, standard recoupling theory gives three ways
of constructing an orthonormal basis. One way is to couple angular momenta according to
the scheme 1 + 2 = 12, 12 + 3 = 123, 123 + 4 = 0, giving normalized states |A〉 = |j12〉.
Another way couples according to the scheme 2 + 3 = 23, 1 + 23 = 123, 123 + 4 = 0, giving
us normalized states |B〉 = |j23〉. A third way gives |j13〉, which we will not make use here.

The Wigner 6j-symbol is proportional to the scalar product between the two states
|A〉 and |B〉 in Z, that is,

{
j1 j2 j12

j3 j4 j23

}
=

(−1)j1+j2+j3+j4
√

(2j12 + 1)(2j23 + 1)
〈B|A〉 , (4.1)

where the states |A〉 and |B〉 above can be expressed as eigenstates of complete sets of
operators,

|A〉 =

∣∣∣∣
Î1 Î2 I3 Î4 Ĵ2

12 Ĵtot

j1 j2 j3 j4 j12 0

〉
, (4.2)

|B〉 =

∣∣∣∣
Î1 Î2 I3 Î4 Ĵ2

23 Ĵtot

j1 j2 j3 j4 j23 0

〉
, (4.3)

in a notation that we will use to list the operators and their associated quantum numbers
for a particular state. The operators Îr and Ĵri, r = 1, 2, 3, 4, i = 1, 2, 3, are defined by
Schwinger’s representation, as follows:

Îr =
1

2

∑

rµ

â†rµâµ , Ĵri =
1

2

∑

µν

â†rµ(σ)iµν ârν , (4.4)

where ârµ and â†rµ are the usual annihilation and creation operators for the µth quantum
oscillator in the rth Schwinger angular momentum space. The intermediate and total
angular momentum operators are sums of the vector operators Jr, defined as follows:
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operator Weyl symbol

Îr Ir − 1/2

Ĵr Jr
Ĵtot Jtot

Ĵ12 J12

Ĵ23 J23

Ĵ2
r J2

r − 3/8

Ĵ2
12 J2

12 − 3/4

Ĵ2
23 J2

23 − 3/4

Table 4.1: Weyl symbols of selected operators. In rows containing operators Îr, Ĵr and Ĵ2
r ,

r = 1, . . . , 4.

Ĵ12 = Ĵ1 + Ĵ2 , (4.5)

Ĵ23 = Ĵ2 + Ĵ3 , (4.6)

Ĵtot = Ĵ1 + Ĵ2 + Ĵ3 + Ĵ4 . (4.7)

4.3 The Lagrangian Manifolds

The eigenvalue equations for the A- and B-lists of operators in (4.2) - (4.3) lead
to Hamilton-Jacobi equations that correspond to two lists of classical observables,

A = (I1, I2, I3, I4,J
2
12,Jtot), (4.8)

B = (I1, I2, I3, I4,J
2
23,Jtot), (4.9)

where the functions Ir and Jri, r = 1, 2, 3, 4, are defined as follows:

Ir =
1

2

2∑

µ=1

zrµzrµ , Jri =
1

2

2∑

µ=1

zrµ(σi)µνzrν . (4.10)

These functions are the Weyl symbols of the corresponding operators. The correspondences
between operators and their symbols are listed in table 4.1.

As discussed in chapter 3, the Lagrangian manifolds that support the semiclas-
sical approximations to the states |A〉 and |B〉 are the level sets of these lists of classical
observables in the phase space Φ4j = (C2)4 = C8. We will call the level sets of the A- and
B-lists the A- and B-manifolds, respectively.

We denote the lists of contour values, which are related to the eigenvalues in the
asymptotic limit, by a and b. We have
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a = (J1, J2, J3, J4, J
2
12,0) , (4.11)

b = (J1, J2, J3, J4, J
2
23,0) , (4.12)

where Jr = jr + 1/2, r = 1, 2, 3, 4, 12, 23. Let us work with the A-manifold first, since the
analysis for the B-manifold is completely analogous.

J1

J2

J3

J4

J12

Figure 4.1: Visualizing the A-manifold in angular momentum space

Let us pick a point on the A-manifold, and evaluate the vector functions Jr,
r = 1, . . . , 4 to find its projection in the angular momentum space. These vectors can be
arranged into a geometric figure in R3, as follows. We compute the vector J12 = J1 + J2,
and arrange the vectors (J1,J2,−J12) to create a triangle with sides (J1, J2, J12). Also,
since Jtot = 0, we can arrange the vectors (J3,J4,J12) into a second triangle, creating a
figure like figure 4.1. The condition A = a does not fix the dihedral angle between the
two triangles at the edge J12, nor does it specify the orientation of the tetrahedron having
these two triangles as two of its faces. Thus, using an action of the group SO(2) × SO(3)
generated by J2

12 and Jtot, regarded as observables on the angular momentum space, we can
find all the other vectors that satisfy the conditions A = a. Thus we see that the projection
of the A-manifold onto the angular momentum space is topologically SO(2)× SO(3). The
SO(2) action generated by J2

12 projects to a “butterfly” motion illustrated in figure 4.2, in
which the butterfly flaps one of its wings. As the triangle 1-2-12 rotates around the edge
12, the length |J23| varies between a maximum and minimum value. The minimum value
is reached when triangles 1-2-12 and 3-4-12 lie in the same plane on the same side of line
12, and the maximum is reached on the opposite sides of line 12.

At each point in this projection, there is a 4-torus fiber, where Ir, r = 1, . . . , 4,
generate the flows along the fiber. Thus we have an action of U(1)5 × SU(2) on the A-
manifold the large phase space, which projects onto an action of SO(2) × SO(3) in the
angular momentum space.

To find the topology of the A-manifold, we first find the isotropy subgroup of
the U(1)5 × SU(2) action on a point x0 on this manifold. If we denote coordinates on
U(1)5 × SU(2) by (ψ1, ψ2, ψ3, ψ4, θ, u), where u ∈ SU(2) and where the five angles are



54

J1

J2

J3

J4

J12

j12

θ

J23

Figure 4.2: The function J2
12 generates a rotation about axis j12 of vectors J1 and J2,

rotating triangle 1-2-12 by an angle θ while leaving triangle 3-4-12 fixed. The result is a
family of tetrahedra with different values of J23, which is a function of θ.

the 4π-periodic evolution variables corresponding to (I1, I2, I3, I4,J
2
12), respectively, then

the isotropy subgroup is generated by two elements, say, x = (2π, 2π, 2π, 2π, 0,−1) and
y = (0, 0, 2π, 2π, 2π,−1). The isotropy subgroup itself is the group with four elements
e, x, y, xy = (Z2)2. Thus the A-manifold is topologically U(1)5×SU(2)/(Z2)2. The analysis
is the same for the B-manifold.

Now it is easy to find the invariant measure on the A- and B-manifolds. It is
dψ1 ∧dψ2 ∧dψ3 ∧dψ4 ∧dθ∧du, where du is the Haar measure on SU(2). Thus, the volume
of the A- or B-manifold with respect to this measure is

VA = VB =
1

4
(4π)5 × 16π2 = 212π7 , (4.13)

where the 1/4 compensates for the 4-element isotropy subgroup.

4.4 Intersections of Manifolds

The intersections of the projections of the two Lagrangian manifolds in the angular
momentum space are the solutions to the following equations:

|Jr| = Jr ,

4∑

r=1

Jr = 0 ,

|J1 + J2| = J12 , |J2 + J3| = J23 , (4.14)

where Jr = jr + 1/2, r = 1, . . . , 4, J12 = j12 + 1/2 and J23 = j23 + 1/2.
A nice way of constructing these vectors uses the singular value decomposition of

the Gram matrix of dot products. We define three auxiliary vectors
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A1 = J1 , (4.15)

A2 = J1 + J2 = J12 , (4.16)

A3 = J1 + J2 + J3 = −J4 , (4.17)

which are the three vectors running along the edges emanating from the lower left vertex in
figure 4.3. We arrange these vectors as columns of a 3× 3 matrix F , and we let G = F TF ,
where T means transpose. Then G is the symmetric, nonnegative definite Gram matrix of
dot products, that is,

Gij = Ai ·Aj . (4.18)

The components of G can be found in terms of the six lengths Jr, r = 1, 2, 3, 4, 12, 23, as
follows:

G11 = A2
1 = J2

1 , G22 = A2
2 = J2

12 , G33 = A2
3 = J2

4 ,

G12 = G21 = A1 ·A2 =
1

2
(J2

12 + J2
1 − J2

2 ) ,

G13 = G31 = A1 ·A3 =
1

2
(J2

1 + J2
4 − J2

23) , (4.19)

G23 = G32 = A2 ·A3 =
1

2
(J2

12 + J2
4 − J2

3 ) .

Suppose the singular decomposition of F is F = UDV T , where U and V are real orthogonal
matrices and D is a real diagonal matrix, containing the real singular values di on the
diagonal. Then G = V D2V T , so V is the orthogonal matrix that diagonalizes G and the
eigenvalues of G are d2

i . In order to find F , we first construct G by (4.19) and diagonalize
it to obtain V and the eigenvalues d2

i of G. If these eigenvalues are nonnegative, then their
square roots are the singular values di of F , and the matrix D is determined. This does
not determine U , but that matrix amounts to an overall rotation of the tetrahedron which
is arbitrary anyway. So we can set U to anything convenient, such as the identity matrix.
Then we have F = DV T , and the vectors Ai can be obtained as the columns of F . From
these we can find the J’s by inverting (4.19) and using J12 = J1 + J2 and J23 = J2 + J3.
The resulting vectors Jr, r = 1, 2, 3, 4, J12, J23 in the angular momentum space form a
tetrahedron, which is illustrated in figure 4.3.

This method not only gives an explicit solution to (4.14) for these vectors, it
also shows that they are unique to within an overall action of O(3). The group O(3) can
be conveniently decomposed into proper rotations in SO(3) and spatial inversion. It is a
basic fact of geometrical figures in R3 that spatial inversion is not equivalent to any proper
rotation unless the figure is planar. Therefore, the solution set of (4.14) in the angular
momentum space in general consists of two disconnected subsets, each diffeomorphic to
SO(3), related by spatial inversion. Each subset consists of tetrahedra of nonzero volume
related by proper rotations. At values where the tetrahedron is flat but still 2-dimensional,
the two subsets merge into one, which is still diffeomorphic to SO(3).
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J4

J12

J23

J2 J3

J1

Figure 4.3: One of the two intersections is represented by a tetrahedron with the six lengths
Jr, r = 1, . . . , 4, J12, and J23. The other intersection is represented by its mirror image.

The inverse image of π at each point of the intersection set in the angular mo-
mentum space is a 4-torus fiber in the large phase space. Any point in this fiber satisfies
the conditions (4.14). Thus, in general, the intersection of the A- and B-manifolds in the
large phase space consists of two disconnected subsets, where each subset is a 4-torus bun-
dle over SO(3). These subsets are 7-dimensional, so the A- and B-manifolds, which are
8-dimensional, intersect in two 7-dimensional submanifolds. The situation can be visualized
as in figure 4.4, where A ∩B = I1 ∪ I2, and where I1 and I2 are the connected intersection
sets. Each intersection set is an orbit of the group U(1)4 × SU(2). The U(1)4 action is
generated by Ir, r = 1, . . . , 4, and represents the phases of the four spinors. The SU(2)
action is generated by the total angular momentum Jtot.

A

A

B

I2 I1

B

Figure 4.4: An illustration of the intersection of the two 8-dimensional A- and B-manifolds
in the large phase space. The two intersections I1 and I2 are 7-dimensional.

The isotropy subgroup of this group is Z2, generated by element (2π, 2π, 2π, 2π,−1)
in the coordinates (ψ1, ψ2, ψ3, ψ4, u) for the group actions of U(1)4 × SU(2), where u ∈
SU(2). The volume of the intersection manifold I1 or I2 with respect to the measure
dψ1 ∧ dψ2 ∧ dψ3 ∧ dψ4 ∧ du is

VI =
1

2
(4π)4 × 16π2 = 211 π6 , (4.20)
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where the 1/2 compensates for the two element isotropy subgroup.

4.5 Amplitude Determinant

The amplitude determinant in the WKB theory is given by the determinant of
Poisson brackets between the two distinct subsets of the lists of observables. These subsets
are D = J2

12 in the A-list, and E = J2
23 in the B-list. However, since we have used dθ in

the volume form on the A- and B-manifolds when computing the volumes VA and VB in
(4.13), we should use instead D = J12 = j12 · J12 in the A-list, and E = J2

23 = j23 · J23 in
the B-list. The Poisson bracket for the amplitude evaluated at the intersection manifold I1

is then given by

{E, D} = {J12, J23} =
J2 · [(J2 + J3)× (J1 + J2)]

|J12| |J23|
=

6V

J12J23
, (4.21)

where V is the signed volume of the tetrahedron, 6V = J1 × (J2 × J3), and where we have
used (3.34) to evaluate the Poisson bracket. Thus the two stationary phase sets have the
same amplitude.

Note that the amplitude |Ω|1/2 contains the factor

√
J12J23 =

1

2

√
(2j12 + 1)(2j23 + 1) , (4.22)

which cancels the square roots seen in the definition of the 6j-symbol in (4.1).

4.6 The Action Integral in the Reduced Phase Space

Since the A- and B-manifold intersect at two subsets I1 and I2, the WKB formula
for the inner product 〈A|B〉 has two terms, that is,

〈B|A〉 =
(2πi)1/2

√
VAVB

VI |Ω|1/2 (exp[i[SA1 − SB1 − µ1π/2]] + exp[i[SA2 − SB2 − µ2π/2]]) ,

(4.23)
where SAi and SBi are the actions SA(x) and SB(x), respectively, evaluated on the two
intersection Ii, i = 1, 2. Figure 4.5 illustrates two points p1 and p2 on the intersection
manifolds I1 and I2, respectively, as well as paths that may be used to compute the actions
SA and SB.

Let us define

S1 = SA1 − SB1 , S2 = SA2 − SB2 . (4.24)

Since we are not fixing the overall phase, we can factor out a common phase factor to find

ei(S1−µ1π/2) + ei(S2−µ2π/2)

= ei(S1+S2)/2−i(µ1+µ2)π/4
(
ei(S1−S2)/2+i(µ2−µ1)π/4 + ei(S2−S1)/2+i(µ1−µ2)π/4)

)

= ei(S1+S2)/2−i(µ1+µ2)π/4 cos [(S2 − S1)/2− (µ2 − µ1)π/4] .
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A

B

I2 I1

p1p2

a0

b0

B

A

Figure 4.5: Paths for computing action functions SA and SB relative to initial points a0

and b0 on the two manifolds are shown.

Thus, disregarding an overall phase, we only need to calculate the relative phase S = S2−S1

to compute the WKB formula. Moreover, S can be expressed as a line integral along the
path that goes from p1 to p2 along the A-manifold and then back to p1 along the B-manifold,
as illustrated in figure 4.4. That is,

S = S2 − S1 =

∫ p2

a0

−
∫ p2

bi

−
∫ p1

a0

+

∫ p1

b0

p dx =

∮
p dx . (4.25)

The loop integral can also be rewritten by Stokes’ theorem as an integral of the symplectic
two form over an enclosed area, since on Φ4j = C8 all cycles are boundaries. By carefully
choosing the path, we can assume that the winding numbers around the 4-torus in the
intersection sets I1 and I2 are all zero, so the loop is also a boundary in the level set of
(I1, I2, I3, I4,Jtot). We calculate the loop integral by projecting the symplectic area enclosed
onto an area in a reduced phase space, through a symplectic reduction by the symmetries
generated by (I1, I2, I3, I4,Jtot).

We carry out the symplectic reduction [1, 53] in two steps. In the first step, we
start with the level set Ir = Jr in the large phase space (C2)4, which is the product of
3-spheres (S3)4. The Ir, r = 1, . . . , 4, generate the action of the group U(1)4, corresponding
to the phases of the four spinors. After dividing this level set by the U(1)4 action, we obtain
the space of orbits Σ4j , which is topologically (S2)4, consisting of the set of four vectors
Jr in R3, r = 1, . . . , 4, with fixed lengths |Jr| = Jr. The space Σ4j is 8-dimensional. In
the second step, we consider the level set of the momentum map of the action of SO(3) on
Σ4j , given by Jtot = 0. This manifold consists of the set of four vectors Jr in R3 of fixed
lengths Jr such that

∑
r Jr = 0. The vectors can be placed end-to-end to form a closed link,

that is, a four-sided polygon in R3. After dividing by the SO(3) action, which changes the
orientation of the four-sided polygon, we obtain the shape space of the four-sided polygon.
This is the reduced phase space, which we denote by Γ.

A point in this space specifies a quadrilateral in R3, modulo overall proper rota-
tions. We can draw in the two remaining edges, of lengths J12 and J23 to fill in a tetrahedron.
The lengths J12 and J23 are variable functions on this reduced space. In fact, any rota-
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tionally invariant quantity associated with the tetrahedron, such as the dihedral angles, the
areas of the faces, the signed volume, etc, is also a function on Γ.

It is easy to find two independent functions on Γ as coordinates on it. We may
take one coordinate to be J12. For a fixed value of J12, the allowed set of shapes is generated
by executing the butterfly motion about the axis J12, that is, rotating the triangle 1-2-12
about this axis, relative to the 3-4-12 triangle, so the remaining coordinate can be taken
to be the dihedral angle φ12 at the edge 12. Thus, coordinates on Γ can be taken to be
(J12, φ12).

For each value of J12, a circle of shapes is generated as φ12 goes from 0 to 2π.
However, at the endpoints where J12 reaches its maximum or minimum values, and one
of the 1-2-12 or 3-4-12 triangles degenerates into a line, there is only a single shape. For
example, the case J12 = J12,min = |J1−J2| is illustrated in part (a) of figure 4.6. In this case
the rotation of vectors J1 and J2 about the axis J12 does not change the shape. Similarly,
part (b) illustrates the case J12 = J12,min = |J3 − J4|. In both cases, the J2

12-action rotates
the 1-2-12 triangle, but does not change the shape since the new configurations that result
are related to the original ones by an overall SO(3) transformation. A similar analysis
applies for the case J12 = J12,max.

(a) (b)

J1

J2

J3

J4

J1

J2 J3

J4

Figure 4.6: When J12 is at its lower limit for given (J1, J2, J3, J4), the shape of the tetrahe-
dron degenerates into the shape of a flag, which is not changed under the J2

12-action. Thus
the lower limit corresponds to only one point of the reduced phase space.

We see that the set of shapes generated in this manner for all allowed values of
J12 is a cylinder with two endpoints pinched to two points, creating a topological sphere.
We conclude that Γ = S2 topologically.

The symplectic form on Γ may be obtained by projecting ω = dp∧dx on Φ4j = C8

to Γ = S2, but it is easier just to notice that φ12 is the parameter of evolution along the
flow generated by J12, so (φ12, J12) form a canonically conjugate (q, p) pair on the sphere.
The same obviously applies to J23 and its conjugate dihedral angle φ23, so we have

dJ12 ∧ dφ12 = dJ23 ∧ dφ23 , (4.26)

indicating two sets of canonical coordinates on Γ, related by canonical transformations.
These are examples of the action-angle variables discovered by Kapovich and Millson
[44, 45]. The area of the sphere Γ with respect to the form dJ12 ∧ dφ12 is obviously just
2π(J12,max − J12,min). The area is 2πD, where D = dimZ.

The A-manifold projects to a level set of J12 in Γ. To plot these level sets of
J12, we map Γ into a unit 2-sphere in R3 with standard coordinates (x, y, z) by associating
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(φ12, J12) with a standard set of spherical angles (θ, φ), where φ = φ12 and θ is defined by

J12 = J12,min +
D

2
(1 + cos θ) . (4.27)

Then the symplectic form on the sphere is (−1/2)D sin θdθ ∧ dφ.
The quantized orbits of J12 on the space Γ are illustrated in part (a) of figure 4.7,

for D = 4. The orbits are just small circles. The minimum and maximum values of J12 are
at the south and north poles, respectively.

The length J23 as a function of J1, J2, J3, J4, J12 and φ12 can be derived from the
geometry of the tetrahedron. It is given by [76]

J2
23 =

1

2J2
12

[
(J2

12(−J2
12 + J2

1 + J2
2 ) + J2

3 (J2
12 + J2

1 − J2
2 ) + J2

4 (J2
12 − J2

1 + J2
2 )
]

+
8

J2
12

F (J12, J1, J2)F (J12, J3, J4) cosφ12 , (4.28)

where F (a, b, c) is the area of a triangle with sides a, b, c, that is,

F (a, b, c) =
1

4
[(a+ b+ c)(−a+ b+ c)(a− b+ c)(a+ b− c)]1/2 . (4.29)

The B-manifold projects onto a level set of J23. Some of these J23 level sets are illustrated
in parts (b) and (c) of that figure. The function J23 has a minimum on the x-z plane with
x > 0, and increases monotonically toward a maximum on the same plane with x < 0. The
orbits are symmetric across the plane θ12 = 0.

The intersection sets I1 and I2 of the A- and B-manifolds project onto the inter-
section points of the level sets of J12 and J23 on Γ, which are labelled P and Q in part (d) of
figure 4.8, respectively. We associate P with I1. Since the point P lies in the region y < 0,
which satisfies V < 0, we take I1 as the intersection manifold upon which V < 0.

Consider a path on Γ that starts at P , and follow the level set of J12 to Q, and
then back to P along the level set of J23. This path is the projection of the loop for the
integral (4.25) in the large phase space Φ4j . We note that the space Φ4j and Γ are related
by symplectic reduction, so the symplectic area of the shaded region in Γ, as shown in part
(f) of figure 4.7, is equal to the symplectic area of the region bounded by the closed loop
for the action integral in the level set of (I1, I2, I3, I4,Jtot). Thus

S = 2

∫ J12

J12, lower

φ12 dJ12 , (4.30)

where J12, lower is the minimum value of J12 on the level set of J23.
Using the Schläfli identity [76], which states

d

(∑

i

Jiφi

)
=
∑

i

φidJi , (4.31)

we have
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Figure 4.7: Orbits on the reduced phase space. In (a), orbits of J12; in (b) and (c), of J23;
in (d), of J13; in (e), of the volume V . Part (f) shows the orbits relevant to the 6j-symbol.
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∂

∂J12

(∑

i

Jiφi

)
= φ12 , (4.32)

where i = 1, 2, 3, 4, 12, 23, and φi are the internal dihedral angles expressed as functions of
the six Ji. Thus the anti-derivative of φ12 is

∑
i Jiφi, and we find

S = 2
∑

i

Jiφi + S0 , (4.33)

where S0 is an integration constant. This constant can be found by evaluating S at J12, lower.
The result is that S0 is a half-integer multiple of π. See (5.92) in chapter 5 for more details.
Thus, we conclude that

S = 2
∑

i

Jiφi + S0 = −2
∑

i

Jiψi +
nπ

2
, (4.34)

where the constant term contributes to the overall phase and the Maslov index.

4.7 The Asymptotic Formula

Thus, based on the pieces of the formula (4.23) we have determined so far, we find
the asymptotic formula for the 6j-symbol,

{
j1 j2 j12

j3 j4 j23

}
= (phase)× 1√

12π|V |
cos

[∑

i

Jiψi + π/4

]
, (4.35)

where we have guessed the Maslov index.

4.8 The Action Integral in the Large Phase Space

Let us find an explicit loop in the large phase space Φ4j , and calculate the relative
phase S more directly from an action integral on this loop. This provides an independent
verification of the result for the relative phase in (4.34).

In computing the relative phase, we note that the loop integral in (4.25) can be
evaluated with respect to the complex one-form

∮ ∑

rµ

prµ dxrµ = Im

∮ ∑
zrµdzrµ , (4.36)

which differ from the symplectic form by an exact form. See (3.71) for more information
on this complex one-form.

We shall construct the loop by following the Hamiltonian flows of the observables
(I1, I2, I3, I4,J, J

2
12, J

2
23). Let us start at a point p at the intersection I1 that has V < 0.

Since the flows generated by (I1, I2, I3, I4,J) confine us to I1, we follow the J2
12-flow, and

trace out a path on the A-manifold that takes us to a point q on I2. Similarly, to go back
to another point p′ in I1, we follow the J2

23-flow, and trace out a path on the B-manifold.
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Figure 4.8: The J2
12-flow takes us from a point p of intersection manifold I1 along the A-

manifold to a point q of maniofld I2; and then the J2
23-flow takes us back to point p′ of I1.

To close the loop it is necessary to connect p′ to p inside I1.

Finally, we follow the flows generated by (I1, I2, I3, I4,J) to trace out a path from p′ back
to p along I1.

The J2
12-flow rotates triangle 1-2-12 about the axis j12 = J12/J12, while leaving

triangle 3-4-12 fixed. By choosing the angle of rotation to be twice the interior dihedral
angle along edge 12, that is, 2φ12, as illustrated in part (a) of figure 4.9, we get another
tetrahedron with the same edge lengths, but with an inverted volume, as illustrated in part
(b) of that figure. Thus, 2φ12 is the correct angle to reach a point in I2. Similarly, the
J2

23-flow rotates triangle 2-3-23 about the axis j23, while leaving 1-4-23 triangle fixed. To
get back to a point p′ in I1, we choose the angle of rotation to be twice the interior dihedral
angle along edge 23, that is, 2φ23, as illustrated in part (c) of figure 4.9. The result is
part (d) of that figure, a tetrahedron in which the volume has been inverted a second time,
taking us back to the original, negative, volume in part (a).

To close the loop, we must get back to the starting point p from p′ in I1, by
following the flows generated by (I1, I2, I3, I4,J). We first apply an SU(2) action generated
by J to the point p′ to reach another point p′′ in I1, whose projection onto the angular
momentum space is an SO(3) transformation of the tetrahedron in part (d) of figure 4.9,
returning it to the original orientation in part (a) of that figure. Then we follow the flows
of Ir, r = 1, . . . , 4 to transform the overall phases of the four spinors back to their original
values at p.

The necessary SO(3) rotation is uniquely determined by its transformation on one
of the triangle faces of the tetrahedron. Notice that the vector J4 is fixed by both the
J2

12-flow and the J2
23-flow. Thus, the SO(3) rotation must be a rotation about J4. Let us

look at the transformation of the triangle 1-4-23 from part (a) to part (d) of figure 4.9.
The effect of the J2

12-flow on J1 is the same as that of a rotation about J4 by an angle 2φ4,
twice the internal dihedral angle along edge 4, since both rotations effectively reflect J1

across the triangle 1-4-23. To undo its effect on J1, we apply a rotation about −j4 by the
angle 2φ4. Since the J2

23-flow does not change J1, this rotation about −j4 is the necessary
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Figure 4.9: A cycle of rotational transformations that takes a tetrahedron in R3 back into
itself.
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SO(3) rotation that returns the tetrahedron back to its original orientation. This rotation
is illustrated in part (e) of figure 4.9, which is the same as part (d) except that all vectors
are drawn. The effect of the final rotation is illustrated in part (f), which is the same as
part (a) except that all vectors are drawn.

To summarize the rotational history in the angular momentum space, we have
applied the rotations

R(−j4, 2φ4)R23(j′23, 2φ23)R12(j12, 2φ12) , (4.37)

where R12 acts only on J1 and J2, and R23 acts only on J2 and J3, and R(−j4, 2φ4) acts on
all four vectors. The corresponding SU(2) rotations, with the same axes and angles, take
us from point p in figure 4.8 to another point p′′ along the sequence p→ q → p′ → p′′. The
point p′′, which is not shown in figure 4.8, has the same projection onto angular momentum
space as p. Thus p and p′′ differ by the phases of the four spinors. We close the loop and
move from p′′ to p along the Hamiltonian flows generated by (I1, I2, I3, I4).

Let us find the four phases for the four spinors. We start with the first spinor, by
looking at the actions of the rotations (4.37) on the vector J1,

R(−j4, 2φ4)R12(j12, 2φ12)J1 = J1 , (4.38)

where we omit the subscripts on the R’s because it is understood that only vector J1 is
being acted upon, and where we omit the middle rotation in (4.37) since it does not act on
J1. The product of the two rotations in (4.38) is not the identity, but it is a rotation about
axis j1 since it leaves J1 invariant.

To find the angle of this rotation, we use the Rodrigues-Hamilton formula [91],
which states that the product of three rotations about three axis meeting at a point, with
the three rotation angles being twice the interior dihedral angles, is the identity rotation.
For instance, applying the Rodrigues-Hamilton formula to the three axis j12, −j4, and j1
meeting at a vertex of the tetrahedron in part (f) of figure 4.9, we have

R(j1, 2φ1)R(−j4, 2φ4)R(j12, 2φ12) = I . (4.39)

Thus, the product of the two rotations in (4.38) is R(j1,−2φ1).
We now lift the rotations in (4.39) up to rotations in SU(2), by replacing each

SO(3) rotation by an SU(2) rotation with the same axis and angle. From (4.39), the
product u(j1, 2φ1)u(−j4, 2φ4)u(j12, 2φ12) is either +1 or −1, depending on the homotopy
class of the closed loop in SO(3). To find this class, we continuously deform the tetrahedron,
bringing dihedral angles φ12 to zero, so that the tetrahedron becomes flat. At the end of
this deformation, φ12 = 0 and one of φ1 and φ4 is 0 and the other is π. Thus, the closed
loop in SO(3) becomes an element of the non-contractible homotopy class of the homotopy
group Z2 of SO(3), so the product of the three SU(2) matrices is −1, which is equivalent
to a rotation about j1 by an angle 2π. Moving the factor u(j1, 2φ1) to the other side, we
find

u(−j4, 2φ4)u(j12, 2φ12) = u(j1,−2φ1)u(j1, 2π) . (4.40)



66

The action of the two SU(2) rotations on the right hand side of (4.40) on the first spinor
at the point p is a pure phase. To undo this pure phase, we follow the Hamiltonian flow of
I1 by an angle 2φ1 − 2π, which can be read off from (4.40).

Next we turn to the vector J3. The action of the rotations from (4.37) on J3 is
given by

R(−j4, 2φ4)R(j′23, 2φ23)J3 = J3 , (4.41)

where we omit the first rotation in (4.37), since it does not act on J3. Using the Rodrigues-
Hamilton formula again at the 3-4-23 vertex of part (c) of figure 4.9, we find

R(−j′23, 2φ23)R(j4, 2φ4)R(−j3, 2φ3) = I . (4.42)

Now using R(−a, α) = R(a, α)−1 and taking the inverse of (4.42), we obtain

R(j3, 2φ3)R(−j4, 2φ4)R(j′23, 2φ23) = I . (4.43)

We now lift the rotations in (4.43) up to the rotations u(j3, 2φ3)u(−j4, 2φ4)u(j′23, 2φ23) in
SU(2). We find the homotopy class of this loop by taking φ23 → 0, which makes one of
φ4 and φ3 zero and the other π, so the loop in SO(3) belongs to the noncontractible class.
Thus, the lift into SU(2) is −1, which is equivalent to a rotation about j3 by angle −2π.
Thus we find

u(−j4, 2φ4)u(j′23, 2φ23) = u(j3,−2φ3)u(j3, 2π) , (4.44)

which when applied to the third spinor at point p in figure 4.8 generates an pure phase. To
undo this pure phase, we follow the I3-flow by the angle 2φ3 − 2π.

As for J2, the rotations from (4.37) acting on it are given by

R(−j4, 2φ4)R(j′23, 2φ23)R(j12, 2φ12)J2 = J2 . (4.45)

We first use (4.43) to obtain

R(−j4, 2φ4)R(j′23, 2φ23) = R(−j3, 2φ3) . (4.46)

Substituting this into (4.45) we obtain the product

R(−j3, 2φ3)R(j12, 2φ12) . (4.47)

The Rodrigues-Hamilton formula with reference to the 2-3-12 vertex of the original tetra-
hedron in part (a) of figure 4.9 gives

R(j2, 2φ2)R(−j3, 2φ3)R(j12, 2φ12)J2 = I . (4.48)

Thus, we find

R(j2, 2φ2)R(−j4, 2φ4)R(j′23, 2φ23)R(j12, 2φ12) = I . (4.49)

To find the homotopy class of this loop we deform the tetrahedron into a planar shape as
before, and find that two of the four angles (φ2, φ4, φ23, φ12) are 0 and two are π. The loop
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in SO(3) thus becomes the product of two rotations with angles 2π, which belongs to the
contractible homotopy class. Therefore the lift into SU(2) is closed. We find

u(−j4, 2φ4)u(j′23, 2φ23)u(j12, 2φ12) = u(j2,−2φ2) , (4.50)

which when applied to the second spinor at point p in figure 4.8, generates an pure phase.
To undo this pure phase, we follow the I2-flow by the angle 2φ2.

Finally, we treat vector J4. The effect of (4.37) on J4 is simply

R(−j4, 2φ4)J4 = J4 , (4.51)

since the first two rotations do not act on J4. When the lift of this rotation to u(j4, 2φ4) in
SU(2) is applied to the fourth spinor at point p in figure 4.8, it generates an pure phase.
To undo this pure phase, we follow the I4-flow by the angle 2φ4.

The actions associated with these spin rotations are easily computed, using the
complex 1-form (3.71) and the methods of section 3.9. To summarize the results, let Jp be
a partial or total sum of the four angular momentum vectors, with magnitude |Jp| = Jp.
Then the action along the path generated by n · Jp with elapsed angle θ is simply (n · Jp)θ.
In particular, the third rotation in (4.37), the overall rotation of the tetrahedron, does not
contribute to the action since in this case Jp = Jtot vanishes on the A- and B-manifolds.
The first and second spin rotations specified by (4.37) contribute J12(2φ12) + J23(2φ23) to
the total action. The action of the last four flows generated by Ir are given by J1(2φ1 −
2π) + J2(2φ2) + J3(2φ3 − 2π) + J4(2φ4). Altogether, we have

S =

∮
pdx = 2

6∑

r=1

Jrφr − 2π(J1 + J3) , (4.52)

where index r = 5 means r = 12 and r = 6 means r = 23. This can be written as

S = −2
6∑

r=1

Jr(π − φr) + 2π(J2 + J4 + J12 + J23) , (4.53)

where from quantization conditions the final term is an integer multiple of 2π. We recognize
the first term is the phase of Ponzano and Regge.

4.9 Conclusions

In this chapter, we have used semiclassical analysis to derive the asymptotic for-
mula of the Wigner 6j-symbol. The derivation in this chapter is in parallel with those for
the Wigner 3j-symbol in chapter 3. Powerful techniques from classical mechanics, such as
symmetries and symplectic reduction, have played a major role in our derivation. These
techniques simplify the calculations of both the amplitude determinant and the action in-
tegral to a few simple lines.

The semiclassical analysis we have employed so far rely on the Weyl-symbol cor-
respondence between operators on L2(R2) and functions on C2. For example, see table 4.1.
There is another more direct route to the reduced phase space of the 6j-symbol, through
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the use of another symbol correspondence, called the Stratonovich-Weyl symbol correspon-
dence. This symbol correspondence relate operators on C2j+1, the usual carrier space of
the representations of SU(2), to functions on a symplectic 2-sphere. The emergence of the
2-sphere as a phase space for the 6j-symbol and its applications to uniform approximations
of the 6j-symbol will be the subject of the next chapter.

The moduli space of tetrahedra in R3 and the Schläfli identity in Euclidean space
have played a major role in the derivation of the relative phase of the 6j-symbol. It will be
interesting to turn this derivation around, and use the symplectic geometry of the Schwinger
model to derive the Schläfli identity. Such a proof will be the first symplectic proof of this
identity that has so far been based on metrical geometry.
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Chapter 5

A Uniform Approximation for the
Wigner 6j-Symbol

5.1 Introduction and Summary

The Wigner 6j-symbol has an asymptotic formula, first obtained by Ponzano and
Regge [68], and later proved by Schulten and Gordon [77]. The formula has the usual prob-
lems of primitive WKB approximations. For example, it diverges at the classical turning
points, which are called caustics. Although the quantum numbers in the 6j-symbol are
discrete, they can come very close, or even fall exactly on a caustic, as shown by the theory
of Brahmagupta quadrilaterals [75]. For these values near the caustic, the WKB formula
is a poor approximation. To illustrate this situation, a plot of the WKB formula and the
exact 6j-symbols are displayed in figure 5.1 below. Thus there is interest in uniform approx-
imations that are accurate near the caustics and are valid over as wide a range of quantum
numbers as possible.

When one of the j’s is varied and the others held fixed, the 6j-symbol has two
caustics, as illustrated in figure 5.1. In addition to proving the asymptotic formula for the
6j-symbol, Schulten and Gordon [77] has provided uniform asymptotic approximations of
the Airy function type. This uniform approximation can only cover one of the two caustics
at a time. If two such uniform approximations are used, then they do not match smoothly
in the middle. In order to cover both caustics at the same time, we would expect to find a
uniform approximation of the Weber function type, which is based on the eigenfunctions of
the harmonic oscillator.

It turns out, however, that a Weber function type uniform approximation for the
6j-symbol does not exist in general. The reason for this is topological. Uniform approxi-
mations are based on a smooth, area preserving map between the phase space of the given
problem and the standard problem. The phase space of the 6j-symbol is a sphere, as we
have seen in chapter 4. The Lagrangian manifolds for the 6j-symbol are two circles. whereas
the Lagrangian manifolds for the harmonic oscillator consist of a vertical line and a circle.
In some cases, as those intersections of the two circles illustrated in figure 5.4, there are
topological obstructions for the existence of a continuous map from one set of Lagrangian
manifolds to the other. This obstruction manifests in the fact that the area between the two
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caustic points for the 6j-symbol is not in general of the form (n + 1/2)π for some integer
n. For the harmonic oscillator, the area between the two caustics is always of the form
(n+ 1/2)π, a condition that is equivalent to the Bohr-Sommerfeld quantization condition.
Thus, there are no area preserving map between the Lagrangian manifolds of the 6j-symbol
and those of the simple harmonic oscillator.

65 70 75 80 85 90

−1

0

1

2

j12

×10−3

Figure 5.1: The 6j-symbol as a function of j12 for j1 = 16, j2 = 80, j3 = 208, j4 = 272,
and j23 = 276. Sticks are the values of the 6j-symbol, and the curve is the Ponzano-Regge
approximation.

We have noticed, however, that the Wigner d-matrices, or rotation matrices, also
has a spherical phase space that arises in its semiclassical analysis. Moreover, the La-
grangian manifolds for the d-matrices are also topological circles, and the intersections
capture the intersection structure of the 6j-symbol. Inspired by these similarities, we have
worked out the details of an area preserving map between the Lagrangian manifolds of the
6j-symbol and those of the d-matrices, and derived a uniform approximation based on this
map. The resulting approximation is uniform over the entire range of both j12 and j23, for
fixed j1, j2, j3, and j4.

Now we give an outline of this chapter. In section 5.2, we describe the traditional
method of constructing a uniform semiclassical approximation through the “method of
comparison equation,” and point out the necessary generalizations for our problem. We
also display the main uniform formula for the 6j-symbol here. In section 5.3, we review the
basic result of quantum normal form theory, and recast the method of comparison equation
using the language of a quantum normal forms. We re-derive the Airy approximation as
an example. In section 5.4, we find the symbols for the matrix operators that define the
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Wigner 6j-symbol, and look at the intersections of their associated Lagrangian manifolds
on the 2-sphere. In section 5.6, we explain the choice of the rotation matrices as a normal
form for the 6j-symbol, and describe the symplectic map used to construct the unitary
transformation. Finally, in section 5.9, we derive a new uniform approximation for the
6j-symbol, up to an overall phase. In the last section, we determine the overall phase and
provide details on the implementation and numerical results of the uniform formula.

5.2 Traditional Method of Uniform Semiclassical Approxi-
mations

The traditional method of constructing uniform semiclassical approximations, the
“method of comparison equations”, is reviewed by Berry and Mount [16]. In this method
one takes a one-dimensional Schrödinger equation (a second-order differential equation in x)
and performs a coordinate transformation X = X(x) to create a new Schrödinger equation
in X which, after the neglect of terms of order ~2, becomes a standard, solvable equation.
The most common standard or “comparison” equations in practice are differential equations
for Airy or Weber (parabolic cylinder) functions.

p

x

x0

P

X

X0

(a) (b)

Figure 5.2: In the method of comparison equations, the phase space of a nonlinear oscillator
(a) is mapped into the phase space of the harmonic oscillator (b). The function X(x) is
determined by the equality of areas; for example, in the figure the shaded areas are equal,
and X0 = X(x0).

Underlying the change of variable used in the method of comparison equations is a
transformation between the phase spaces of the original problem and the standard problem.
If the change of variable is given by X = X(x), then it induces a “point transformation”,
given by X = X(x) and P = (dx/dX) p, where the second part is the usual lift of a point
transformation into a canonical transformation. The second equation can also be written
pdx = PdX, which can be integrated to derive the condition
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s(x) = S(X) , (5.1)

where s and S are the actions of the original problem and the standard problem, respectively.
The geometry of this map between phase spaces is illustrated in figure 5.2, in which the
method of comparison equations is used to map a quantized curve of a nonlinear oscillator,
the Morse oscillator, part (a) of the figure, into a quantized curve of a standard problem, the
harmonic oscillator, part (b) of the figure. Equation (5.1) implies the equality of the shaded
areas in the figure. The meaning of the equation s(x) = S(X) is clear: areas are preserved
by this phase space transformation. In other words, the transformation is canonical. The
condition (5.1) can be analytically continued into the classically forbidden regions, where
p, P , s, and S all become complex, but the resulting change of variable X = X(x) remains
real and smooth throughout.

A natural extension to the theory of uniform approximation is to extend the class of
canonical transformations used from the class of point transformations to the more general
canonical transformations. Treating differential equations in phase space suggests that we
use the symbols of the differential operators, which are functions on phase space. Through
the symbol correspondence, classical normal form theory are carried over to a “quantum
normal form” theory for the differential operators, where the standard problem is sometimes
referred to as a quantum normal form. Examples of quantum normal form calculations
and an interesting perspective on Bohr-Sommerfeld or torus quantization may be found in
[26, 25]. In those references, only the problem of determining eigenvalues is considered, but
in the present application we are interested in the transformation of the wave-functions, a
problem that involves extra features. As it turns out, it is necessary to carry out not only
a unitary transformation, which at the classical level maps a pair of orbits into another
pair that are in standard form, but also a certain non-unitary transformation, to make the
densities of probability on the orbits come out in standard form.

Another advantage of recasting the method of comparison equations into the lan-
guage of normal form calculations is that it allows us to consider more general operators
besides those found in Schödinger equations. For example, in our derivation, we will use the
Stratonovich-Weyl symbol correspondence, which maps matrix operators to functions on a
2-sphere. The necessary unitary transformation is a unitary matrix constructed based on a
canonical map on the 2-sphere. See section 5.12 for more details on the general construction
of a unitary transformation from a canonical map.

In the usual method of comparison equations, the uniform approximation for the
exact solution ψ(x) is given by

ψ(x) ≈ a(x)

A(X)
Ψ(X) , (5.2)

where Ψ(X) is the standard solution of the standard problem and a(x) and A(X) are the
amplitudes of the two semiclassical approximations, a(x) for the original problem and A(X)
for the standard problem. Both amplitudes diverge at the caustics, but their ratio has a
definite limit and in fact is smooth everywhere across both classically allowed and forbidden
regions.



73

Similarly, it turns out that the uniform approximation for the 6j-symbol in terms
of d-matrices is given by

{
j1 j2 j12

j3 j4 j23

}
= (phase)

APR

Ad
djmm′ (β) , (5.3)

where APR is the the amplitude for the 6j-symbol and Ad is the amplitude for the d-matrices.
In other words, the uniform approximation for the 6j-symbol is of the same form (5.2) that
emerges from the method of comparison equations.

5.3 Normal Form Theory for Uniform Approximations

The quantum normal form theory is based on an ~-expansion of a symbol corre-
spondence. An example of a symbol correspondence is the Weyl symbol in earlier chapters,
that relate operators on the Hilbert space H = L2(R2) of two harmonic oscillators to
functions on the phase space R4. In general, because of the Dirac quantization scheme of
replacing Poisson brackets by commutators, a symbol correspondence satisfies the following
basic property:

[Â, B̂] ↔ i~{A, B}+O(~2) , (5.4)

where in the above, a right arrow indicates taking the symbol of an operator, and a left
arrow indicates taking the inverse symbol of a function. In general we will denote operators
with a hat on top, and its symbol by the same letter without the hat. In (5.4), if we take
B̂ to be a Hamiltonian Ĥ, and take Â to be a generator Ĝ for a unitary operator Û , then
we can deduce an integral form of (5.4),

K̂ = ÛĤÛ † ↔ K = H ◦ Z−1 , (5.5)

where on the left, K̂ is a new, usually solvable, Hamiltonian, called a normal form of Ĥ,
and on the right, Z is a canonical transformation generated by the symbol A. Thus we
can choose Z so that K, and therefore K̂, is simple. This is the idea behind the theory of
quantum normal forms. For more details on the construction of the unitary operator Û , see
section 5.12 and the original papers [25, 26].

We now apply (5.5) to find the eigenstate |ψ〉 with eigenvalue E0 for a Hamiltonian
Ĥ. To be concrete, we assume Ĥ is a differential operator in the x variable and use the
Weyl symbol correspondence. By definition, |ψ〉 satisfies the eigenvalue equation

(Ĥ − E0) |ψ〉 = 0 . (5.6)

Its semiclassical wavefunction is represented by the Lagrangian manifold defined by the
level set H(x, p) − E0 = 0, where H is the symbol of Ĥ. Suppose there exist a canonical
transformation Z : (x, p)→ (X(x, p), P (x, p)) such that a vertical line x = x0 is mapped to
another vertical line X = X0, and the level set H − E0 = 0 is mapped to a another level
set N(X,P ) − N0 = 0, where N(X,P ) is the symbol of a normal form operator N̂ with
known eigenstates. Such a canonical transformation is illustrated in figure 5.2 above, where
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H is the Morse oscillator and N is the harmonic oscillator. We assume the canonical map
Z satisfies

H ◦ Z−1 − E0 = A(N −N0) , (5.7)

x ◦ Z−1 − x0 = B(x−X0) , (5.8)

for some functions A = A(x, p) and B = B(x, p). We construct a unitary operator Û based
on the symplectic transformation Z, and define

K̂1 = ÛĤÛ † , K̂2 = Û x̂Û † . (5.9)

From (5.5), the symbols of K̂1 and K̂2 are the canonical transformations of H and x,
respectively, which are given by the right hand side of (5.7) and (5.8), that is,

K1 = A(N −N0) , K2 = B(x−X0) . (5.10)

To relate the operators Ĥ and N̂ , insert Û on the left and the identity operator Î = Û †Û
on the right of (Ĥ − E0) in (5.6). We find

Û(Ĥ − E0)Û †Û |ψ〉 = K̂1Û |ψ〉 = 0 . (5.11)

Again we insert
√
Â on the left and the identity operator Î = 1√

Â

√
Â on the right of

(Ĥ − E0) in (5.11). We find

√
Â (K̂1)

1√
Â

√
Â Û |ψ〉 = Â (N̂ −N0)(

√
Â Û |ψ〉) = 0 , (5.12)

where we have used an operator identity

√
Â (K̂1)

1√
Â

= Â (N̂ −N0) , (5.13)

which is based on the following star product identity to first order in ~,

√
A ∗ (A(N −N0)) ∗ 1√

A
= A ∗ (N −N0) , (5.14)

From (5.12), we conclude that the eigenstate of N̂ with eigenvalue N0 is given by

|N0〉 =
√
Â Û |ψ〉 . (5.15)

Inverting the relationship between |ψ〉 and |N0〉 in (5.15), we obtain

|ψ〉 = Û †
1√
Â
|N0〉 . (5.16)

An analogous calculation for the operator x̂ leads to
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|x0〉 = Û †
1√
B̂
|X0〉 , (5.17)

where |X0〉 is an eigenstate of x̂ with eigenvalue X0.
Taking the scalar product between the states in (5.16) and (5.17), we find

〈x0 |ψ〉 =

〈
X0

∣∣∣∣∣
1√
B̂
Û Û †

1√
Â

∣∣∣∣∣N0

〉

=

〈
X0

∣∣∣∣∣
1√
B̂

1√
Â

∣∣∣∣∣N0

〉
, (5.18)

where in the second equality, we have used the unitary property of Û to cancel Û and Û †.
Let us demonstrate the formula (5.18) by deriving the Airy type uniform approx-

imation for the Schródinger equation,

(p̂2 − p2(x̂)) |ψ〉 = 0 , (5.19)

where p(x̂) =
√
E0 − V (x̂), and where V (x) is the potential. We will assume that there is

a canonical map Z induced by a point transformation, given by (X = F (x), P = p/F ′(x)),
and that it maps the Schrödinger equation into the Airy equation in the sense of their
symbols. That is,

(p2 − p2(x)) ◦ Z−1 = (F ′(x))2

(
P 2 − p2(x)

(F ′(x))2

)
= A(X)(P 2 −X) , (5.20)

where P 2 + X is the symbol of the operator for the Airy equation. We find that A(X) =
(F ′(x))2, and F ′(x) = p(x)/

√
X, where x = F−1(X). From the relation dX/dx = F ′(x) =

p(x)/
√
X, we see that

√
XdX = p(x)dx, which leads to the map

2

3
X3/2 =

∫
pdx , (5.21)

which is used in the Airy type uniform approximation.
Since we are using a point transformation, the explicit form of the unitary trans-

formation is known, and it is given by Û |x0〉 =
√
F ′(x0) |X0〉. Thus we have |x0〉 =

Û † (1/
√
F ′(x̂)) |X0〉, and B̂ = 1/

√
F ′(x̂), where again, x = F−1(X).

Using (5.18), we find

ψ(x0) =

〈
X0

∣∣∣∣∣
1√
B̂

1√
Â

∣∣∣∣∣N0

〉
(5.22)

=

〈
X0

∣∣∣∣∣∣
1√

p(F−1(x̂))/
√
x̂

∣∣∣∣∣∣
N0

〉
(5.23)

=
X

1/4
0

(p(x0))1/2
Ai(X0) , (5.24)



76

which is the usual expression for the Airy type uniform approximation for the Schrödinger
equation. We now apply the theory of quantum normal form to the 6j-symbol.

5.4 The 6j-Symbol: Matrix Operators and Their Symbols

We set ~ = 1, so all angular momenta are dimensionless. We label the j’s in the
6j-symbol by

{
j1 j2 j12

j3 j4 j23

}
, (5.25)

which is how it would be used in the recoupling of three angular momenta.
The quantum numbers ji, i = 1, 2, 3, 4, 12, 23 give the magnitudes of the angular

momenta and do not specify the sign of the operator. For example, instead of coupling
three angular momenta to obtain a fourth, that is, setting Ĵ4 = Ĵ1 + Ĵ2 + Ĵ3, we can couple
four angular momenta with a sum of zero,

Ĵ1 + Ĵ2 + Ĵ3 + Ĵ4 = 0 , (5.26)

by effectively changing the sign of J4. This is how we shall regard the recoupling problem
in this chapter. Usually we will think of ji, i = 1, 2, 3, 4 as given, while j12 and j23 are
variable intermediate angular momenta that result from the coupling of the first three
angular momenta. The intermediate angular momenta j12 and j23 are the quantum numbers
of the squares of the operators

Ĵ12 = Ĵ1 + Ĵ2 , Ĵ23 = Ĵ2 + Ĵ3 . (5.27)

Using this definition from the re-coupling of four angular momenta, the 6j-symbol (5.25) is
proportional to the unitary matrix element 〈j12|j23〉 that takes one from the eigenbasis of
one intermediate angular momentum (j12) to the eigenbasis of the other (j23). These bases
span the subspace of the product space of four angular momenta in which (5.26) holds as
an operator equation. We shall denote this subspace by Z. According to (5.26), the total
angular momentum vanishes on Z. The orthonormality relations satisfied by the 6j-symbol
are essentially a statement of the unitarity of the matrix 〈j12|j23〉. The exact 6j-symbol is
given by

{
j1 j2 j12

j3 j4 j23

}
=

1√
(2j12 + 1)(2j23 + 1)

〈j12|j23〉 . (5.28)

Given the values of j1, j2, j3, j4, let us now determine the size of the matrix 〈j12|j23〉.
To be defined, the 6j-symbol must satisfy four triangle inequalities associated with the
four triples, (j1, j2, j12), (j2, j3, j23), (j3, j4, j12), and (j1, j4, j23). For example, j12 must lie
between the bounds

|j1 − j2| ≤ j12 ≤ j1 + j2 , (5.29)

in integer steps. These imply that j12 and j23 vary between the limits
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j12,min ≤ j12 ≤ j12,max , (5.30)

j23,min ≤ j23 ≤ j23,max , (5.31)

where

j12,min = max(|j1 − j2|, |j3 − j4|) , (5.32)

j23,min = max(|j2 − j3|, |j1 − j4|) , (5.33)

j12,max = min(j1 + j2, j3 + j4) , (5.34)

j23,max = min(j2 + j3, j1 + j4) . (5.35)

We shall reserve lower case ji for quantum numbers. For semiclassical purposes,
we shall set

Ji = ji +
1

2
, (5.36)

for i = 1, 2, 3, 4, 12, 23. It is useful to rewrite (5.30) for these variables. We have

J12,min ≤ J12 ≤ J12,max , (5.37)

J23,min ≤ J23 ≤ J23,max , (5.38)

where

J12,min = max(|J1 − J2|, |J3 − J4|) , (5.39)

J23,min = max(|J2 − J3|, |J1 − J4|) , (5.40)

J12,max = min(J1 + J2, J3 + J4) , (5.41)

J23,max = min(J2 + J3, J1 + J4) . (5.42)

The number of allowed j12 or j23 values is the same, and it is the dimension D of
the subspace Z as well as the size of the matrix 〈j12|j23〉. It is given by

D = dimZ = j12,max − j12,min + 1 = j23,max − j23,min + 1 . (5.43)

The dimension of Z can be written as D = 2j + 1 for some integer or half integer j. The
Stratonovich-Weyl symbol correspondence provides a mapping between 2j + 1 dimensional
matrices and functions on a 2-sphere of radius J = j + 1/2. This mapping depends on the
basis we choose in Z. To proceed, we shall choose the |j12〉 basis, which we relabel by

|j,m〉 = |j12〉 , (5.44)

where
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j = (D − 1)/2 , (5.45)

and

m = j12 − 1/2(j12,min + j12,min) = −j, . . . , j (5.46)

is the deviation of j12 from its average value. Using this basis, we can define the basic
coordinate operators that satisfy the commutation relations of the SU(2) algebra. Let K̂+

and K̂− be the usual raising the lower operators in the |j,m〉 = |j12〉 basis. Define

K̂x =
1

2
(K̂+ + K̂−) , (5.47)

K̂y =
1

2i
(K̂+ − K̂−) , (5.48)

K̂z = Ĵ12 − J12,avg , (5.49)

where Ĵ12 =
√
Ĵ2

12, and

J12,avg =
1

2
(J12,min + J12,max) . (5.50)

The Stratonovich Weyl symbol of the operators (K̂x, K̂y, K̂z) are simply the Cartesian
coordinate functions (Kx,Ky,Kz) of a 2-sphere of radius J = D/2, with spherical angles
(θ12, φ12). Explicitly,

Kx = (D/2) sin θ12 cosφ12 , (5.51)

Kx = (D/2) sin θ12 cosφ12 , (5.52)

Kz = (D/2) cos θ12 . (5.53)

We have labeled the azimuthal angle by φ12, because it is conjugate to Jz and J12.
This is the 6j-sphere, on which the north pole is Kz = D/2 or J12 = J12,max, the

south pole is Kz = −D/2 or J12 = J12,min, and curves of constant J12 in general are small
circles Kz = const. These small circles are illustrated in figure 5.3, which shows several
curves of constant J12.

The states |j12〉 and |j23〉 are defined by the eigenvalue equations,

(
Ĵ12 −

√
j12(j12 + 1)

)
|j12〉 = 0 , (5.54)

(
Ĵ23 −

√
j23(j23 + 1)

)
|j23〉 = 0 , (5.55)

where Ĵ23 =
√
Ĵ2

23. In the asymptotic limit of large j’s, we can replace
√
j12(j12 + 1) and√

j23(j23 + 1) by J12 = j12 + 1/2 and J23 = j23 + 1/2, respectively. Then (5.54) and (5.55)
become
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Kx
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1

2

3

4

θ12

Figure 5.3: The phase space of the 6j-symbol is a sphere of radius D/2 in a space in which
(Kx,Ky,Kz) are Cartesian coordinates. To within an additive constant, Kz is J12. Several
curves of constant J12, which are small circles, are shown.
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(
Ĵ12 − (j12 + 1/2)

)
|j12〉 =

(
K̂z −m

)
|j12〉 = 0 , (5.56)

(
Ĵ23 − (j23 + 1/2)

)
|j23〉 = 0 , (5.57)

where we have used the definitions of K̂z from (5.46) and m from (5.49) in the first equation.
The symbol Kz of K̂z is given by (5.53) above. The exact matrix elements of the operator
Ĵ2

23 in the |j12〉 basis can be found in the appendix of [76]. It is a symmetric tridiagonal
matrix, and it has the form

Ĵ2
23 = Â+

1

2
(Ĵ−B̂ + B̂Ĵ+) , (5.58)

where Â and B̂ are diagonal, and their diagonal matrix elements can be read off from the
following matrix elements of Ĵ2

23:

〈
j12

∣∣∣ Ĵ2
23

∣∣∣ j12

〉
=

1

2j12(j12 + 1)
{j12(j12 + 1)[−j12(j12 + 1) + j1(j1 + 1) + j2(j2 + 1)]

+j3(j3 + 1)[j12(j12 + 1) + j1(j1 + 1)− j2(j2 + 1)]

+j4(j4 + 1)[j12(j12 + 1)− j1(j1 + 1) + j2(j2 + 1)]} , (5.59)

〈
j12 − 1

∣∣∣ Ĵ2
23

∣∣∣ j12

〉
(5.60)

=

{
[j2

12 − (j1− j2)2][(j1 + j2 + 1)2 − j2
12][j2

12 − (j3− j4)2][(j3 + j4 + 1)2 − j2
12]
}1/2

2j12[(2j12 − 1)(2j12 + 1)]1/2
.

Making the approximation (2j12 + 1)(2j12 − 1) = 4(j12 + 1)2 in the denominator
of (5.60), and noting that the symbol of K̂x = (Ĵ+ + Ĵ−)/2 is Kx, we have the symbol of
Ĵ23 to first order

J2
23(Kz, φ12) =

1

2J2
12

[
(J2

12(−J2
12 + J2

1 + J2
2 ) + J2

3 (J2
12 + J2

1 − J2
2 ) + J2

4 (J2
12 − J2

1 + J2
2 )
]

+
8

J2
12

F (J12, J1, J2)F (J12, J3, J4) cosφ12 , (5.61)

where the symbol J12 is equal to Kz up to an additive constant, and F (a, b, c) is the area
of a triangle with sides a, b, c,

F (a, b, c) =
1

4
[(a+ b+ c)(−a+ b+ c)(a− b+ c)(a+ b− c)]1/2 . (5.62)

The level set J23(Kz, φ12) = j23 + 1/2 is illustrated in figure 5.4. It turns out that
the function J23 in (5.61), when viewed as a function of J1, J2, J3, J4, J12, and φ12, is identical
to the sixth edge length J23 as a function of the other five edge lengths J1, J2, J3, J4, J12
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Figure 5.4: Curves of constant J23 on the 6j-sphere. The first view shows the north pole
and the point J23 = J23,min and the second shows the south pole and the point J23 = J23,min.

and the dihedral angle φ12. See (4.28) in section 4.6. This function was used to describe
the shape space of tetrahedra [45] and in the WKB analysis of the 6j-symbol using the
Schwinger model in chapter 4. This identification of the function J23 with the edge of a
tetrahedron allows us to use the Schläfli identity from section 4.6 to evaluate the area of the
lune between the two curves J12 = const and J23 = const in terms of the Ponzano Regge
phase.

J1

J2

J3

J4

J12

φ12

Figure 5.5: Definition of the interior dihedral angle φ12. The function J23 is the edge length,
not shown, as a function of the five edge lengths shown and the dihedral angle φ12.
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5.5 The Intersection of Orbits for the 6j-Symbol

The level sets J12 = j12 + 1/2 and J23 = j23 + 1/2 are topological circles. If these
two circles intersect, as illustrated in part (a) of figure 5.6, then we are in the classically
allowed region. If these two circles do not intersect, as illustrated in part (b) of figure 5.6,
then we are in the classically forbidden region. The intersection points, P and Q in part
(a) of the figure, represent stationary phase points. From chapter 4, these points represent
real tetrahedra with the six lengths J1, J2, J3, J4, J12, and J23. Thus, the constructibility of
such a tetrahedra distinguishes the classically allowed region from the classically forbidden
region.

J23

J12

P

Q

Kz

Ky

Kx

max

min

J12

J23

Kz

Ky

Kx

max

min

(a) (b)

Figure 5.6: In part (a), the classically allowed region, an orbit of constant J12 intersects
an orbits of constant J23. In part (b), the classically forbidden region, the orbits do not
intersect.

It turns out that the volume function V 2 of a tetrahedron with the six edge lengths
J1, J2, J3, J4, J12, J23 provides a constructibility condition that tells us whether we are in
the classically allowed region, in which V 2 > 0, or the classically forbidden region, in which
V 2 < 0. This function is related to the nonnegative definite Gram matrix G from chapter
4, in the following way:

36V 2 = detG . (5.63)

An example of the curve V 2 = 0 is plotted in figure 5.7, inside the square region of the
J12-J23 plane bounded by the classical limits (5.37) - (5.38) for certain fixed values of ji,
i = 1, 2, 3, 4. This curve divides the square region in figure 5.7 into one classically allowed
region and four classically forbidden regions, which are labeled ABCD in the figure. Points
on the curve V 2 = 0 represent the caustics of the 6j-symbol.

We now make the correspondence between the regions ABCD and the way the
two circles intersect on the sphere. First we look at the caustic curve V 2 = 0. On this
caustic curve, the two curves J12 = const and J23 = const are tangent. Because both J12

and J23 are even functions of φ12, such tangency can occur only in the plane Ky = 0, where
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Figure 5.7: Caustics occur when the curve J12 = const is tangent to the curve J23 = const.
The four types of such tangency are illustrated.

φ12 = 0. In figure 5.8, we illustrate the different types of tangency, which correspond to
the four segments of the caustic curve V 2 = 0 in figure 5.7. We deduce the correspondence
from the direction in which we move from the classically forbidden region into the classically
allowed region.

From part A of figure 5.8 we move into the classically allowed region if we either
decrease J12 or increase J23. Thus we see that it corresponds to region A of figure 5.7. Next
we look at part B of figure 5.8. From this caustic, we pass back into the classically allowed
region if either J12 increases or J23 increases, so we are in region B of figure 5.7. Similarly,
from the caustic in part C of figure 5.8, we pass back into the classically allowed region if
we let either J12 or J23 decrease, so this corresponds to region C of figure 5.7. Finally, from
the configuration in part D in figure 5.8, we pass back into a classically allowed region if
either J23 decreases or J12 increases, so we are in region D in figure 5.7.

In the case of an ordinary oscillator with a flat phase space, the difference in the
actions between the two turning points is one-half the area of the orbit, and has the form
(n+ 1/2)π, where n is an integer. As explained in the introduction of this chapter, this is a
requirement for the existence of a uniform approximation of the Weber function type. The
analogous statement for the 6j-symbol with the spherical phase space is sometimes true,
and sometimes not. A case where it is true is obtained from diagrams A and B of figure
5.8, in which we regard j23 fixed and j12 variable. As J12 decreases from the north pole
(its maximum value), we first encounter a caustic of the type A, where the area of the lune
is zero. Continuing to decrease J12, we pass through the classically allowed region, finally
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Figure 5.8: Caustics occur when the curve J12 = const is tangent to the curve J23 = const.
The four types of such tangency are illustrated.
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encountering a caustic of the type B at the lower turning point, where the area of the lune
is the quantized area of the oval j23 = const. This area has the form (n + 1/2)2π, so a
uniform approximation of the Weber function type is possible.

A case where the area between caustics is not quantized and a uniform approxima-
tion of the Weber function type does not exist is obtained when j23 has a value such as that
illustrated in part C of figure 5.8. In this case, as we let J12 decrease from its maximum
value at the north pole the first caustic we encounter is of type C, where the area of the
lune is the area of the curve J12 = const. This area is not quantized, since the value of J12

at the caustic is not quantized. As J12 decreases, we eventually reach the lower caustic of
type B, where the area of the lune is the quantized area of the orbit j23 = const. Thus, the
difference between the areas, one quantized and the other not, is not quantized.

We will now show that the d-matrices have a phase space, an orbit and caustic
structure that are identical, from a topological standpoint, to those of the 6j-symbol.

5.6 Rotation Matrices

We now summarize the result of a semiclassical analysis of the d-matrices. The
d-matrices are defined by

djmm′(β) = 〈m|Uy(β)|m′〉 , (5.64)

where Uy(β) = exp(−iβJy) is a rotation operator with Euler angle β about the y-axis, and
|m〉 and |m′〉 are standard rotation basis states, that is, eigenstates of Jz. To indicate both
the operator and the quantum number, we will write these states as |Jz : m〉 and |Jz : m′〉.
By conjugation the rotation operator Uy(β) rotates the angular momentum vector,

Uy(β)†JUy(β) = Ry(β)J , (5.65)

where Ry(β) is the 3× 3 rotation matrix for an active rotation about the y-axis. We define

n̂ = Ry(β)ẑ =




cosβ 0 sinβ
0 1 0

− sinβ 0 cosβ






0
0
1


 =




sinβ
0

cosβ


 , (5.66)

which is illustrated in figure 5.9. This implies

(n · J)Uy(β) |Jz : m′〉 = Uy(β) (z · J) |Jz : m′〉 = m′ Uy(β) |Jz : m′〉 , (5.67)

where we have used (5.65) and

n̂ · [Ry(β)J] = [Ry(β)−1 n̂] · J = ẑ · J = Jz . (5.68)

Therefore Uy(β) |Jz : m′〉 is an eigenstate of

Jn ≡ n̂ · J = Jz cosβ + Jx sinβ , (5.69)

with eigenvalue m′. We will write
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Uy(β) |Jz : m′〉 = |Jn : m′〉 , (5.70)

so that

djmm′(β) = 〈Jz : m|Jn : m′〉 . (5.71)

In this way the d-matrix is written as a unitary matrix element connecting the eigenstates
of two different operators.

x
y

z

ẑ

n̂

β

Figure 5.9: Definition of the Euler angle β and unit vector n̂.

Similar to the 6j-symbol, the Stratonovich-Weyl symbol correspondence suggests
that the classical phase space for djmm′(β) is a sphere, the “d-sphere,” of radius

J = j +
1

2
. (5.72)

The area of a loop on the surface of the sphere is given by

area =

∮
Jz dφ , (5.73)

where φ is the azimuthal angle. The total area of the sphere is therefore 4πJ = (2j+1)(2π),
that is, the sphere consists of 2j + 1 Planck cells, corresponding to the 2j + 1 basis states
|Jz : m〉 or |Jn : m′〉. Curves of constant ẑ ·J = Jz and n̂ ·J = Jn are small circles centered
on the axes ẑ and n̂, respectively, as illustrated in figure 5.10.

The classical observables Jz and Jn are functions on the d-sphere that vary con-
tinuously between the limits

−J ≤ Jz , Jn ≤ +J . (5.74)

The quantized orbits of Jz and Jn are those enclosing n + 1/2 Planck cells where n is an
integer. This implies Jz = m and Jn = m′ with the usual rules for quantum numbers m
and m′
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Figure 5.10: Curves of constant Jz and Jn may intersect in the classically allowed region
(a) or not intersect in the classically forbidden region (b).

−j ≤ m, m′ ≤ +j , (5.75)

in integer steps. Thus the maximum and minimum values of m and m′ lie one-half unit
away from the maximum and minimum values of the classical observables Jz and Jn, as
illustrated in figure 5.11. This figure may be compared to figure 5.7 for the 6j-symbol.

When the Jz-orbit and the Jn-orbit intersect on another as in part (a) of figure
5.10, then we are in the classically allowed region of the d-matrices. There are generically
two intersection points related by a reflection in the plane Jy = 0, marked by unit vectors
from the origin â and â′ in figure 5.12. We concentrate on the intersection â, for which
Jy > 0; at the other intersection â′ we have Jy < 0.

We now find the intersection points of these two circles. Let (θ, φ) be the usual
spherical coordinates referred to the axis ẑ, and let (θ′, φ′) be an alternative set referred to
the axis n̂. That is, the Cartesian coordinates (x, y, z) as a function of the (θ′, φ′) coordinates
is given by Ry(β)(x′, y′, z′). Thus the coordinate transformation (θ, φ)→ (θ′, φ′) is specified
by

sin θ cosφ = cosβ sin θ′ cosφ′ + sinβ cos θ′ ,

sin θ sinφ = sin θ′ sinφ′ ,

cos θ = − sinβ sin θ′ cosφ′ + cosβ cos θ′ , (5.76)

The azimuthal angle φ′ is conjugate to Jn, so both (φ, Jz) and (φ′, Jn) are canonical coor-
dinates on the sphere.

In the coordinate systems (θ, φ), (θ′, φ′), the θ and θ′ coordinates of intersection â
are given by

cos θ =
Jz
J

=
m

j + 1
2

, cos θ′ =
Jn
J

=
m′

j + 1
2

, (5.77)
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Figure 5.11: The square identifies the bounds on the classical observables Jz and Jn, while
the spots indicate the quantized values Jz = m, Jn = m′. The ellipse is the caustic curve.
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Figure 5.12: Definitions of the angles φ, η, and κ. Vector â points to the intersection of the
Jz orbit with the Jn orbit, with Jy > 0.

where Jz and Jn take on their quantized values. As for the φ and φ′ coordinates of intersec-
tion point â, they can be obtained by solving (5.76), assuming θ, θ′, and β are given. This
gives

cosφ =
cos θ′ − cosβ cos θ

sinβ sin θ
, (5.78)

cos η =
cos θ − cosβ cos θ′

sinβ sin θ′
, (5.79)

where we write η = π−φ′ as illustrated in figure 5.12. Equation (5.78) and (5.79) uniquely
determine φ and η in the interval [0, π].

We define κ as the opening angle of the lune, as illustrated in the figure. It is
given by

cosκ =
cos θ cos θ′ − cosβ

sin θ sin θ′
. (5.80)

We define Φd as one-half of the area of the shaded lune seen in figure 5.12, then from [21],

Φd = Jκ− Jzφ− Jnη =

(
j +

1

2

)
κ−mφ−m′η . (5.81)

The caustics of the d-matrices occur when the small circles Jz = const and Jn =
const are tangent or, equivalently, when the vectors (ẑ, n̂, â) all lie in the plane Jy = 0, and
so are linearly dependent. This condition can be expressed as Vd = 0, where
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Vd = (ẑ× n̂) · â = sinβ sin θ sinφ . (5.82)

Multiplying

V 2
d = sin2 β sin2 θ

(
1−

(
cos θ′ − cosβ cos θ

sinβ sin θ

)2
)

(5.83)

= 2 cosβ cos θ cos θ′ + sin2 β − cos2 θ − cos2 θ′ (5.84)

by J2, and setting the result to zero gives us an equation of the caustic in Jz-Jn space,

J2
z + J2

n − 2JzJn cosβ − J2 sin2 β = 0 , (5.85)

where we have used (5.77). The caustic curve is an ellipse whose axes are oriented 45◦ to
the Jz-Jn axes, and whose semimajor and semiminor axes are 21/2 cos(β/2), 21/2 sin(β/2).
An example is illustrated in figure 5.11. The ellipse touches the boundary defined by
the classical limits (5.74) at four points, creating four classically forbidden regions labeled
ABCD in figure 5.11.

Another point of view on the caustics is to hold Jz and Jn fixed, thereby fixing
the sizes of the two small circles, and to vary β, which moves the position of the small circle
Jn = const. Then the small circles are tangent at the turning points β = β1 or β2, where
0 ≤ β1 ≤ β2 ≤ π, and where

β1 = |θ − θ′| , β2 = min(θ + θ′, 2π − θ − θ′) . (5.86)

The classically allowed region is β1 ≤ β ≤ β2, while the two classically forbidden regions
are 0 ≤ β ≤ β1 and β2 ≤ β ≤ π.

The four types of tangencies of the two small circles are illustrated in figure 5.13.
In all four parts of the figure, T is the caustic point. In part A we are at the upper turning
point β = β2, because if β decreases we obtain two intersection points and are in the
classically allowed region. In fact, this is the case β2 = θ+ θ′ ≤ π. Or if we hold β fixed but
decrease either Jz or Jn, again we enter the classically allowed region, since one or the other
of the two small circles expands and the tangency develops into two intersection points.
Thus part A of figure 5.13 corresponds to the corner A of figure 5.11. In part B of figure
5.13 we are at the lower turning point β = β1 = θ−θ′ > 0, since if β increases we move into
the classically allowed region. The same happens if we hold β fixed and either increase Jz
or decrease Jn, so this corresponds to corner B of figure 5.11. In part C of figure 5.13 we are
at the lower turning point β = β1 = θ′−θ > 0, which corresponds to corner C of figure 5.11,
since we enter the classically allowed region if either Jn increases or Jz decreases. Finally,
in part D of figure 5.13 we are at the upper turning point β2 = 2π − θ − θ′ < π, which
corresponds to corner D of figure 5.11, since we enter the classically allowed region if either
Jz or Jn increases.

The four types of tangencies of orbits for the 6j-symbol, illustrated in figure 5.8,
are topologically identical to the four types for the d-matrices, illustrated in figure 5.13.
Similarly, the four classically forbidden regions of the 6j-symbol, illustrated in figure 5.7, are
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Figure 5.13: Caustics of the d-matrices occur when the two small circles Jz = const and
Jn = const are tangent. There are four possible types of tangency.
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in one-to-one correspondence with the four classically forbidden regions of the d-matrices,
illustrated in figure 5.11. Comparing figures 5.7 and 5.11, we see that the labelings of
the corners by ABCD are not the same; but this is because the point on the d-sphere of
maximum jn, namely, the point in the direction n, corresponds to the point on the 6j-sphere
of minimum J23. If the J23 axis in figure 5.7 had been drawn increasing downward instead
of upward, the labels on all four corners of both figure 5.7 and figure 5.11 would coincide.

The similarity of the caustic structures of the 6j-symbol and the d-matrices suggest
that we use the d-matrices as a quantum normal form. Note that the choice of the quantum
normal form is not fixed yet, since it depends on the value of β.

5.7 Fixing the Normal Form

The total area of the 6j-sphere and that of the d-sphere must be equal, which
implies

2j + 1 = D , (5.87)

where D is given by (5.43), and j is the parameter of the d-matrix djmm′(β). This relation
agrees with the choice (5.45) used in the Stratonovich Weyl symbol correspondence.

The quantum numbers j12 and j23 determine a specific pair of orbits on the 6j-
sphere, the small circle J12 = j12 + 1/2, and the oval J23 = j23 + 1/2. The canonical map
is required to map the small circle J12 = j12 + 1/2, a quantized orbit, onto small circle
Jz = const on the d-sphere . Because area is preserved, the small circle on the d-sphere
must also be quantized and contain the same area about the north pole as the original small
circle on the 6j-sphere. That is, we must have j12,max−j12 = j−m and j12−j12,min = j+m,
or

m = j12 − j12,avg , (5.88)

where j12,avg = (j12,min + j12,max)/2. This determines the quantum number m in djmm′(β),
which agrees with the choice (5.46) used in the symbol correspondence. Note that we
are only required to map this specific small circle of constant J12 on the 6j-sphere onto
the corresponding small circle on the d-sphere; other small circles of constant J12 on the
6j-sphere, for other values of J12, are not mapped to small circles of constant Jz on the
d-sphere.

Similarly, we are required to map the quantized oval J23 = j23 + 1/2 on the 6j-
sphere onto a small circle on the d-sphere that is centered about some directionn̂ that lies
on the semicircle Jy = 0, Jx > 0 on the d-sphere. The direction n̂ is a function of the angle
β, which will be specified momentarily. Because area is preserved, the new small circle on
the d-sphere will be a quantized orbit Jn = m′, enclosing the same area about the axis n̂
as the oval J23 = j23 + 1/2 encloses about the point J23,min. Since the minimum of J23

corresponds to the maximum of Jn, the quantum number m′ satisfies j23− j23,min = j−m′,
and j23,max − j23 = j +m′, or

m′ = j23,avg − j23 . (5.89)
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i A A B B C D D

1 π 0 π 0 π π 0
2 π 0 0 π π 0 π
3 0 π π 0 π 0 π
4 0 π 0 π π π 0
12 π π π π 0 0 0
23 0 0 π π 0 π π

Table 5.1: The dihedral angles ψi on the segments of the caustic curve bounding classically
forbidden regions ABCD. There are two possibilities for segments B and D, and one for
segments A and C.

The parameter β is determined by requiring that the area of the lune on the 6j-
sphere should equal to the area of the lune on the d-sphere. Effectively, we rotate the small
circle Jn = m′ until the two areas are equal. This is in the classically allowed region; in the
classically forbidden region, the analytic continuations of the areas on the two spheres are
set equal. In this way, if the 6j-symbol is in the classically allowed region, then so is the
d-matrix, and vice versa. This condition is the analogue of (5.1) in the standard method of
comparison equations.

According to (4.33), which was derived using the Schläfli identity, the area on
the 6j-sphere enclosed by the curves J12 = const and J23 = const is equal to twice the
Ponzano-Regge action plus a constant. That is,

ΦPR =
1

2
(area of the lune) + Φ0 , (5.90)

where Φ0 is an extra phase, and the Ponzano-Regge phase is given by

ΦPR =
∑

i

Jiψi , (5.91)

where ψi ∈ [0, π], i = 1, 2, 3, 4, 12, 23 are the exterior dihedral angles of the tetrahedron
associated with edges Ji. The possible values of the ψi on the caustic curve are summarized
in table 5.1. The four segments of the caustic curve are identified by the classically for-
bidden region (ABCD) to which they are adjacent. In segment A, B, and D there are two
possibilities, while in segment C there is only one. In segment A, the first column applies if
J12,max = J3 + J4 and the second column otherwise; in segment B, the first column applies
if J23,min = J2 − J3 or J4 − J1 and the second column otherwise; and in segment D, the
first column applies if J23,max = J2 + J3, and the second column otherwise. The dihedral
angles in a flat tetrahedron such as the ones labeled Y → X and X → Z are 0 for interior
segments and π for segments bounding the outside of the plane figure.

Although some angles ψi are discontinuous at points XY ZW , the Ponzano-Regge
phase ΦPR is continuous everywhere on the caustic boundary, hence everywhere inside and
on the caustic boundary.

We can determine Φ0 by evaluating both the area of the lune and ΦPR at any
point in the classically allowed region or on the caustic curve, as in figure 5.7, since ΦPR is
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a continuous function of position inside and on that curve. A point on segment A of the
caustic boundary is convenient, since the area of the lune vanishes there, as shown by part
A of figure 5.8. In this way, using the values of the angles in table 5.1, and (5.41), we find

Φ0 = (J1 + J2 + J3 + J4 + J12 − J12,max)π = (νex +
3

2
)π , (5.92)

where

νex = j1 + j2 + j3 + j4 + j12 − j12,max . (5.93)

Note that νex is an integer. As a check one can evaluate ΦPR and the area of the lune at
other points on the caustic boundary (segments BCD) and see that the answer for Φ0 agrees
with (5.92). Thus β is determined by the equation

ΦPR = Φd(β) + Φ0 . (5.94)

Despite the complications arising from the extra term Φ0, the geometrical meaning of (5.94)
is simple: the areas of the lunes on the two spheres are equal.

In the classically forbidden region, the analytic continuations of the areas of the
two lunes become complex, but their real parts are constant in any given region (ABCD).

The value of ψi should agree as we approach the caustic curve from the classically
allowed and forbidden regions. The angle ψi is either 0 or π, depending on the index i and
the region ABCD, as shown in table 5.1. If ψ = 0, cosψi = 1 on the caustic curve, then
cosψi is real and > 1 in the classically forbidden region. In this case we choose ψi = iψi,
where ψi = cosh−1(cosψi) is real and positive. If ψi = π, cosψi = −1 on the caustic curve,
then cosψi is real and < −1 in the classically forbidden region. In this case we choose
ψi = π + iψi, where ψi = − cosh−1(− cosψi) is real and negative. We can summarize these
two cases by

ψi = sign(cosψi) cosh−1(| cosψi|) . (5.95)

Despite the sign and absolute value functions, ψi is a smooth function of position
in any of the four classically forbidden regions. With these definitions, the imaginary part
of the analytic continuation of ΦPR is

ΦPR =
∑

i

Jiψi , (5.96)

where the sum runs over all six i. The quantity ΦPR vanishes on the caustic curve and
becomes real and negative as we move into the classically forbidden region A or D, or real
and positive as we move into regions B or C.

We now define a quantity related to the analytic continuation of Φd into the
classically forbidden regions. If we hold β fixed and vary Jz or Jn, moving from the interior
of the ellipse to the boundary, then all the angles φ, η, and κ approach either 0 or π,
depending on which segment ABCD of the boundary we approach. The values of these
angles on the caustics are summarized in table 5.2. For uniformity of notation, we write αi,
i = 1, 2, 3, for κ, φ, and η, as indicated in the table, and similarly we write ki, i = 1, 2, 3 for
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i αi ki A B C D

1 κ j 0 π π 0
2 φ −m 0 0 π π
3 η −m′ 0 π 0 π

νd 0 j −m′ j −m −m−m′

Table 5.2: Values of the angles κ, φ and η on caustics of type ABCD, also integer νd for
four caustic types.

j,−m,−m′, where the signs are the same as in the three terms of the expression (5.81) for
Φd.

The angles αi are extended into the classically forbidden region in a manner exactly
like that used for the ψi in the case of the 6j-symbol, as explained above. That is, if αi = 0
on the segment of the caustic curve adjacent to a given classically forbidden region, then
we define αi = iαi, where αi = cosh−1(cosαi) is real and positive; while if αi = π on the
caustic curve, then we define αi = π + iαi, so that αi = − cosh−1(− cosαi) is real and
negative. In the classically forbidden regions, the quantities cosαi, given by (5.78) - (5.80),
lie outside the interval [−1,+1].

We now define a quantity related to the analytic continuation of Φd into the
classically forbidden regions

Φd =

3∑

i=1

kiαi =

3∑

i=1

kisign(cosαi) cosh−1 | cosαi| . (5.97)

Despite the absolute value and sign functions, Φd is smooth over any given clas-
sically forbidden region. This is important for root finders that rely on smoothness, such
as the Newton-Raphson method. The quantity Φd is zero on the caustic boundary and
real and negative as we move into the classically forbidden regions B and C, and real and
positive as we move into the classically forbidden regions A and D. These are the same rules
as for ΦPR.

To find β in the classically forbidden region, the imaginary parts need to be
equated, that is,

ΦPR = Φd(β) . (5.98)

The root of (5.94) and (5.98) can be found by the Newton-Raphson method, where the
derivatives dΦd/dβ and dΦd/dβ can be found from (5.81) and (5.97), respectively.

5.8 The Canonical Map on the Sphere

After we have fixed the value of β, we show the existence of the required canonical
map by construction. This canonical map must map the two curves J12 = const and
J23 = const on the 6j-sphere, to the two curves Jz = const and Jn = const on the d-sphere,
as illustrated in figure 5.14. If the phase space is a plane instead of a sphere, and if the level
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sets of J12 = const are straight lines instead of small circles, we can squeeze or stretch the
curve J23 = const into any desired shape by moving the small circles J12 = c, such as the
circle 2 on the left of figure 5.14, vertically towards or away from the small circle 1 on the
left. That would result in a usual point transformation as illustrated in figure 5.2. However,
in this problem, the phase space is a sphere of finite area, moving the circle 2 on the left
of figure 5.14 up and down while preserving the area between the circles 1 and 2 would
be impossible. Thus we can rule out point transformations. This is the reason why we
must generalize our theory to handle general canonical transformations that are not point
transformations in section 5.3.

Kz Jz

Kx JxKy Jy

1

2

1
2

Figure 5.14: The canonical map that maps a small circle Kz = z to a small circle Jα = const
that is tilted by some angle α(z) around the y-axis. This tilt of the circle 2 effectively
squeezes the shaded area in the 6j-sphere, and pushes the curve J23 = const outward
toward the curve Jn = const in the d-sphere.

Instead of moving the circle 2 up and down vertically, we can effectively squeeze
or stretch the shaded area in figure 5.14 by tilting circle 2 by some angle α(c) about the y
axis, as illustrated on the right side of figure 5.14. The angle α(c) is determined by equating
the area of the two shaded regions in figure 5.14. The shaded area on the left can be viewed
as the difference of two Ponzano Regge actions for two different values of J12. The area on
the right can also be viewed as the difference between two d actions for different values of
m. However, since the circles 1 and 2 do not have the same axis, we must take into account
the modification of the angle from β to β − α for one of the actions. By equating the two
shaded areas, the resulting equation for α(c) is given by

ΦPR(c)− ΦPR(j12 + 1/2) = Φd(β − α(c),Kz(c))− Φd(β,Kz(j12 + 1/2)) , (5.99)

where the argument in ΦPR is the value of J12, and the second argument in Φd is the value
of m. Solving for α(c), we find a map that maps the small circles J12 = c to tilted small
circles Jα = α(c) · J = Kz(c). This way, we have shown the existence of a canonical map
that maps the curves J12 = const and J23 = const to the curves Jz = const and Jn = const.
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This canonical map allows us to construct a unitary operator that transforms a 6j-symbol
into a rotational matrix.

5.9 A Uniform Approximation for the 6j-Symbol

We now derive the uniform approximation for the 6j-symbol using formula (5.18)
and the canonical map Z : (Kx,Ky,Kz)→ (Jx, Jy, Jz) on the sphere. The Hamiltonian H
is J23, and the normal form is Jn. The coordinates Kz and Jz replace the coordinates x
and X, respectively. From the construction of Z, we have

(J23(Kz, φ12)− J23) ◦ Z−1 = A(Jn −m′) , (5.100)

(J12(Kz, φ12)− J12) ◦ Z−1 = B(Jz −m) , (5.101)

for some functions A(Jz, φ) and B(Jz, φ). The formula (5.18) gives

〈j12|j23〉 = 〈Jz : m| 1√
ÂB̂
|Jn : m′〉 . (5.102)

Because Â and B̂ are part of the amplitude, we only need to evaluate them to zeroth
order. We assume that A = f(Jz, Jn) and B = g(Jz, Jn) can be expressed, respectively,
as some functions f , g of the variables Jz and Jn, so to zeroth order, Â = f(Ĵz, Ĵn) and
B̂ = g(Ĵz, Ĵn). Acting Ĵz on |Jz : m〉 on the left replaces the operator Ĵz by the eigenvalue
m. Similarly, acting Ĵn on |Jn : m′〉 on the right replaces the operator Ĵn by m′. Here we
have ignored the ordering of Ĵz and Ĵn, since we are evaluating Â and B̂ to zeroth order.
Thus (5.102) becomes

〈j12|j23〉 =
1√

f(m,m′)g(m,m′)
〈Jz : m|Jn : m′〉 (5.103)

=
1√

A(m,φ0)B(m,φ)
djmm′(β) , (5.104)

where the point (Jz, φ) = (m,φ0) is the intersection point of the level sets Jz = m and
Jn = m′, and φ = φ0 is given by (5.78).

From the definitions of A in (5.100), we evaluate A at the point (m,φ0) as a limit
φ→ φ0 on the curve Kz = m. We find

A(m,φ0) = lim
φ→φ0

J23 ◦ Z−1 − J23

Jn(m,φ)−m′ (5.105)

=
∂J23(Kz(m,φ), φ12(m,φ))/∂φ

∂Jn(m,φ)/∂φ
(5.106)

=
(∂J23/∂φ12) (∂φ12/φ)

∂Jn(m,φ)/∂φ
(5.107)

=
{J12, J23} (∂φ12/φ)

{Jz, Jn}
, (5.108)
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where we have used L’Hôptal rule in the second equality, and the chain rule and the fact
∂Kz(m,φ)/∂φ = 0 in the third equality. In the fourth equality, we have used the fact that
(J12, φ12) are canonical coordinates in the numerator, and (Kz, φ) are canonical coordinates
in the denominator, so the derivatives can be replaced by Poisson brackets.

Similarly, we can evaluate B from its definition in (5.101) as a limit Jz → m on
the curve φ = φ0. We find

B(m,φ0) = lim
Jz→m

Kz ◦ Z−1 −m
Jz −m

=
∂Kz/∂Jz
∂Jz/∂Jz

=
∂Kz

∂Jz
. (5.109)

It turns out the product of the two derivatives is equal to the Jacobian of the
canonical transformation at the intersection point (m,φ0), which is equal to unity by the
area preserving property of the map. To see this, note that Kz(Jz = m,φ) = m implies
that ∂Kz/∂φ = 0 at (m,φ0). So the Jacabian simplifies, and we have

1 = det

(
∂Kz/∂Jz ∂Kz/∂φ
∂φ12/∂Jz ∂φ12/∂φ

)
=

(
∂Kz

∂Jz

) (
∂φ12

∂φ

)
. (5.110)

Thus

A(m,φ0)B(m,φ0) =
{J12, J23}
{Jz, Jn}

. (5.111)

Putting (5.111) back into (5.104), we find

〈j12|j23〉 =

( {Jz, Jn}
{J12, J23}

)1/2

djmm′(β) . (5.112)

Using the expression of Jn from (5.69), we find

|{Jz, Jn}| = sinβ
√
J2 − J2

z sinφ0 = sinβJy , (5.113)

where Jy =
√
J2 − J2

z sinφ0. Either through a direct calculation using the expression of
J23 from (5.61), or from (4.21), we have

|{J12, J23}| =
{J2

12, J
2
23}

J12 J23
=

6V

J12 J23
. (5.114)

Finally, putting the Poisson brackets back into (5.112) and using the definition of the 6j-
symbol (5.28), we arrive at the uniform approximation of the 6j-symbol in terms of the
d-matrices,

{
j1 j2 j12

j3 j4 j23

}
= (−1)γ

1√
4J12 J23

( |{Jz, Jn}|
|{J12, J23}|

)1/2

djmm′(β) (5.115)

= (−1)γ
( | sinβ Jy|
|24V |

)1/2

djmm′(β) , (5.116)

where we have put back an arbitrary phase (−1)γ that we have ignored up to now.
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5.10 The Overall Phase and Numerical Analysis

We will determine the phase by comparing the known WKB approximation for
the 6j-symbol and the d-matrices in the classically allowed and forbidden regions. In the
classically allowed region, the Ponzano-Regge formula is

{
j1 j2 j12

j3 j4 j23

}
=

1√
12π|V |

cos
(

ΦPR +
π

4

)
. (5.117)

The asymptotic expression for the d-matrices is

djmm′ =
(−1)j−m

′

√
(π/2)| sinβJy|

cos
(

Φd −
π

4

)
. (5.118)

We have chosen β so that

ΦPR = Φd(β) + Φ0 , (5.119)

where

Φ0 = (J1 + J2 + J3 + J4 + J12 − J12,max)π = (νex +
3

2
)π , (5.120)

and where

νex = j1 + j + 2 + j3 + j4 + j12 − j12,max . (5.121)

Taking cosines,

cos
(

ΦPR +
π

4

)
= cos

(
Φd + νexπ +

3π

2
+
π

4

)
= (−1)νex cos

(
Φd −

π

4

)
. (5.122)

Comparing (5.117) and (5.118) in (5.116), and using (5.122), we can read off the
phase

(−1)γ = (−1)νex+m′−j . (5.123)

in the classically allowed region.
We can do a similar comparison in the four classically forbidden regions (ABCD)

to find the overall phases in those regions. Finally, we obtain the uniform approximation of
the 6j-symbol in terms of the rotation matrices, complete with phases,

{
j1 j2 j12

j3 j4 j23

}
= (−1)νex+m′−j+ν6j−νd

( | sinβ Jy|
|24V |

)1/2

djmm′(β) , (5.124)

where ν6j = 0 and νd = 0 in the classically allowed region, and

ν6j =
∑

i

′
ji , νd =

∑

i

′
ki , (5.125)
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in the classically forbidden regions. Here the prime in the sum for ν6j means to sum only
over i such that ψi on a segment of the caustic curve has the value π in table 5.1, and the
prime in the sum for νd means to sum only over i such that αi on a segment of the caustic
curve has the value π in table 5.2.

We now discuss the how the errors in the formula (5.124) compare to those for the
Ponzano Regge approximation. Figure 5.15 shows the results of numerical tests of the new
uniform approximation, with comparison with the Ponzano-Regge approximation. In the
figure, errors are plotted as a function of j12 for the 6j-symbols

{
39/2 23 j12

17/2 20 47/2

}
and

{
156 184 j12

68 160 188

}
(5.126)

in part (a) and part (b) of the figure, respectively. The values of the five fixed j’s in part (b)
are 8 times those in part (a). The plots show the absolute value of the difference between the
exact 6j-symbol and the approximate value. In both parts of the figure, the curve labeled
PR is the error of the Ponzano-Regge approximation, while that labeled U is the error of the
uniform approximation. The error of the Ponzano-Regge approximation is large near the
caustics, as expected, while the error of the uniform approximation is fairly flat throughout
the classically allowed region and up to the caustics. The error of both approximations falls
rapidly to zero in the classically forbidden regions, as of course does the exact 6j-symbol.
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Figure 5.15: Absolute value of the error of the Ponzano-Regge approximation (PR) and of
the uniform approximation (U) as a function of j12 for values of the other five j’s shown in
(5.126). The error is defined as the difference between the approximate value and the exact
value.

In the classically allowed region the error is oscillatory, and it is possible for the
Ponzano-Regge error to be less than that of the uniform approximation simply because
it accidentally happens to fall near a zero of the cosine function. One such descending
spike near j12 = 140 can be seen in part (b) of the figure. It is clear, however, that a fair
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comparison of the errors in the classically allowed region must use the amplitude of the
oscillatory function and ignore the oscillations. By this measure the error of the uniform
approximation in figure 5.15 is approximately 30 times smaller than that of the Ponzano-
Regge approximation in the center of the classically allowed region and gets better as we
approach the caustics. This ratio is nearly the same in parts (a) and (b), indicating that
both errors scale in the same way with j. In the classically forbidden region the errors can
be compared directly, without removing any oscillatory factor, and again for the values used
the figure shows that the error in the uniform approximation is smaller than that in the
Ponzano-Regge approximation.

The error term for the Ponzano-Regge approximation is unknown, as is that for
the uniform approximation, so there is no theory by which the errors can be compared.
We would expect, however, on general grounds that the two error terms should scale the
same with j, a conclusion that is supported by the numerical evidence. That the ratio
between the errors should be as small as seen in figure 5.15 was a surprise to us, and we
have no explanation for it. The values of the j’s chosen in that example were essentially
random, but when we try other “randomly chosen” values of the j’s we get similar plots.
If we systematically search for j values such that the error of the uniform approximation
is as unfavorable as possible relative to that of the Ponzano-Regge approximation in the
classically allowed region, we find cases such as

{
44 40 j12

20 24 28

}
, (5.127)

which gives the error plots in figure 5.16. In this case the two errors are comparable for
an extended range of j12. We have found no cases in which the uniform approximation is
much worse than the Ponzano-Regge approximation in the classically allowed region.

5.11 Conclusions

By connecting the Wigner 6j-symbol with the rotational d-matrices, which has
known asymptotics, we have not only derived a new uniform approximation, but also pro-
vided an independent derivation for the asymptotics of the 6j-symbol. The geometric
meaning of the phase function of the 6j-symbol is clear. It is the area enclosed by the two
level sets corresponding to the Ĵ12 and Ĵ23 operators. This area can be evaluated using the
Schläfli identity for Euclidean tetrahedra. However, the identification of the J23 level set
with the edge length J23 of a tetrahedron is not as natural as in the semiclassical analysis
of the 6j-symbol in chapter 4, where we started with a tetrahedron from the beginning.
This identification may seem accidental here, but we believe there are deeper reasons, and
it warrants further investigation. For now, we simply note that the eigenvalue equation
of the tri-diagonal operator Ĵ2

23 leads directly to the three-term recursion relation for the
6j-symbol [76].

For future consideration, there is a natural extension of the present work to the
q-deformed 6j-symbol, where q is a root of unity. In this case, the level set for the symbol
J23 of the operator Ĵ23 can be read off from another three-term recursion relation for the
q-deformed 6j-symbol. It turns out that this level set can be identified with the edge length
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Figure 5.16: Comparison of Ponzano-Regge (PR) and uniform (U) errors as a function of
j12 for the 6j-symbol (5.127). The dotted curve is the error in the uniform approximation.

function J23(J12, φ12) of a spherical tetrahedron with the edge lengths J1, J2, J3, J4, J12, J23

and dihedral angle φ12, in a constant positive curvature space. The area enclosed by the J23

and J12 level sets can again be evaluated from the Schläfli identity for spherical tetrahedra.
In fact, this area is evaluated in the context of discrete WKB approximation to the q-
deformed recursion relations by Mizoguchi and Tada [56]. It consists of the Ponzano-Regge
phase, plus an additional term proportional to the curvature and the volume V of this
tetrahedron. Unfortunately, the identification of the J23 level set with the edge length
function J23(J12, φ12) depends on a series of algebraic manipulation and approximations.
Thus, we conclude that the missing link for a geometric derivation for the asymptotic limits
of the q-deformed 6j-symbol is a natural identification for the J23 function. One possible
way to supply this missing link is finding a 4J model for the q-deformed case, similar to
the one used for the regular 6j-symbol in chapter 4. This may be possible through the
deforming maps that relate the q-deformed SU(2)q angular momentum operators and the
regular SU(2) angular momentum operators [33]. This will be the subject of future research.

The spherical phase space of the Stratonovich Weyl symbol correspondence has
attracted the attention of string theorists who want to understand how geometry emerges
from algebra. They call it the fuzzy sphere, and is an intriguing geometric object in its
own right. In the next chapter, we investigate another interesting geometrical structure,
that of a spinor fiber bundle, which emerges from the semiclassical analysis of the Wigner
9j-symbol, when we represent some angular momenta exactly by linear algebra, and treat
others semiclassically.
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5.12 Appendix: Construction of the Normal Form Unitary
Operator

Now we give more details on the construction of Û from Z. Although we do not
actually need to construct Û in our calculation, for completeness, and to make it clear that
Z−1, not Z, should be used in (5.5), we present the following discussion.

Given the Hamiltonian Ĥ, its zeroth order symbol H0, and a desired normal form
K0, we assume there exist a symplectic map Z of the phase space that transforms H0 to
K0, in other words, K0 = H0 ◦ Z−1. We imbed Z into a smooth one parameter family
of symplectic maps Zε , ε ∈ [0, 1], with the boundary condition Z0 = I and Z1 = Z. We
set the symbol of the generators of the unitary transformation Gε to be the solution of the
differential equation

dZµε
dε

= {Zµε , Gε} . (5.128)

Once we have Gε, we use the inverse symbol map to find Ĝε, and construct Ûε as the solution
of the operator equation

dÛε
dε

= − i
~
ÛεĜε , (5.129)

with boundary condition Û0 = Î. We finally set Û = Û1.
To show that K0 = H0 ◦ Z−1 is indeed the principal symbol of K̂ = ÛĤÛ †. We

will trace the evolution of ε backwards from K̂ to Ĥ. Suppose K̂ is known. Denote the
symbol of K̂ up to order ~ by K ′0. We want to show that K ′0 = K0. Define Ĥε = Û †ε K̂Ûε,
so that Ĥ0 = K̂, Ĥ1 = Ĥ. Differentiate Ĥε and use (5.129) to get

dĤε

dε
=
i

~
[Ĝε, Ĥε] . (5.130)

Transcribing to symbols using (5.4), and keeping terms up to first order in ~, we find

dHε

dε
= −{Gε, Hε} . (5.131)

Then K ′0 ◦Zε is the solution to the above equation, as a result of the following calculation:

d

dε
(K ′0 ◦ Zε) =

dK ′0
dε
◦ Zε + (K ′0,µ ◦ Zε)

dZµε
dε

= (K ′0,µ ◦ Zε){Zµε , Gε}
= {K ′0 ◦ Zε, Gε} , (5.132)

where we have used (5.128) in the second equality, and the chain rule in the third equality.
Thus, we find Hε = K ′0 ◦ Zε.

The boundary condition H0 = K ′0 ◦ Zε at ε = 1 then requires K ′0 = H0 ◦ Z−1,
which is equal to the normal form K0 by our choice of the symplectic map Z. This shows
the symbol of K̂ = ÛĤÛ † up to order ~ is in the required normal form K0.
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Chapter 6

The Wigner 9j-Symbol with Small
and Large Quantum Numbers

6.1 Introduction and Summary

This chapter contains new asymptotic formulas for the 9j-symbol when some quan-
tum numbers are large and others small. In particular, we derive in full detail an asymptotic
formula for the 9j-symbol in the limit of one small and eight large angular momenta, as
well as several in the limit of two small angular momenta. The main theoretical tool we
use is a generalization of the Born-Oppenheimer approximation, in which the small angu-
lar momenta are the fast degrees of freedom and the large angular momenta are the slow
degrees of freedom.

In standard applications in molecular physics, the Born-Oppenheimer approxima-
tion couples a set of electronic modes by means of a potential energy matrix, in which the
matrix elements are all functions of position and so commute with one another. In our
applications the modes of the fast degrees of freedom are coupled by a matrix of noncom-
muting operators. The required generalization of the Born-Oppenheimer approximation in
this case was presented by Littlejohn and Flynn [50] and applied by those authors to a
semiclassical treatment of spin-orbit coupling [51]. The method involves diagonalizing the
matrix of operators by means of the Moyal star product, in a perturbation expansion in
powers of ~. The results are interesting geometrically, in that there appears a bundle whose
base space is the classical phase space of the slow degrees of freedom, with a fiber that is the
Hilbert space for the fast degrees of freedom. The fiber bundle carries a Berry’s connection,
whose curvature contributes to the symplectic form on the base space. This paper makes
extensive use of the techniques developed in [50, 51], and assumes a familiarity with them.
In addition we note the work of Emmrich and Weinstein [38]. which reinterpreted the trans-
formations of Littlejohn and Flynn as a deformation of the Weyl symbol correspondence
and placed the whole procedure in a more mathematical setting.

In this chapter, as in the spin-orbit problem [51], the small angular momentum
is represented by exact linear algebra, and the states are represented by multicomponent
wave-functions. We use Schwinger’s model [78] from chapter 4 to represent the large angular
momenta. Some of the issues we face in this chapter are non-Abelian symmetry groups in
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the presence of the Born-Oppenheimer approximation and the problem of constructing
gauge-invariant expressions for wave-functions and matrix elements.

Part of the significance of this work is a new asymptotic formula for the Wigner
9j-symbol in terms of a modified form of the well-known Ponzano-Regge formula [68] for
the 6j-symbol. The other part is the demonstration of a new technique that is generally
applicable to the studies of higher 3nj-symbols.

We will briefly review some of the previous works on the asymptotics of the 3nj-
symbol, when some of the angular momenta are small and others are large. Basic references
for the definitions and properties of the 3nj-symbols include Edmonds [35], Biedenharn
and Louck [19], Brink and Satchle [23], and Varshalovich [83]. Let us use the notation
(s, l) to classify the various asymptotic limits of the 3nj-symbols, where s and l denote
the number of small and large angular momenta, respectively. For a given 3nj-symbol,
not all possibilities l + s = 3nj are allowed, since the sum of two small angular momenta
must be small. For the 3j-symbol, in 1957, Brussaard and Tolhoek [24] used the Stirling’s
approximation in a sum formula for the Clebsch-Gordan coefficient to derive the (1, 2) case.
In 1968, Ponzano and Regge [68] used intuitive methods to guess the (0, 3) case for the
3j-symbol, as well as the (0, 6) case for the 6j-symbol. in 1960, Edmonds [35] found the
(1, 5) case, which trivially leads to the (2, 4) case [59]. In 1999, Watson [86, 87] derived the
(3, 3) case for the 6j-symbol, as well as the (4, 5) case for the 9j-symbol. More recently,
Anderson et. al. [3, 4] extended Watson’s result of the 9j-symbol to the (6, 3) case where
all the small angular momenta are in different rows. The other (6, 3) case where all three
small angular momenta are in the same row is still an open problem. Later Haggard and
Littlejohn [8] found the formula for (0, 9) case. Our results in this paper will fill in most of
the gap for the 9j-symbol by deriving asymptotic formulas of the (1, 8) case and the (2, 7)
case.

Now we give a brief overview of our derivation. After we apply the techniques from
[51] to the 9j-symbol, each multicomponent wave-function consists of a spinor factor and a
factor in the form of a scalar WKB solution. The action in the scalar WKB solution is the
integral of p dx on a Lagrangian manifold. We introduce a nearby Lagrangian manifold, the
“6j manifold,” which is just the A- or B-manifold from chapter 4. This Lagrangian manifold
appears in the semiclassical analysis of the 6j-symbol, and its action is analyzed in chapter 4.
We perturb the unknown action around the action on the 6j manifold, through a two steps
process. First we introduce an intermediate manifold using the coordinate transformation
that gives rise to the gauge invariant coordinates from [51]. By writing the initial gauge-
dependent action as a line integral, and perturbing the path for the line integral from the
initial Lagrangian manifold to a path on the intermediate manifold, we can write the original
line integral as a sum of a gauge-invariant line integral and a geometric phase. Then we
perturb the gauge-invariant line integral again by following nearby Hamiltonian flows on
the intermediate manifold and on the 6j manifold, respectively. This second perturbation
further splits the gauge-invariant line integral into a known action on the 6j manifold, and a
perturbation. When we combine the geometric phase and the perturbation with the spinor
field on the Lagrangian manifold, we obtain a field of quantum rotations acting on a fixed
spinor. As a result, we obtain a factorization of the multicomponent wave function into a
known scalar WKB factor, namely, those for the 6j-symbol from chapter 4, and a field of
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quantum rotations of a reference spinor. Although the quantum rotations are difficult to
handle by themselves, they partially cancel out when we take an inner product between
two multicomponent wave functions. In the case of the two 6j manifolds, there are two
components in the intersection set, and only one rotation is required for each Lagrangian
manifold. It turns out that the spinor inner product generates a factor of a Wigner d-matrix,
and an additional relative phase between the two terms of the WKB approximation. In the
end, we find an asymptotic formula for the 9j-symbol in terms of a Wigner d-matrix and a
modified Ponzano-Regge formula.

Now we give an outline of the chapter. In section 6.2, we display the main result
of this paper, namely, a new asymptotic formula for the 9j-symbol where one of the angular
momenta is small. In section 6.3, we describe the representation we use for the 9j-symbol,
and express it as an inner product between two multicomponent wave-functions. In section
6.4, we derive a gauge invariant factorization of the wave function. In section 6.5, we use
this factorization to derive the asymptotic formula for the 9j-symbol. Some plots of our
formula are presented in section 6.6. The last section contains comments and conclusions.
The appendices contain some generalizations to higher 3nj-symbols.

6.2 An Asymptotic Formula for the 9j-Symbol

We quote the main result of this paper, namely, a new asymptotic formula for the
9j-symbol, where one angular momentum, j3 = s, is small compared to the others. We
have chosen j3 to be the small quantum number in the main formula below, but any other
choice can be reduced to this case by the symmetries of the 9j-symbol. The formula is





j1 j2 j12

s j4 j34

j13 j24 j5



 =

(−1)j1+j2+j4+j5+2s+ν

√
(2j13 + 1)(2j34 + 1) (12πV )

(6.1)

cos

(∑

i

(ji +
1

2
)ψi +

π

4
− sπ + µφ1 + νφ4

)
dsν µ(θ) .

Here the indices on the d-matrix are given by µ = j13− j1 and ν = j34− j4. They
are of the same order of magnitude as the small parameter s. The sum in the argument of
the cosine runs over the six large angular momenta i = 1, 2, 4, 5, 12, 24. Out of the eight large
angular momenta, these are the ones that do not involve the index i = 3. The geometric
quantities V , ψi, φ1, φ4, and θ are functions of the vector configuration of the tetrahedron
in Figure 6.1, the construction of which we will describe shortly. In exactly the same way
as they appear in the Ponzano Regge formula [68], V is the volume of the tetrahedron, and
each ψi is the external dihedral angle at the edge Ji, where ψ ∈ [0, π]. The angle φ1 ∈ [0, π]
is an interior dihedral angle of a tetrahedron containing the edge J1, but the tetrahedron in
question is not the one in figure 6.1, but rather a related, second tetrahedron in figure 6.2.
Similarly, the angle φ4 ∈ [0, π] is the internal dihedral angle at J4 in a third tetrahedron in
figure 6.3. The angle θ ∈ [0, π] is not a dihedral angle, but it is the angle between J1 and
J4, which is adjacent in figure 6.2 and 6.3. Explicitly, the angles φ1, φ4, and θ are defined
in terms of the vectors Ji as follows:
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φ1 = π − cos−1

(
(J1 × J4) · (J1 × J5)

|J1 × J4| |J1 × J5|

)
, (6.2)

φ4 = π − cos−1

(
(J4 × J1) · (J4 × J5)

|J4 × J1| |J4 × J5|

)
, (6.3)

θ = cos−1

(
J1 · J4

J1 J4

)
= cos−1

(
J12 · J4 − J2 · J4

J1 J4

)
. (6.4)

J1

J2

J5

J4 J12

J24

Figure 6.1: The tetrahedron constructed from the six edge lengths Jr, r = 1, 2, 4, 5, 12, 24.

J1

J4

J2

J5
J14

J24

Figure 6.2: The vectors from figure 6.1 are rearranged from J1 + J2 + J4 + J5 = 0 to
J1 + J4 + J2 + J5 = 0 to form a different polygon. The intermediate vector J12 no longer
appears. Instead, we have J14 = J1 + J4.

To use formula (6.1), we construct the vector configurations of the tetrahedron in
figure 6.1, given the six edge lengths Jr, r = 1, 2, 4, 5, 12, 24, according to the procedure
in section 4.4 of chapter 4. There, a Gram matrix G, which consists of dot products
between three vectors at a vertex of the tetrahedron in figure 6.1, say J1, J12, −J5, are
expressed in terms of the six edge lengths Jr = jr + 1/2, r = 1, 2, 4, 5, 12, 24. Then a
singular decomposition of G gives a vector configuration of the three vectors, and the
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J12

J1

J2

J5

J4

J14

Figure 6.3: The vectors from figure 6.1 are rearranged from J1 + J2 + J4 + J5 = 0 to
J4 + J1 + J2 + J5 = 0 to form a different polygon. The intermediate vector J24 no longer
appears. Instead, we have J14 = J1 + J4.

remaining three vectors are constructed from the different pairs of those three vectors.
For instance, the resulting vector configuration for the values (J1, J2, J4, J5, J12, J24) =
(101, 123, 88, 64.5, 68.5, 92.5) is illustrated in figure 6.1. Notice the tetrahedra from figure
6.2 and figure 6.3 contain the edge length J14, which is not related to any of the nine
quantum numbers of the 9j-symbol in (6.1), so we cannot use the same procedure above
to directly construct their vector configurations. However, the vectors Jr, r = 1, 2, 4, 5
in the tetrahedra in figure 6.2 and figure 6.3 are related to those in figure 6.1 by parallel
translations, and J14 = J1 + J4, so we can find the vector configurations in figure 6.2
and figure 6.3 once we have those in figure 6.1. Thus, the quantities V, ψi, φ1, φ4, θ are all
functions of the six edge lengths Jr, r = 1, 2, 4, 5, 12, 24.

6.3 A Representation for the 9J-Symbol

6.3.1 Defining the 9J-Symbol

We define the 9j-symbol as an inner product of two multicomponent wave-functions,
using a variation of Edmond’s definition, (6.4.2) in [35]. It is





j1 j2 j12

s j4 j34

j13 j24 j5



 =

〈b|a〉
[(2j12 + 1)(2j34 + 1)(2j13 + 1)(2j24 + 1)]

1
2

, (6.5)

where |a〉 and |b〉 are normalized simultaneous eigenstates of lists of operators with certain
eigenvalues. We will ignore the phase conventions of |a〉 and |b〉 for now, since we did not
use them to derive our formula. In our notation, the two states are

|a〉 =

∣∣∣∣
Î1 Î2 S2 Î4 Î5 Ĵ2

13 Ĵ2
24 Ĵtot

j1 j2 s j4 j5 j13 j24 0

〉
, (6.6)
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|b〉 =

∣∣∣∣
Î1 Î2 S2 Î4 Î5 Ĵ2

12 Ĵ2
34 Ĵtot

j1 j2 s j4 j5 j12 j34 0

〉
. (6.7)

In the above notation, the large ket lists the operators on the top row, where a hat is used to
distinguish an operator from its classical symbol function, and the corresponding quantum
numbers are listed on the bottom row.

We now specify the Hilbert space where the two states |a〉 and |b〉 live. The states
belong to a total Hilbert space of five angular momenta H1 ⊗ H2 ⊗ H4 ⊗ H5 ⊗ Hs. Each
large angular momentum Ĵr, r = 1, 2, 4, 5, acts on its own copy of the Schwinger space
of two harmonic oscillators, namely, Hr = L2(R2). The small angular momentum S is
represented by the usual 2s+ 1 dimensional representation of SU(2), that is to say, it acts
on Hs = C2s+1.

We now define the lists of operators in (6.6) and (6.7). First we look at the
operators Îr, r = 1, 2, 4, 5, Ĵ2

12, and Ĵ2
24, which act only on the large angular momentum

spaces, Hr = L2(R2), r = 1, 2, 4, 5, each of which can be viewed as a space of wave functions
ψ(xr1, xr2) for two harmonic oscillators of unit frequency and mass. Let ârµ = (x̂rµ +

ip̂rµ)/
√

2, and â†rµ = (x̂rµ − ip̂rµ)/
√

2, µ = 1, 2, be the usual annihilation and creation
operators. The operators Îr and Ĵri are constructed from â and â† as follows,

Îr =
1

2

∑

µ

â†rµârµ , Ĵri =
1

2

∑

µν

â†rµ(σi)µν ârν , (6.8)

where i = 1, 2, 3, and σi are the Pauli matrices. The quantum numbers jr, r = 1, 2, 4, 5
specify the eigenvalues of both Îr and Ĵ2

r , that is, jr and jr(jr + 1), respectively.
The operators Ĵ2

12 and Ĵ2
24 that define the intermediate couplings of the large

angular momenta are defined as partial sums of the Ĵr,

Ĵ12 = Ĵ1 + Ĵ2 , Ĵ24 = Ĵ2 + Ĵ4 . (6.9)

The quantum numbers j12 and j24 specify the eigenvalues of the operators Ĵ2
12 and Ĵ2

24, that
is, j12(j12 + 1) and j24(j24 + 1), respectively. See chapter 3 for more detail on the Schwinger
model.

Now we turn our attention to the operator S2 that acts only on the small angular
momentum space C2s+1. Let S be the vector of dimensionless spin operators represented
by (2s+ 1)× (2s+ 1) matrices that satisfy the SU(2) commutation relations,

[Si, Sj ] = i
∑

k

εijk Sk . (6.10)

The Casimir operator, S2 = s(s+ 1), is proportional to the identity operator, so its eigen-
value equation is trivially satisfied.

The remaining operators, Ĵ2
13, Ĵ2

34, and Ĵtot, act on both Hr and Hs. As in
the spin-orbit problem [51], these are represented by non-diagonal matrices of differential
operators. Even for the operators Îr, Ĵ

2
12, Ĵ24, above, they should be viewed as differential

operators times the identity matrix. Similarly, the operators S, S2 should be viewed as
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matrices times the identity operator on all Hr. The following equations define Ĵ2
13, Ĵ2

34, and
Ĵtot:

(Ĵ2
13)αβ = [Î1(Î1 + 1) + ~2s(s+ 1)]δαβ + 2~ Ĵ1 · Sαβ, (6.11)

(Ĵ2
34)αβ = [Î4(Î4 + 1) + ~2s(s+ 1)]δαβ + 2~ Ĵ4 · Sαβ, (6.12)

(Ĵtot)αβ = (Ĵ1 + Ĵ2 + Ĵ4 + Ĵ5)δαβ + ~Sαβ. (6.13)

6.3.2 The Multicomponent Wave-Functions

We follow the approach used in [50, 51] to find the WKB form of the multicom-
ponent wave-functions ψaα(x) = 〈x, α|a〉 and ψbα(x) = 〈x, α|b〉. Let us focus on ψaα(x), since
the treatment of ψb is analogous. Temporarily, we will drop the index a in the following.

Let D̂i, i = 1, . . . , 10, denote the the operators listed in the definition of |a〉 in
(6.6). We seek a unitary operator Û , such that D̂i for all i = 1, . . . , 10 are diagonalized
when conjugated by Û , that is,

∑

αβ

Û †αµ(D̂i)αβ Ûβ ν = (Λ̂i)µ ν . (6.14)

Here Λ̂i, i = 1, . . . , 10 is a list of diagonal matrix operators, and we have employed the
index summation notation in (6.14). Let φ(µ) be the simultaneous eigenfunction for the µth

diagonal entries λ̂i of the operators Λ̂i, then we obtain a simultaneous eigenfunction ψ
(µ)
α

of the original list of operators D̂i from

ψ(µ)
α = Ûαµ φ

(µ) . (6.15)

Here the index µ is called the polarization index, in the same sense used in [51]. There is no
summation over the polarization index in (6.15). Since we are interested in ψα only to first
order in ~, all we need are the zeroth order term U of the Weyl symbol matrix of Û and
the first order symbol matrix Λi of Λ̂i. The resulting asymptotic form of the wavefunction
ψ(x) is a product of a scalar WKB part BeiS and a spinor part τ , that is,

ψ(µ)
α (x) = B(x) ei S(x)/~ τ (µ)

α (x, p) . (6.16)

Here the action S(x) and the amplitude B(x) are simultaneous solutions to the Hamilton-
Jacobi and the transport equations, respectively, that are associated with the Hamiltonians

λ
(µ)
i . The spinor τµ is the µth column of the matrix U ,

τ (µ)
α (x, p) = Uαµ(x, p) , (6.17)

and where p = ∂S(x)/∂x.
Now let us apply the above strategy to the 9j-symbol. The Weyl symbols of the

operators Îr and Ĵri are Ir − 1/2 and Jri, respectively, where

Ir =
1

2

∑

µ

zrµzrµ , Jri =
1

2

∑

µν

zrµ(σi)µνzrν , (6.18)
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and where zrµ = xrµ + iprµ and zrµ = xrµ − iprµ are the symbols of â and â†, respectively.
The symbols of the remaining operators have the same expressions as (6.9), (6.11)-(6.13),
but without the hats.

Among the operators D̂i, Ĵ
2
13 and the vector of the three operators Ĵtot are non-

diagonal. By looking at (6.11), the expression for Ĵ2
13, we see that the zeroth order term

of the symbol matrix J2
13 is already proportional to the identity matrix, so the spinor τ

must be an eigenvector for the first order term J1 ·S. Let τ (µ)(J1) be the eigenvector of the
matrix J1 · S with eigenvalue µI1, that is,

(J1 · S)αβ τ
(µ)
β = µI1 τ

(µ)
β , (6.19)

where µ = −s, . . . , +s. In order to preserve the diagonal symbol matrices Ir through the
unitary transformation, we must choose the spinor τ (µ) to depend only on the direction of
J1. One possible choice of τ (µ) is the “north standard gauge,” (see Appendix A of [51]), in
which the spinor δαµ is rotated along a great circle from the z-axis to the direction of J1.
Explicitly,

τ (µ)
α (J1) = ei(µ−α)φ1 d(s)

αµ(θ1) , (6.20)

where (θ1, φ1) are the spherical coordinates that specify the direction of J1. Note that this
is not the only choice, since (6.19) is invariant under a local U(1) gauge transformation. In
other words, any other spinor τ ′ = eig(J1) τ that is related to τ by a U(1) gauge transfor-
mation satisfies (6.19). This local gauge freedom is parametrized by the vector potential

A
(µ)
1 = i(τ (µ))†

∂τ (µ)

∂J1
, (6.21)

which transforms as A(µ)′ = A(µ) −∇J1(g) under a local gauge transformation. Moreover,
the gradient of the spinor can be expressed in terms of the vector potential, (see (A.22) in
[51]), as follows,

∂τ (µ)

∂J1
= i

(
−A(µ)

1 +
J1 × S

I2
1

)
τ (µ) . (6.22)

Once we obtain the complete set of spinors τ (µ), µ = −s, . . . , s, we can construct the zeroth
order symbol matrix U of the unitary transformation from (6.17).

Now let us show that all the transformed symbol matrices of the operators in (6.6),
namely, the Λi, are diagonal to first order. Let us write Λ̂[D̂] to denote the operator Û †D̂Û ,
and write Λ[D̂] for its Weyl symbol matrix. First, consider the operators Îr, r = 1, . . . , 4,
which are proportional to the identity matrix. Using the operator identity

[Λ̂(Îr)]µν = Û †αµ(Îrδαβ)Ûβν = Îrδµν − Û †αµ[Ûαν , Îr] , (6.23)

we find

[Λ(Îr)]µν = (Ir − 1/2)δµν − i~U∗0αµ {U0αν , Ir} , (6.24)
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where we have used the fact that the symbol of a commutator is a Poisson bracket. Since

Uαµ = τ
(µ)
α is a function only of J1, and since the Poisson brackets {J1, Ir} = 0 vanish for

r = 1, 2, 4, 5, the second term in (6.24) vanishes. We have

[Λ(Îr)]µν = (Ir − 1/2) δµν . (6.25)

Similarly, we find

[Λ(Ĵ2
24)]µν = J2

24 δµν . (6.26)

Now we find the symbol matrices Λ(Ĵ13) for the vector of operators Ĵ13, where

[Λ̂(Ĵ13)]µν = Û †αµ(Ĵ1δαβ)Ûβν + ~ Û †αµSαβÛβν . (6.27)

After converting the above to Weyl symbols, we find

[Λ(Ĵ13)]µν = J1δµν − i~U∗αµ{Uαµ, J1}+ ~U∗αµSαβUβν
= J1δµν − i~τ (µ)∗

α {τ (ν)
α , J1}+ ~ τ (µ)∗

α Sαβτ
(ν)
β .

Let us denote the ith component of the second term above by T iµν , and use (6.22), the
orthogonality of τ ,

τ (µ)∗
α τ (ν)

α = δµν , (6.28)

to get

T iµν = −i~τ (µ)∗
α {τ (ν)

α , J1i}

= −i~τ (µ)∗
α εkjiJ1k

∂τ
(ν)
α

∂J1j

= ~(A
(µ)
1 × J1)i δµν + ~

µJ1i

I1
δµν − ~ τ (µ)∗

α Siαβτ
(ν)
β ,

where in the second equality, we have used the reduced Lie-Poisson bracket from (3.34) to
evaluate the Poisson bracket {τ,J1}, and where in the third equality, we have used (6.22)
for ∂τ/∂J1. Notice the term involving S in T iµν cancels out the same term in Λ(Ĵ13), leaving
us with a diagonal symbol matrix,

[Λ(Ĵ13)]µν = J1

[
1 +

µ~
I1

]
+ ~A(µ)

1 × J1 . (6.29)

See (4.12) in [51]. Taking the square, we obtain

[Λ(Ĵ2
13)]µν = (I1 + µ~)2δµν , (6.30)

Thus we see that Λ(Ĵ2
13) is diagonal.
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Finally, let us look at the last three remaining operators Ĵtot in (6.13). Since the
symbols Jr for r = 2, 4, 5 Poisson commutes with J1, we find Λ(Ĵr) = Jr. Using Λ(Ĵ13)
from (6.29), we obtain

[Λ(Ĵtot)]µν =

[
J1

(
1 +

µ~
I1

)
+ ~A(µ)

1 × J1 + (J2 + J4 + J5)

]
δµν . (6.31)

Therefore all Λi, i = 1, . . . , 10 are diagonal.
For a single polarization µ, disregarding the eigenvalue equation for S2, we have

9 Hamilton-Jacobi equations associated with the Λi in the 16 dimensional phase space
C8. It turns out that not all of them are functionally independent. In particular, the
Hamilton-Jacobi equations Λ(Î1) = I1 − 1/2~ = j1~ and Λ(Ĵ2

13) = (I1 + µ~)2 = (j13 +
1/2)2~2 are functionally dependent. The two equations are consistent only when we choose
the polarization µ = j13 − j1. This reduces the number of independent Hamilton-Jacobi
equations for S(x) from 9 to 8, half of dimension of the phase space C8. These 8 equations
define the Lagrangian manifold associated with the action S(x) seen in (6.16).

Now let us restore the index a. We express the multicomponent wave-function
ψaα(x) in the form of (6.16),

ψaα(x) = Ba(x) eiSa(x)/~ τaα(x, p) (6.32)

Here the action Sa(x) is the solution to the eight Hamilton-Jacobi equations associated with
the µth entries λai of 8 of the symbol matrices Λai .

I1 = (j1 + 1/2)~ , (6.33)

I2 = (j2 + 1/2)~ ,
I4 = (j4 + 1/2)~ ,
I5 = (j5 + 1/2)~ ,
J2

24 = (j24 + 1/2)2~2 ,

J
(a)
tot = J1

[
1 +

µ~
I1

]
+ ~A1 × J1 + (J2 + J4 + J5) = 0 ,

and τa = τ (µ) with µ = j13− j1. Note that both τa and Sa involve the vector potential A1,
so they are gauge dependent quantities.

We carry out an analogous analysis for ψb(x). The result is

ψbα(x) = Bb(x) eiSb(x)/~ τ bα(x, p) , (6.34)

where Sb(x) is the solution to the following 8 Hamilton-Jacobi equations,
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I1 = (j1 + 1/2)~ , (6.35)

I2 = (j2 + 1/2)~ ,
I4 = (j4 + 1/2)~ ,
I5 = (j5 + 1/2)~ ,
J2

12 = (j12 + 1/2)2~2 ,

J
(b)
tot = J4

[
1 +

ν~
I4

]
+ ~A4 × J4 + (J1 + J2 + J5) = 0 .

Here the spinor τ b = τ
(ν)
b satisfies

(J4 · S)αβ (τ
(ν)
b )β = νI4 (τ

(ν)
b )β , (6.36)

where ν = j34 − j4. The vector potential A4 is defined by

A4 = i(τ b)†
∂τ b

∂J4
. (6.37)

Again, both τ b and Sb involve the vector potential A4, so they are gauge dependent quan-
tities.

6.4 A Gauge-Invariant Form of the Multicomponent Wave-
Functions

In this section, we derive a gauge-invariant factorization for ψa(x). In general, an
action S(x) is defined by the integral of pdx on a Lagrangian manifold. The action Sa(x) is
associated with the Lagrangian manifold La, the level set defined by (6.33). We will express
Sa(x) in terms of an action on a nearby gauge-invariant Lagrangian manifold. First, we pick
a reference point z0 on La and let x0 be the x coordinates of z0, and write Sa(x) =

∫
γ pdx

as a line integral along a path γ that connects x0 to x. Because La is Lagrangian, Sa(x) is
independent of the path γ chosen. Then we define an intermediate nearby gauge-invariant
manifold L′a using a set of gauge invariant coordinates z′, which we will define in the next
paragraph. We then express the line integral Sa(x) on La as a perturbation of a line integral
S′a(x) =

∫
γ p
′(x)dx, where p′(x) is the coordinate representation of L′a. Because L′a is not

Lagrangian, S′a(x) will depend on the path γ. Finally, we express the line integral S′a(x) on
L′a as a perturbation of a known action S6j

a (x), which is supported on another nearby gauge-
invariant Lagrangian manifold L6j

a , the so called A-manifold in chapter 4. This manifold
appears in the analysis of the Ponzano-Regge action of the 6j-symbol. We then show that
the sum of the perturbations are independent of the path γ chosen, by combining the extra
phases generated from these perturbations with the spinor field, and show that the result
becomes a field of quantum rotations of a fixed reference spinor on the Lagrangian manifold
S6j
a (x). We show the advantages of our factorization by deriving a simple expression for the

inner products between two multicomponent wave-functions.
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6.4.1 The Intermediate Manifold

The gauge invariant coordinates z′ were introduced in [50, 51] to formulate gauge
invariant quantization conditions, and to show the overall wave function ψ(x) in (6.16) is
invariant under a local U(1) gauge transformation. We use the coordinate map from z to
z′ here to define a gauge invariant intermediate manifold L′a. Note the notation z′ in [51]
denote vectors of real (x, p) coordinates, here z′ refer to complex coordinates. We define a
near-identity map Z as follows,

z′rµ = Zrµ(zrµ) = zrµ − i~(τa)†
(
∂τa

∂zrµ

)
, (6.38)

where Zrµ are the functions, and z′rµ are the values of the functions evaluated at zrµ. Since
τa only depends on J1, the derivatives ∂τa/∂zrµ for r = 2, 4, 5 vanish, and we have

z′rµ = Zrµ(zrµ) = zrµ , r = 2, 4, 5. (6.39)

For r = 1, we use the chain rule, (6.18), and (6.21) to find

z′1µ = Z1µ(zrµ) = z1µ − i~τ †
(
∂τ

∂J1

)
· ∂J1

z1µ

= z1µ − i~A1 ·
(

1

2

∑

ν

σµν z1ν

)
.

Using the identity

σi σj = δij + iεijkσk , (6.40)

we obtain to first order

J1j ◦ Z =
1

2
z′σiz

′ ,

=

[
z1 +

i~
2
A1iz1 σi

]
σj

[
z1 −

i~
2
A1kσk z1

]

=
1

2
z1σjz1 −

1

2
~εijkA1iJ1k +

1

2
~εijkA1kJ1i

= J1j + ~(A1 × J1)j . (6.41)

To follow these manipulations, one must pay close attention to the difference between the
functions and the values of the functions.

Looking at the last Hamilton-Jacobi equation from (6.33), we see that the gauge
dependence of Jtot is captured by the coordinate transformation Z, that is,

J
(a)
tot =

[
1 +

µ~
I1

]
J1 ◦ Z + (J2 + J4 + J5) = 0 . (6.42)
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Therefore, it is tempting define a new gauge-invariant manifold by dropping Z from (6.42).
This is equivalent to treating Z as an active map that maps points on La to a new gauge-
invariant manifold L′a that is the level set of the following equations,

I1 = (j1 + 1/2)~ , (6.43)

I2 = (j2 + 1/2)~ ,
I4 = (j4 + 1/2)~ ,
I5 = (j5 + 1/2)~ ,
J2

24 = (j24 + 1/2)2~2 ,

J
(a)′

tot = J1

[
1 +

µ~
I1

]
+ (J2 + J4 + J5) = 0 .

It is easy to check that I1 ◦ Z = I1 to first order, and the remaining four equations are not
affected by Z.

In this way, we have defined a gauge-invariant manifold L′a through the map Z. In
other words, if (x, p(x)) ∈ La, then (x′, p′) = Z(x, p(x)) ∈ L′a and vice versa. Here (x, p(x))
is the coordinate representation of the Lagrangian manifold La, and (x, p′(x)) denotes the
coordinate representation of L′a.

6.4.2 First Perturbation of the Action

Now let us relate the line integral Sa(x) to the line integral S′a(x) =
∫
γ p
′(x) dx.

We express the map Z from (6.38) in terms of the x, p coordinates,

p′1µ = p1µ − i~(τa)†
∂τa

∂x1µ
, (6.44)

x′1µ = x1µ + i~(τa)†
∂τa

∂p1µ
. (6.45)

To find the value of p′(x) in terms of x, p(x), use the relations p′ = p′(x′) and (x′, p′(x′)) =
Z(x, p(x)), as follows,

p(x)− i~(τa)†
∂τa

∂x
= p′ = p′(x′) = p′

(
x+ i~(τa)†

∂τa

∂p

)
. (6.46)

Expanding in powers of ~, we find

p′1µ(x) = p1µ(x)− i~(τa)†
[
∂τa

∂x1µ
+
∂τa

∂p1ν

∂p1ν

∂x1µ

]

= p1µ(x)− i~(τa)†
dτa

dx1µ
, (6.47)

and p′rµ(x) = prµ(x) for r = 2, 4, 5. Integrating along the path γ, we obtain the relation
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Sa(x) = S′a(x) + i~
∫

γ
(τa)†

dτa

dx1
· dx1

= S′a(x) + ~
∫

γ
A1 · dJ1 , (6.48)

where we have used the definition of A1 in (6.21) in the second equality.

6.4.3 Second Perturbation of the Action

We now express the line integral S′(x) as a perturbation of a known action S6j
a (x)

on a nearby gauge-invariant Lagrangian manifold L6j
a . The Lagrangian manifold L6j

a is
defined by the following Hamilton-Jacobi equations:

I1 = (j1 + 1/2)~ ,
I2 = (j2 + 1/2)~ ,
I4 = (j4 + 1/2)~ ,
I5 = (j5 + 1/2)~ ,
J2

24 = (j24 + 1/2)2~2 ,

Jtot = J1 + J2 + J4 + J5 = 0 , (6.49)

in analogy with the Hamilton-Jacobi equations for the A- or B-manifold in chapter 4.
Now we find the difference between S′a(x) and S6j

a (x). We lift γ to two nearby
paths γ1 and γ′1 on L6j

a and L′a, respectively, which follow the Hamiltonian flows generated
by the Hamiltonians in (6.49) and (6.43), respectively. Since the first five Hamiltonians
(I1, I2, I4, I5, J

2
24) are identical in (6.49) and (6.43), we will focus on the segments of γ1 and

γ′1 that are generated by n · Jtot and n · J(a)′

tot . Here n is some fixed unit vector, and θ is
the parameter along the flows of the two segments. Let us denote the projection of the two
segments onto the x space by x(θ) and x′(θ), respectively. We assume S′a(x

′(θ)) = S′a(x(θ))
holds to first order.

The equations of motion for the Hamiltonian n · Jtot are

dzrµ
dθ

=
∂(n · Jtot)

∂(−izrµ)
=
i

2

∑

ν

zrν(n · σ)νµ , (6.50)

so the line integral is

S6j(θ) = Im

∫ θ

0

∑

rν

zrνdzrν =

∫ θ

0
(n · Jtot) dθ = 0 , (6.51)

where we have used (6.50) for dz and the definitions for Jr in (6.18) in the second equality,
and where we have used Jtot = 0 on L6j

a in the last equality. Thus the action generated by
part of the flow in γ1 vanishes.

The equation of motion for the Hamiltonian n · J(a)′

tot is
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dzrν
dθ

=
i

2

∑

ρ

zrρ(n · σ)ρν

(
1 +

µ~
I1

)
− iµ~

2I2
1

(n · Ĵ1)z1ν , (6.52)

so the line integral is

S′a(θ) =

∫ θ

0
(n · J(a)′

tot ) dθ − µ~
I1

∫ θ

0
(n · J1) dθ

= −µ~
I1

∫ θ

0
(n · J1) dθ , (6.53)

where we have used (6.52), (6.18) in the first equality, and the last equation of (6.43) in the
second equality. Thus the part of line integral along γ′1 does not vanish.

From the difference of the line integrals in (6.51) and (6.53), we obtain

S′a(x) = S6j
a (x)−

∑

i

µ~
I1

∫

γi1

ni · J1 dθ , (6.54)

where the sum in the last term is over the segments in γi1 of γ1 that are generated by
Hamiltonians of the type ni · Jtot.

Combining the two perturbations (6.48) and (6.54), we can express the action
Sa(x) on the gauge-dependent Lagrangian manifold La as a perturbation of a known action
S6j
a (x) on the gauge-invariant Lagrangian manifold L6j

a ,

Sa(x) = S6j
a (x) + ~

∫

γ
A1 · dJ1 −

∑

i

µ~
I1

∫

γi1

ni · J1 dθ . (6.55)

We note that the second perturbation in (6.55) vanishes unless γ1 contains flows
generated by the total angular momentum. Moreover, since the only Hamiltonian in (6.49)
that generates flows that change the values of J1 or J5 is the total angular momentum,
the first perturbation in (6.55) also vanishes unless γ contains flows generated by the total
angular momentum. In other words, only the flows of the Hamiltonians n · Jtot generate
the two perturbations in (6.55).

Since both Sa(x) and S6j
a (x) are actions on Lagrangian manifolds, their values are

independent of the path γ we choose to perform this perturbation. Thus, the last two terms
in (6.55) together should also be independent of the path γ1. We show this is indeed the
case by rewriting the spinor field on the Lagrangian manifold L6j

a , which is independent
of γ1, in terms of these two terms and a field of rotational matrices on L6j

a , which is also
independent of γ1.

6.4.4 Rewriting the Spinor Field

We now turn our attention to the spinor τa(z) in the multicomponent wave-
function in (6.16). Let z0 be the reference point and let γ1 be the path from z0 to z
on L6j

a , as defined above. If γ1 is generated by the Hamiltonian flows of (I1, I2, I4, I5, J
2
24),
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which do not change the value of J1, we have dJ1 = 0 along γ1. Since the spinor τa(z) only
depend on J1, we find

τa(z) = τa(z0) . (6.56)

If γ1 is generated by the Hamiltonian flows of n · Jtot by an angle θ, then dJ1 is nonzero,
and is given by

dJ1 = n× J1dθ . (6.57)

so the spinor τa(z) will change. We analyze how a spinor section τa(z), such as the one
from (6.20), changes as we follow γ1. To express the gauge dependence of τa(z) on the
gauge potential A1, we find it convenient to express τa(z) in terms of the parallel transport
of the spinor along γ1, that is,

τa(z) = exp

{
−i
∫

γ1

A1 · dJ1

}
τ̃a(z) . (6.58)

Here τ̃a is the solution to the parallel transport equation along γ,

dτ̃a

dθ
=

i

J2
1

[(
dJ1

dθ
× J1

)
· S
]
τ̃a(θ) , (6.59)

with the initial condition τ̃a(0) = τa(z0). We see that the phase in (6.58) cancels the first
term in (6.55).

To generate a phase that will cancel the second perturbation in (6.55), we rewrite
the parallel transported spinor τ̃a in terms of quantum rotation matrices. Let us define

U(n, dθ) = e−i(n·S)dθ , (6.60)

which has the same axis and angle as those in γ1. We decompose the axis n into components
parallel and perpendicular to J1, and get

n =
n · J1

J2
1

J1 +
J1 × (n× J1)

J2
1

. (6.61)

Using the fact that τ̃a(J1) is an eigenvector of J1 ·S from (6.19), and the parallel transport
equation from (6.59), with dJ1 defined in (6.57), we find

U(n, dθ) τ̃a(z)

= exp

{
−iJ1 × (n× J1)

J2
1

· S dθ
} [

e
−in·J1

J2
1

J1·S dθ
τ̃a(z)

]

= e
−iµn·J1

J1
dθ
[
exp

{
−iJ1 × dJ1

J2
1

· S
}
τ̃a(z)

]

= e
−iµn·J1

J1
dθ
τ̃a(z + dz) . (6.62)
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Moving the exponential to the other side, and integrating with respect to dθ along γ1 from
z0 to z, we find an expression for the parallel transport of the spinor in terms of the rotation
matrix, as follows,

τ̃a(z) = exp

{
iµ

∫

γ

n · J1

J1
dθ

}
U(n, θ) τa(z0) . (6.63)

In general, if γ1 consists of segments generated by overall rotations, say γ =
∏
i γ

i
1, then by

applying the above formula sequentially, we have

τ̃a(z) = exp

{
iµ

∫

γ

n(γ) · J1

J1
dθγ

} ∏

γi1

U(ni, θi) τ
a(z0) . (6.64)

Putting (6.64) back into (6.58), we have

τa(z) = exp

{
−i
∫

γ
A1 · dJ1 + i

µ

J1

∫

γ

n(γ) · J1

J1
dθγ

}
∏

γi1

U(ni, θi)


 τa(z0) . (6.65)

We note that the product of rotation matrices are almost uniquely defined by the two end
points z0 and z. To see this, project this series of rotations onto a series of classical rotations
Ri in SO(3). Because both J1 and J5 are invariant under the other Hamiltonian flows of
(I1, I2, I4, I5, J

2
24), the triangle 1-5-24 can only change orientation under the flows of the

total angular momentum. Thus, this series of rotations Ri must take the triangle 1-5-24
at z0 to the triangle 1-5-24 at z. There is a unique rotation R that does this. Thus the
product of the rotation matrices U(ni, θi) is equal to a lift U of the SO(3) rotation matrix
R. We can now write

Ua(x) =
∏

γi1

U(ni, θi) . (6.66)

We conclude that both the spinor field τa(z) and the field of rotation matrices
U(z) are independent of the path γ1. As a result, the phase factors in (6.65), and the
perturbations in (6.55) are independent of the path γ1.

When we put (6.55) and (6.65) together into the multicomponent wave-function
ψa(x) = B(x)eiSa(x)/~ τa(x), the phase factors exactly cancel out. In the end, we obtain a
gauge-invariant representation of the wave-function,

ψa(x) = Ba(x) eiS
6j
a (x)/~ Ua(x) τa(x0) . (6.67)

Similarly, the multicomponent wave-function for the state |b〉 has the following
form,

ψb(x) = Bb(x) eiS
6j
b (x)/~ Ub(x) τ b(x0) , (6.68)

where for convenience, we have chosen the same reference point z0. This is possible, because
the reference points are arbitrary on both manifolds, and we can choose z0 to lie in the
intersection of L6j

a and L6j
b .
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6.4.5 The Inner Products of Multicomponent Wave-Functions

We now take the inner product between the two multicomponent wave-functions
ψa(x) and ψb(x), and perform a stationary phase approximation. From Eqs (6.67) and
(6.68), we find

〈b|a〉 =

∫
dxBa(x)Bb(x) ei(S

6j
a (x)−S6j

b (x))/~(τ b(x0))†[Ub(x)]† Ua(x) τa(x0) . (6.69)

Let Mk denote the kth component of the intersection set of the two Lagrangian manifolds
L6j
a and L6j

b . Choose the reference point z0 ∈M0. We know the difference of the two actions
Sb(xk)− Sa(xk) is constant in each componentMk, since the integrals of p dx cancel along
flows in the intersection. In particular, since Sb(x0) = Sa(x0) = 0, it vanishes on M0.
Similarly, by their unitary property, the product of the rotation matrices cancel out along
flows in the intersections, and is constant in eachMk. In particular, it is the identity matrix
in M0.

Suppose we know the result of the stationary phase approximation to the integral
in (6.69), when the spinors and rotation matrices are absent. In other words, suppose we
know

∫
dxBa(x)Bb(x) ei(S

6j
a (x)−S6j

b (x))/~ = eiκ
∑

k

Ωk exp{i[S6j
a (xk)− S6j

b (xk)− µkπ/2]/~} .

(6.70)
Then by treating the spinors as slowly varying and evaluating them at the stationary points
in (6.69), we find

〈b|a〉 = eiκ
∑

k

Ωk exp{i[S6j
a (zk)− S6j

b (zk)− µkπ/2]/~}
(
U0k
b τ b(z0)

)† (
U0k
a τa(z0)

)
. (6.71)

In the above formula, the sum is over the components of the intersection set, and zk is a
point in the kth component. Here U0k

a is a rotation matrix determined from the rotation
that takes z0 to a point zk ∈ Mk inside L6j

a , and U0k
b is similarly defined. The formula

(6.71) is independent of the choice of zk, because any other choice z′k will multiply both U0j
a

and U0j
b by the same additional rotation matrix generated from a path from zk to z′k, which

cancel out in the product (U0k
b )†U0k

a . We see that our factorization of the multicomponent
wave-function leads to a simple and elegant expression for the inner product between two
multicomponent wave-functions.

6.5 Derivation For the 9J-Symbol Formula

We derive the main result (6.1) for the 9j-symbol by using the general formula
(6.71). The stationary phase approximation without the spinors in (6.70) was calculated in
the semiclassical analysis of the 6j-symbol in chapter 4. In the following, we summarize the
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results of that calculation, and then evaluate the spinor inner products at the stationary
phase points to derive the inner product of the two multicomponent wave-functions, as in
(6.71). From this inner product, we derive the asymptotic formula for the 9j-symbol.

6.5.1 The Relative Action at the Two Stationary Sets

Let us describe the Lagrangian manifolds and the relevant paths used to calculate
their actions. The two Lagrangian manifolds L6j

a and L6j
b intersect at two sub-manifoldsM0

and M1. The relative action S6j
a (z1)− S6j

b (z1) is calculated along a loop γ = γ1 + γ2 + γ3,
as illustrated in figure 6.4. First it goes from a point z0 inM0 to a point z1 inM1 along a
path γ1, which is generated by the Hamiltonian flows of J2

24 inside L6j
a . Then it goes back

to another point in M0 along a path γ2, which is generated by the Hamiltonian flows of
J2

12 inside L6j
b . Finally it goes back to the starting point z0 along a path γ3 through an

overall rotation around −j5 by an angle equal to twice the internal dihedral angle φ5 of the
tetrahedron in figure 6.1, and along the flows generated by I1, I2, I3, I4. We can break this
loop up into two paths γa = γ1 and γb = −γ3 − γ2 that goes from z0 to z1 along the two
Lagrangian manifolds.

L6j
a

L6j
b

L6j
a

M0 M1

γ1

γ2

γ3

z0
z1

L6j
b

Figure 6.4: Illustration for the intersection of the two Lagrangian manifolds, and the paths
γ1, γ2, and γ3 on these manifolds.

By choosing z0 as the reference point for both actions S6j
a and S6j

b , we have

S6j
a (z0)− S6j

b (z0) = 0 (6.72)

on M0. From (4.53) in chapter 4, the relative action at the other stationary phase point is
given by

S6j
a (z1)− S6j

b (z1) = −2
∑

i

(ji + 1/2)ψi + 2nπ , (6.73)

where ψi are the external dihedral angles of the tetrahedron in figure 6.1, and the sum is
over i = 1, 2, 4, 5, 12, 24, and n is some integer that contributes to an overall phase. The
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amplitudes at both stationary point are given by

Ω0, 1 =
1

2
√

12πV
, (6.74)

where V is the volume of the tetrahedron in figure 6.1. Altogether, (6.71) becomes

〈B|A〉 (6.75)

=
eiκ

2
√

12πV

{
(τ b(z0))†τa(z0)

+
(
Ubτ

b(z0)
)†

(Uaτ
a(z0)) exp

[
−2i

∑

i

(ji + 1/2)ψi −
iµ1π

2

]}
.

where eiκ is some overall phase, and Ua, Ub are rotation matrices associated with γa and
γb, respectively.

6.5.2 The Reference Point and the Spinor Products

We choose the vector configurations associated with z0 to have a negative signed
volume V , where 6V = J1 · (J2 × J4). This choice of the starting point is in agreement
with the choice made in chapter 4. In addition, we choose a particular orientation for the
starting point z0, as follows. We put J1 along the z-axis, and J1 × J24 along the y-axis, so
that J24 and J5 lie inside the xz-plane, as illustrated in figure 6.5. Let the the inclination
and azimuth angles (θ, φ) denote the direction of the vector J4. From figure 6.5, we see
that |φ| is the angle between the (J1,J24) plane and the (J1,J4) plane, so φ = −φ1, which
is defined in (6.2). Also see figure 6.2. The inclination angle is simply the angle θ between
J1 and J4, so it is the same θ defined in (6.4).

The gauge choices for the spinors at the reference point are arbitrary, and they
contribute only an overall phase. To be concrete, we choose the spinor τa at z0 to be the
standard eigenvector for Sz, that is,

τaα(z0) = δαµ . (6.76)

For the spinor τ b at z0, we choose it to be an eigenvector of J4 · S in the north standard
gauge, that is,

τ bα(z0) = e−i(α−ν)φ1 dsνα(θ) . (6.77)

Taking the spinor inner product, we obtain

(τ b(z0))†(τa(z0)) = ei(µ−ν)φ1 dsνµ(θ) . (6.78)

In order to evaluate the other spinor product in M1, we need to find the rotation matrices
Ua and Ub, which are generated from γa and γb, respectively. The path γa = γ1 has no flow
that is generated by the total angular momentum, so
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x

y

z

J1

J4

J2

J5

J24

J14

Figure 6.5: The configuration corresponding to the reference point z0.

Ua = 1 . (6.79)

The path γb = −γ3 − γ2 contains only an overall rotation around j5, so

Ub = U(j5, 2φ5) . (6.80)

The rotation Ub effectively moves J4 to its mirror image J′4 across the xz-plane,
which has the direction given by (θ, φ1). Thus Ub τ

b(z0) is an eigenvector of J′4 · S, and is
equal to the eigenvector of J′4 · S in the north standard gauge up to a phase. We have

[Ub τ
b(z0)]α = eiνH4 ei(α−ν)φ1 dsνα(θ) , (6.81)

where H4 is a holonomy phase factor that is equal to the area of a spherical triangle on a
unit sphere, which is illustrated in figure 6.6.

Therefore, the spinor inner product at the intersection M1 is

(
Ubτ

b(z0)
)†

(Uaτ
a(z0)) = eiνH4 e−i(µ−ν)φ1 dsνµ(θ) . (6.82)

Putting this back into (6.75), we have an asymptotic formula for the inner product

〈b|a〉 =
eiκ1

√
12πV

dsνµ(θ) cos

[
−
∑

i

(ji + 1/2)ψi −
µ1π

4
− µφ1 + ν

(
H4

2
+ φ1

)]
. (6.83)

Using a different choice of the reference point and paths, we can derive an alter-
native expression for the inner product, and eliminate the term H4. Let us choose a new
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z

J4 J′
4

R(Ub)

Figure 6.6: The holonomy H4 is the area bounded by the curve that traces a great circle
from ẑ to ĵ4, the small circle generated by the rotation R(Ub) that rotates ĵ4 to ĵ′4 about
the axis j5, and finally the great circle from ĵ′4 back to ẑ.

reference point z0 to correspond to an orientation where J4 is along the z-axis, and J4×J12

along the y-axis. For the paths, we choose γa = γ3 + γ1 and γb = −γ2. Through essentially
the same arguments, we find

〈b|a〉 =
eiκ4

√
12πV

dsνµ(θ) cos

[
−
∑

i

(ji + 1/2)ψi −
µ1π

4
+ µ

(
H1

2
+ φ4

)
− νφ4

]
, (6.84)

where H1 is another holonomy phase factor associated with the curve traced out by J1 on
the unit sphere.

Because the quantities ψi, φ1, φ4, H1, H4 depend only on the geometry of the tetra-
hedron, and are independent of µ and ν, we conclude that the argument in the cosine must
be linear in µ and ν. Equating the two arguments of the cosine in (6.83) and (6.84), we
find the linear term to be −(µφ1 + νφ4). Equations (6.83) and (6.84) become

〈b|a〉 =
eiκ
′

√
12πV

dsνµ(θ) cos

(∑

i

(ji + 1/2)ψi +
µ1π

4
+ µφ1 + νφ4

)
. (6.85)

Using (A.6) and (A.6) in Appendix A for the special cases of the 9j-symbol when s = 0 and
s = 1, and through numerical experimentation, we have determined the overall phase to be

eiκ
′

= (−1)j1+j2+j4+j5+2s+ν , (6.86)

where the factor (−1)ν is necessary to make the expression (6.85) symmetrical between
µ and ν, because dsνµ(θ) = (−1)µ−νdsµν(θ). We see that the formula (6.1) satisfies the
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symmetry of the 9j-symbol obtained from a reflection of the j’s across the diagonal, which
corresponds to swapping the states |a〉 and |b〉.

Again, through numerical experimentation, we found the Maslov index to be

µ1 = 1− 4s . (6.87)

Altogether, we have derived a new asymptotic formula (6.1) for the 9j-symbol, which we
repeat here:





j1 j2 j12

s j4 j34

j13 j24 j5



 =

(−1)j1+j2+j4+j5+2s+ν

√
(2j13 + 1)(2j34 + 1) (12πV )

(6.88)

cos

(∑

i

(ji +
1

2
)ψi +

π

4
− sπ + µφ1 + νφ4

)
dsν µ(θ) .

6.6 Plots

We illustrate the accuracy of our formula by plotting our approximation (6.88)
against the exact 9j-symbols in the classical region for the following values of the j’s:





j1 j2 j12

s j4 j34

j13 j24 j5



 =





51/2 53/2 28
1/2 47/2 24
25 27 j5



 . (6.89)

The result is shown in figure 6.7. We see that our approximations are in good agreement
with the exact values of the 9j-symbol in the classically allowed region, away from the
caustic. However, it gets progressively worse as we come closer to the caustic, where V = 0
and the amplitude blows up. We can see this clearly from the error plot in part (a) of figure
6.10.

Since the asymptotic formula (6.88) should become more accurate as the values
of the j’s get larger, we plot the formula against the exact 9j for another example (6.90),
which is roughly (6.89) rescaled by a factor of 4. The result in the classically allowed region
away from the caustic is shown in figure 6.8, and the result in regions close to the caustic
is shown in figure 6.9. The errors for this case is shown in part (b) of figure 6.10. We can
see that the error also scales with the values of the j’s.





j1 j2 j12

s j4 j34

j13 j24 j5



 =





201/2 205/2 89
3/2 197/2 99
100 92 j5



 . (6.90)
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-10

0

10

j5

10−5

Figure 6.7: Comparison of the exact 9j-symbol (vertical sticks and dots) and the asymptotic
formula (6.88) in the classically allowed region, for the values of j’s shown in (6.89).
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10

j5

×10−7

Figure 6.8: Comparison of the exact 9j-symbol (vertical sticks and dots) and the asymptotic
formula (6.88) in the classically allowed region away from the caustics, for the values of j’s
shown in (6.90).
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0
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10

j5

×10−7

Figure 6.9: Comparison of the exact 9j-symbol (vertical sticks and dots) and the asymptotic
formula (6.88) near a caustic, for the values of j’s shown in (6.90).
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(b)

10−10
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10−4

|Err|
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10−6

10−5

10−4
|Err|

j5 j5

(a)

Figure 6.10: Absolute value of the error of the asymptotic formula (6.88) for (a) the case
in (6.89), and (b) the case in (6.90). The error is defined as the difference between the
approximate value and the exact value.
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6.7 The 9J-Symbol with Two Small Angular Momenta

We can also take the two angular momenta to be small. Let us write down the
definition of the 9j-symbol when s2 = j2 and s3 = j3 are small. It is





j1 s2 j12

s j4 j34

j13 j24 j5



 (6.91)

=
〈b|a〉

[(2j12 + 1)(2j34 + 1)(2j13 + 1)(2j24 + 1)]
1
2

,

where

|a〉 =

∣∣∣∣
Î1 S2

2 S2
3 Î4 Î5 Ĵ2

13 Ĵ2
24 Ĵtot

j1 s2 s3 j4 j5 j13 j24 0

〉
, (6.92)

|b〉 =

∣∣∣∣
Î1 S2

2 S2
3 Î4 Î5 Ĵ2

12 Ĵ2
34 Ĵtot

j1 s2 s3 j4 j5 j12 j34 0

〉
. (6.93)

We choose the four spinors just as in the 9j case with one small angular momentum.
Then the Hamilton-Jacobi equations for the operators Ĵ2

13, Ĵ
2
24, Ĵ

2
12, and Ĵ2

34, simply pick
out the polarizations. The remaining Hamilton-Jacobi equations for both states after the
perturbations are performed become

J1 = (j1 + 1/2)~ ,
J4 = (j4 + 1/2)~ ,
J5 = (j5 + 1/2)~ ,
~0 = ~J1 + ~J4 + ~J5 .

These equations describe a Lagrangian manifold that corresponds to a triangle having the
three edge lengths J1, J4, J5, illustrated in figure 6.11.

Because the two Lagrangian manifolds are identical, the inner product of the scalar
part of the WKB wave-functions is unity, and only the spinor products contribute. After
putting in the correct overall phase, we get





j1 s2 j12

s3 j4 j34

j13 j24 j5



 (6.94)

=
(−1)2(j4+j5)+s2+s3+j12+j13

√
(2j13 + 1)(2j24 + 1)(2j12 + 1)(2j34 + 1)

d
(s2)
j12−j1, j24−j4(θ) d

(s3)
j13−j1, j34−j4(θ) ,

where θ is the exterior angle between the vectors ~J1 and ~J4 in the triangle formed by J1,
J4, and J5, as illustrated in figure 6.11. The angle θ is given by
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J1

J4

J5

θ

Figure 6.11: The angle θ is defined as the exterior angle between the edges J1 and J4 in a
triangle having the three edge lengths J1, J4, J5.

θ = cos−1

(
J1 · J4

J1 J4

)
= π − cos−1

(
J2

1 + J2
4 − J2

5

2 J1 J4

)
. (6.95)

We plot the formula (6.94) below against exact values of the 9j-symbol in figure
6.12, for the following values of the j’s:





j1 s2 j12

s3 j4 j34

j13 j24 j5



 =





67 1/2 135/2
3/2 54 111/2

135/2 107/2 j5



 . (6.96)

6.8 Conclusions

We have computed the asymptotic formula for the Wigner 9j-symbol when some
angular momenta are large while others are small. In so doing, we have formulated a gauge-
invariant form of the multicomponent WKB wave-functions that appears in the definition
of the 9j-symbol. Our gauge-invariant form retains the factorization of the wavefunction
into a scalar WKB part and a spinor part. Currently, there is no general theory of finding
gauge-invariant multicomponent WKB wave-functions, so our formulation here provides an
interesting special case for investigating when such a gauge-invariant form is possible.

There are several directions to extend the present work. A natural extension is
to find the analytic continuation of our formula to the classically forbidden region where
the Lagrangian manifolds do not have real intersections. While the analytic continuation of
the cosine term in the 6j-symbol into its classically forbidden region is known, it is unclear
what we should do with the d-matrix and the complex argument θ in the forbidden region.
This will be the subject of future research.

Another extension is to apply our technique to the 12j-symbol with two small
angular momenta, and to the 15j-symbol with three small angular momenta. This is easy,
because the same Lagrangian manifolds in this chapter, namely, those that appear in the
semiclassical analysis of the 6j-symbol in chapter 4, also appear in those cases for the 12j-
and 15j-symbols. Since the derivations are almost identical, we will simply display these
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Figure 6.12: Comparison of exact 9j-symbol (vertical sticks and dots) and the asymptotic
formula (6.94), for the values of j’s shown in (6.96).

results in the next two chapters, the 12j-symbol in section 7.10, and the 15j-symbol in
section 8.3.

It is more difficult to apply our method to the case of the 12j-symbol with one
small angular momentum, or to the 15j-symbol with two small angular momenta. The
relevant Lagrangian manifolds are those that appear in the semiclassical analysis of the
9j-symbol. We will focus on those cases in the next chapter.

One limitation of our method is that it is not applicable to cases where there are
three small angular momenta in a single row or column of the 9j-symbol. The asymptotic
formula for the (6, 3) case when the three small angular momenta are placed in the same
row is still unknown. In such cases, the matrix operators that define the quantum states are
more complicated. We expect a solution will involve a combination of the method developed
in this chapter and the summation formula used in [3, 4, 86, 87]. This interplay of two very
different techniques will be interesting for a future research project.
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Chapter 7

The Wigner 12j-Symbol with Small
and Large Quantum Numbers

7.1 Introduction and Summary

This chapter contains new asymptotic formulas for the 12j-symbol when some
quantum numbers are large and others small. In particular, we derive in full detail an
asymptotic formula for the 12j-symbol in the limit of one small and eleven large angular
momenta, as well as other results for the 12j-symbol in the limit of two or three small
quantum numbers.

Besides its definitions and symmetries, very little is known about the asymptotics
of the 12j-symbol. The 12j-symbol was first defined in an addendum of the paper by Jahn
and Hope [43]. Soon after, Ord-Smith [63] showed that the symmetry relations of the
12j-symbol are linked to the symmetries of the Möbius strip, which in essence is the spin
network for the 12j-symbol. This spin network is illustrated in figure 7.1 below. Note that
each of the twelve quantum numbers that parametrize the 12j-symbol live either on the
edge of the strip or across the center of the strip. Using the symmetry of the Möbius strip,
any position in the center can be moved to any other position in the center, and any position
on the edge can be moved to any other position on the edge. However, a center position
cannot be move to an edge position, or vice versa. This means there are two inequivalent
cases of the 12j-symbol with one small angular momentum, corresponding to the small
angular momentum being placed at the center or at the edge of the strip, respectively. In
this chapter, we will focus on the case where the small angular momentum is placed at a
center position. The derivation for the other case is analogous.

The main theoretical tool we use is a generalization of the Born-Oppenheimer
approximation, in which the small angular momenta are the fast degrees of freedom and
the large angular momenta are the slow degrees of freedom. The required generalization is
described in our derivation of the asymptotic formulas for 9j-symbol with small and large
quantum numbers in chapter 6.

In this chapter, in analogy with the setup for the 9j problem in chapter 6, we use
exact linear algebra to represent the small angular momentum, and use the Schwinger’s
model to represent the large angular momenta. Each wave-function consists of a spinor
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factor and a factor in the form of a scalar WKB solution. In the 9j problem, the scalar
WKB solutions are represented by Lagrangian manifolds associated with a 6j-symbol, which
has a well known action integral, namely, the Ponzano Regge phase [68]. In the problem of
the 12j-symbol with one small quantum number, the scalar WKB solutions are represented
by Lagrangian manifolds associated with a 9j-symbol. The action integral for the 9j-symbol
is only recently discovered by Haggard and Littlejohn using the Schwinger model in [42].
Although the Lagrangian manifolds that appear here are different from those in [42], the
action integrals should be the same. Instead of repeating the derivation of the 9j action
integral using a different set of Lagrangian manifolds, we will simply describe how to derive
it and make use of the action integrals from [42].

We now give an outline of this chapter. In section 7.2, we display the spin network
of the 12j-symbol in the form of a Möbius strip, and decompose it into a scalar product
of a bra and a ket. In section 7.3, we define the 12j-symbol as a scalar product of two
multicomponent wavefunctions, whose WKB form are derived in section 7.4. By follow-
ing the procedure in chapter 6, we rewrite the multicomponent wavefunctions into their
gauge-invariant forms in section 7.5. In section 7.6, we describe how one might perform
a semiclassical analysis of the Lagrangian manifolds associated with the 9j-symbol by fol-
lowing the calculations in chapter 4. We then summarize the asymptotic results of the
9j-symbol from the paper [42]. Finally, we calculate the spinor inner products at the inter-
sections of the Lagrangian manifolds in section 7.7. Putting the pieces together, we derive
a new asymptotic formula for the 12j-symbol in section 7.8, and display a plot for this
formula in section 7.9. In sections 7.10 and 7.11, we summarize the results for the cases of
two and three small quantum numbers, respectively. The last section contains comments
and discussions.

7.2 The Spin Network of the 12j-Symbol

The spin network [96] for the Wigner 12j-symbol





j1 j2 j12 j125

j3 j4 j34 j135

j13 j24 j5 j6



 (7.1)

is displayed in figure 7.1 in the form of a Möbius strip with twelve edges and eight vertices.
The symmetries of the 12j-symbol are identical to the symmetries of the Möbius

strip, which is given by sliding along the Möbius strip and reflecting it about the vertical
center of figure 7.1. Modulo those symmetries, there are two ways to place one small
quantum number on the twelve edges. We could either place it at j1, j4, j5, or j6 across the
center of the strip, or place it at j2, j3, j12, j34, j13, j24, j125, or j135 along the edge of the
strip.

One can decompose the spin network of the 12j-symbol into two spin networks by
cutting j2, j3 at the twist, and cutting j1, j4, j5, j6 along the center of the strip. Using this
decomposition, shown in figure 7.2, the 12j-symbol can be expressed as a scalar product
between a bra and a ket, in the Hilbert space represented by the six angular momenta
j1, . . . , j6, as in (7.2) below.
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Figure 7.1: The spin network of the Wigner 12j-symbol.
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Figure 7.2: A decomposition of the spin network of the 12j-symbol.
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7.3 Defining the 12j-Symbol

We use the decomposition of the spin network for the 12j-symbol in figure 7.2 to
write it as a scalar product. This is also equivalent to equation (A4) in [43]. The 12j-symbol
is





j1 j2 j12 j125

j3 j4 j34 j135

j13 j24 s5 j6



 =

〈b|a〉
{[j12][j34][j13][j24][j125][j135]} 1

2

, (7.2)

where the square bracket notation [·] denotes [c] = 2c + 1, and the states |a〉 and |b〉 are
normalized simultaneous eigenstates of lists of operators with certain eigenvalues. We will
ignore the phase conventions of |a〉 and |b〉 for now, since we did not use them to derive our
formula. In our notation, the two states are

|a〉 =

∣∣∣∣
Î1 Î2 Î3 Î4 S2

5 Î6 Ĵ2
12 Ĵ2

34 Ĵ2
125 Ĵtot

j1 j2 j3 j4 s5 j6 j12 j34 j125 0

〉
, (7.3)

|b〉 =

∣∣∣∣
Î1 Î2 Î3 Î4 S2

5 Î6 Ĵ2
13 Ĵ2

24 Ĵ2
135 Ĵtot

j1 j2 j3 j4 s5 j6 j13 j24 j135 0

〉
. (7.4)

In the above notation, the large ket lists the operators on the top row, and the corresponding
quantum numbers are listed on the bottom row. The hat is used to distinguish differential
operators from their symbols, that is, their corresponding classical counterparts.

The states |a〉 and |b〉 live in a total Hilbert space of six angular momenta H1 ⊗
H2⊗H3⊗H4⊗H6⊗Hs. Each large angular momentum Jr, r = 1, 2, 3, 4, 6, is represented
by a Schwinger Hilbert space of two harmonic oscillators, namely, Hr = L2(R2) [9]. The
small angular momentum S is represented by the usual 2s + 1 dimensional representation
of SU(2), that is, Hs = C2s+1.

Let us now define the lists of operators in (7.3) and (7.4). First we look at the
operators Îr, r = 1, 2, 3, 4, 6, and Ĵ2

12, Ĵ2
34, Ĵ2

13, Ĵ2
24, which act only on the large angular

momentum spaces Hr, each of which can be viewed as a space of wave functions ψ(xr1, xr2)
for two harmonic oscillators of unit frequency and mass. Let ârµ = (x̂rµ + ip̂rµ)/

√
2, and

â†rµ = (x̂rµ − ip̂rµ)/
√

2, µ = 1, 2, be the usual annihilation and creation operators. The
operators Îr and Ĵri are constructed from these differential operators â and â† as follows,

Îr =
1

2

∑

µ

â†rµârµ , Ĵri =
1

2

∑

µν

â†rµ(σi)µν ârν , (7.5)

where i = 1, 2, 3, and σi are the Pauli matrices. The quantum numbers jr, r = 1, 2, 4, 5
specify the eigenvalues of both Îr and Ĵ2

r , to be jr and jr(jr + 1), respectively.
The operators Ĵ2

12, Ĵ2
34, Ĵ2

13, Ĵ2
24 that define the intermediate couplings of the large

angular momenta are the magnitude squares of the partial sums of Ĵr,

Ĵ12 = Ĵ1 + Ĵ2 , Ĵ34 = Ĵ3 + Ĵ4 , (7.6)

Ĵ13 = Ĵ1 + Ĵ3 , Ĵ24 = Ĵ2 + Ĵ4 . (7.7)
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See chapter 3 for more detail on the angular momentum operators in the Schwinger model.
We now turn our attention to the operator S2 that act only on the small angular

momentum space C2s+1. Let S be the vector of dimensionless spin operators represented
by (2s+ 1)× (2s+ 1) matrices that satisfy the SU(2) commutation relations

[Si, Sj ] = i εijk Sk . (7.8)

The Casimir operator, S2 = s(s+ 1), is proportional to the identity operator, so its eigen-
value equation is trivially satisfied.

The remaining operators Ĵ2
125, Ĵ2

135, and Ĵtot are non-diagonal matrices of differ-
ential operators. They are defined in terms of the operators Îr, Ĵri, and Si, as follows,

(Ĵ2
125)αβ = [Ĵ2

12 + ~2s(s+ 1)]δαβ + 2Ĵ12 · Sαβ, (7.9)

(Ĵ2
135)αβ = [Ĵ2

13 + ~2s(s+ 1)]δαβ + 2Ĵ13 · Sαβ, (7.10)

(Ĵtot)αβ = (Ĵ1 + Ĵ2 + Ĵ3 + Ĵ4 + Ĵ6)δαβ + ~Sαβ. (7.11)

These three operators act nontrivially on both the large and small angular momentum
Hilbert spaces.

7.4 Multicomponent Wave-Functions

We follow the approach used in chapter 6 to find a gauge-invariant form of the
multicomponent wave-functions ψaα(x) = 〈x, α|a〉 and ψbα(x) = 〈x, α|b〉. Let us focus on
ψaα(x), since the treatment for ψb is analogous. We will drop the index a for now.

Let D̂i, i = 1, . . . , 12 denote the the operators listed in the definition of |a〉 in
(7.3). We seek a unitary operator Û , such that D̂i for all i = 1, . . . , 12 are diagonalized
when conjugated by Û . In other words,

Û †αµ(D̂i)αβ Ûβ ν = (Λ̂i)µ ν , (7.12)

where Λ̂i, i = 1, . . . , 12 is a list of diagonal matrix operators. Let φ(µ) be the simultaneous
eigenfunction for the µth diagonal entries λ̂i of the operators Λ̂i, i = 1, . . . , 12. Then we

obtain a simultaneous eigenfunction ψ
(µ)
α of the original list of operators D̂i from

ψ(µ)
α = Ûαµ φ

(µ) . (7.13)

Since we are interested in ψα only to first order in ~, all we need are the zeroth order Weyl
symbol matrix U of Û , and the first order symbol matrix Λi of Λ̂i. The resulting asymptotic
form of the wave-function ψ(x) is a product of a scalar WKB part BeiS and a spinor part
τ , that is,

ψ(µ)
α (x) = B(x) ei S(x)/~ τ (µ)

α (x, p) . (7.14)

Here the action S(x) and the amplitude B(x) are simultaneous solutions to the Hamilton-
Jacobi and the transport equations, respectively, that are associated with the Hamiltonians

λ
(µ)
i . The spinor τµ is the µth column of the matrix U ,
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τ (µ)
α (x, p) = Uαµ(x, p) , (7.15)

where p = ∂S(x)/∂x.
Now let us apply the above strategy to the 12j-symbol. The Weyl symbols of the

operators Îr and Ĵri, r = 1, 2, 3, 4, 6, are Ir − 1/2 and Jri, respectively, where

Ir =
1

2

∑

µ

zrµzrµ , Jri =
1

2

∑

µν

zrµ(σi)µνzrν , (7.16)

and where zrµ = xrµ + iprµ and zrµ = xrµ − iprµ are the symbols of â and â†, respectively.
The symbols of the remaining operators have the same expressions as (7.6), (7.7), (7.9)-
(7.11), but without the hats.

Among the operators D̂i, Ĵ
2
125 and the vector of the three operators Ĵtot are non-

diagonal. By looking at (7.9), the expression for Ĵ2
125, we see that the zeroth order term of

the symbol matrix J2
125 is already proportional to the identity matrix, so the spinor τ must

be an eigenvector for the first order term J12 · S. Let τ (µ)(J12) be the eigenvector of the
matrix J12 · S with eigenvalue µJ12, that is, it satisfies

(J12 · S)αβ τ
(µ)
β = µJ12 τ

(µ)
β , (7.17)

where µ = −s, . . . , +s. In order to preserve the diagonal symbol matrices J12 through the
unitary transformation, we must choose the spinor τ (µ) to depend only on the direction of
J12. One possible choice of τ (µ) is the north standard gauge, (see Appendix A of [51]), in
which the spinor δαµ is rotated along a great circle from the z-axis to the direction of J12.
Explicitly,

τ (µ)
α (J12) = ei(µ−α)φ12 d(s)

αµ(θ12) , (7.18)

where (θ12, φ12) are the spherical coordinates that specify the direction of J12. Note that
this is not the only choice, since (7.17) is invariant under a local U(1) gauge transforma-
tions. In other words, any other spinor τ ′ = eig(J12) τ that is related to τ by a U(1) gauge
transformation satisfies (7.17). This local gauge freedom is parametrized by the vector
potential,

A
(µ)
12 = i(τ (µ))†

∂τ (µ)

∂J12
, (7.19)

which transforms as A(µ)′ = A(µ)−∇J12(g) under a local gauge transformation. Moreover,
the gradient of the spinor can be expressed in terms of the vector potential, (Eqn (A.22) in
[51]), as follows,

∂τ (µ)

∂J12
= i

(
−A(µ)

12 +
J12 × S

J2
12

)
τ (µ) . (7.20)

Once we obtain the complete set of spinors τ (µ), µ = −s, . . . , s, we can construct the zeroth
order symbol matrix U of the unitary transformation Û from (7.15).
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Now let us show that all the transformed symbol matrices of the operators in (7.3),
namely, the Λi, are diagonal to first order. Let us write Λ̂[D̂] to denote the operator Û †D̂Û ,
and write Λ[D̂] for its Weyl symbol. First, consider the operators Îr, r = 1, 2, 3, 4, 6, which
are proportional to the identity matrix. Using the operator identity

[Λ̂(Îr)]µν = Û †αµ(Îrδαβ)Ûβν = Îrδµν − Û †αµ[Ûαν , Îr] , (7.21)

we find

[Λ(Îr)]µν = (Ir − 1/2)δµν − i~U∗0αµ {U0αν , Ir} , (7.22)

where we have used the fact that the symbol of a commutator is a Poisson bracket. Since

Uαµ = τ
(µ)
α is a function only of J12, and since the Poisson brackets {J12, Ir} = 0 vanish for

all r = 1, 2, 3, 4, 6, the second term in (7.22) vanishes. We have

[Λ(Îr)]µν = (Ir − 1/2) δµν . (7.23)

Similarly, because {J12, J
2
12} = 0 and {J12, J

2
34} = 0, we find

[Λ(Ĵ2
12)]µν = J2

12 δµν , [Λ(Ĵ2
34)]µν = J2

34 δµν . (7.24)

Now we find the symbol matrices Λ(Ĵ125) for the vector of operators Ĵ125, where

[Λ̂(Ĵ125)]µν = Û †αµ(Ĵ12δαβ)Ûβν + ~ Û †αµSαβÛβν . (7.25)

After converting the above operator equation to Weyl symbols, we find

[Λ(Ĵ125)]µν = J12δµν − i~U∗αµ{Uαµ, J12}+ ~U∗αµSαβUβν (7.26)

= J12δµν − i~τ (µ)∗
α {τ (ν)

α , J12}+ ~ τ (µ)∗
α Sαβτ

(ν)
β .

Let us denote the second term above by T iµν , and use (7.20), the orthogonality of τ ,

τ (µ)∗
α τ (ν)

α = δµν , (7.27)

to get

T iµν = −i~τ (µ)∗
α {τ (ν)

α , J12i} (7.28)

= −i~τ (µ)∗
α [{τ (ν)

α , J1i}+ {τ (ν)
α , J2i}]

= −i~τ (µ)∗
α εkji

(
J1k

∂τ
(ν)
α

∂J1j
+ J2k

∂τ
(ν)
α

∂J2j

)

= −i~τ (µ)∗
α εkjiJ12k

∂τ
(ν)
α

∂J12j

= ~(A
(µ)
12 × J12)i δµν + ~

µJ12i

J12
δµν − ~ τ (µ)∗

α Sαβτ
(ν)
β ,
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where in the third equality, we have used the reduced Lie-Poisson bracket (3.34) to evaluate
the Poisson bracket {τ,J1} and {τ,J2}, and in the third equality we used ∂τ/J1 = ∂τ/J12

and ∂τ/J1 = ∂τ/J12 from the chain rule, and in the fifth equality, we have used (7.20) for
∂τ/∂J12. Notice the term involving S in T iµν in (7.28) cancels out the same term in Λ(Ĵ125)
in (7.26), leaving us with a diagonal symbol matrix

[Λ(Ĵ125)]µν = J12

[
1 +

µ~
J12

]
+ ~A(µ)

12 × J12 . (7.29)

Taking the square, we obtain

[Λ(Ĵ2
125)]µν = (J12 + µ~)2δµν . (7.30)

Finally, let us look at the last three remaining operators Ĵtot in (7.11). Since the symbols
Jr for r = 3, 4, 6 Poisson commutes with J1, we find Λ(Ĵr) = Jr. Using Λ(Ĵ125) from (7.29),
we obtain

[Λ(Ĵtot)]µν =

[
J12

(
1 +

µ~
J12

)
+ ~A(µ)

12 × J12 + (J3 + J4 + J6)

]
δµν . (7.31)

Therefore all Λi, i = 1, . . . , 12 are diagonal.
Not counting the trivial eigenvalue equation for S2, we have 11 Hamilton-Jacobi

equations associated with the Λi for each polarization µ in the 20 dimensional phase space
C10. It turns out that not all of them are functionally independent. In particular, the
Hamilton-Jacobi equations Λ(Ĵ2

12) = J2
12~ = (j12 + 1/2)~ and Λ(Ĵ2

125) = (J12 + µ~)2 =
(j125 + 1/2)2~2 are functionally dependent. For them to be consistent, we must pick out
the polarization µ = j125 − j12. This reduces the number of independent Hamilton-Jacobi
equations for S(x) from 11 to 10, half of dimension of the phase space C10. These 10
equations define the Lagrangian manifold associated with the action S(x).

Now let us restore the index a. We express the multicomponent wave-function
ψaα(x) in the form of (7.14),

ψaα(x) = Ba(x) eiSa(x)/~ τaα(x, p) . (7.32)

Here the action Sa(x) is the solution to the eight Hamilton-Jacobi equations associated with
the µth entries λai of 10 of the symbol matrices Λai , given by

I1 = (j1 + 1/2)~ , (7.33)

I2 = (j2 + 1/2)~ ,
I3 = (j3 + 1/2)~ ,
I4 = (j4 + 1/2)~ ,
I6 = (j6 + 1/2)~ ,
J2

12 = (j12 + 1/2)2~2 ,

J2
34 = (j34 + 1/2)2~2 ,

J
(a)
tot = J12

[
1 +

µ~
J12

]
+ ~A12 × J12 + (J3 + J4 + J6) = 0 ,
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and τa = τ (µ) with µ = j125 − j12. Note that all the Hamiltonians except the last three,

J
(a)
tot, preserve the value of J12 along their Hamiltonian flows.

We carry out an analogous analysis for ψb(x). The result is

ψbα(x) = Bb(x) eiSb(x)/~ τ bα(x, p) , (7.34)

where Sb(x) is the solution to the following 10 Hamilton-Jacobi equations:

I1 = (j1 + 1/2)~ , (7.35)

I2 = (j2 + 1/2)~ ,
I3 = (j3 + 1/2)~ ,
I4 = (j4 + 1/2)~ ,
I6 = (j6 + 1/2)~ ,
J2

13 = (j13 + 1/2)2~2 ,

J2
24 = (j24 + 1/2)2~2 ,

J
(b)
tot = J13

[
1 +

ν~
J13

]
+ ~A13 × J13 + (J2 + J4 + J6) = 0 .

Here the spinor τ b = τ
(ν)
b satisfies

(J13 · S)αβ (τ
(ν)
b )β = νJ13 (τ

(ν)
b )β , (7.36)

where ν = j135 − j13.
The vector potential A13 is defined by

A13 = i(τ b)†
∂τ b

∂J13
. (7.37)

Again, note that all the Hamiltonians except the last three, J
(a)
tot, preserve the value of J13

along their Hamiltonian flows.

7.5 The Gauge-Invariant Form of the Wave-Functions

We follow the procedure in chapter 6 to transform the wave-functions into their
gauge-invariant form. Because the arguments are identical to those presented in section 6.4,
we omit the details here. We obtain a gauge-invariant representation of the wave-function,

ψa(x) = Ba(x) eiS
9j
a (x)/~ [Ua(x) τa(x0)] . (7.38)

where the action S9j
a (x) is the integral of p dx starting at a point z0, which is the lift of a

reference point x0 in the Lagrangian manifold L9j
a . The Lagrangian manifold L9j

a is defined
by the following equations:
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I1 = (j1 + 1/2)~ , (7.39)

I2 = (j2 + 1/2)~ ,
I3 = (j3 + 1/2)~ ,
I4 = (j4 + 1/2)~ ,
I6 = (j6 + 1/2)~ ,
J2

12 = (j12 + 1/2)2~2 ,

J2
34 = (j34 + 1/2)2~2 ,

Jtot = J1 + J2 + J3 + J4 + J6 = 0 .

The rotation matrices Ua(x) are determined by the rotation required to move the vector
configuration of J12,J6 at the lift of x0 to those at the lift of x on L9j

a .
Similarly, the multicomponent wave-function for the state |b〉 has the following

form,

ψb(x) = Bb(x) eiS
9j
b (x)/~

[
Ub(x) τ b(x0)

]
, (7.40)

where the action S9j
b (x) is the integral of p dx starting at a point that is the lift of x0 onto

the Lagrangian manifold L9j
b . The Lagrangian manifold L9j

b is defined by the following
equations:

I1 = (j1 + 1/2)~ , (7.41)

I2 = (j2 + 1/2)~ ,
I3 = (j3 + 1/2)~ ,
I4 = (j4 + 1/2)~ ,
I6 = (j6 + 1/2)~ ,
J2

13 = (j13 + 1/2)2~2 ,

J2
24 = (j24 + 1/2)2~2 ,

Jtot = J1 + J2 + J3 + J4 + J6 = 0 .

The rotation matrices Ub(x) are determined by the rotation required to move the vector
configuration of J13,J6 at the lift of x0 to those at the lift of x on L9j

b .
Taking the inner product of the wave-functions, and treating the spinors as part

of the slowly varying amplitudes, as we did in (6.71) for the 9j case, we find

〈b|a〉 = eiκ
∑

k

Ωk exp{i[S9j
a (zk)− S9j

b (zk)− µkπ/2]/~}
(
U0k
b τ b(z0)

)† (
U0k
a τa(z0)

)
. (7.42)

In the above formula, the sum is over the components of the intersection set Mk between
the two Lagrangian manifolds L9j

a and L9j
b . The point zk is any point in the kth component.
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The amplitude Ωk and the Maslov index µk are the results of doing the stationary phase
approximation of the inner product without the spinors. Each rotation matrix U0k

a is
determined by a path γa(0k) that goes from z0 to zk along L9j

a , and U0k
b is similarly defined.

The formula (7.42) is independent of the choice of zk, because any other choice z′k will

multiply both U0j
a and U0j

b by the same additional rotation matrix which cancels out in the
product (U0k

b )†U0k
a .

7.6 The Lagrangian Manifolds and Actions

We now analyze the Lagrangian manifolds L9j
a and L9j

b , defined by the Hamilton-

Jacobi equations (7.39) and (7.41), respectively. We focus on L9j
a first, since the treatment

for L9j
b is analogous. Let π : Φ5j → Λ5j denote the projection of the large phase space

Φ5j = (C2)5 onto the angular momentum space Λ5j = (R3)5, through the functions Jri,
r = 1, 2, 3, 4, 6. The first six equations, Ir = jr + 1/2, r = 1, 2, 3, 4, 6 fix the lengths of the
five vectors |Jr| = Jr, r = 1, 2, 3, 4, 6. The three equations for the total angular momentum,

Jtot = J1 + J2 + J3 + J4 + J6 = 0 , (7.43)

constrains the five vectors Ji, i = 1, . . . , 6 to form a close polygon. The remaining two
equations

J2
12 = (j12 + 1/2)2~2 , (7.44)

J2
34 = (j34 + 1/2)2~2 , (7.45)

put the vectors J1,J2 into a 1-2-12 triangle, and put the vectors J3,J4 into a 3-4-34 triangle.
Thus, the vectors form a butterfly shape, illustrated in figure 7.3. This shape has two wings
(J1, J2, J12) and (J3, J4, J34) that are free to rotate about the J12 and J34 edges, respectively.
Moreover, the Hamilton-Jacobi equations are also invariant under an overall rotation of the
vectors. Thus the projection of L9j

a onto the angular momentum space is diffeomorphic to
U(1)2 ×O(3).

The orbit of the group U(1)5 generated by Ir, r = 1, 2, 3, 4, 6 is a 5-torus. Thus L9j
a

is a 5-torus bundle over a sub-manifold described by the butterfly configuration in figure 7.3.
Altogether there is a U(1)7×SU(2) action on L9j

a . If we denote coordinates on U(1)7×SU(2)
by (ψ1, ψ2, ψ3, ψ4, ψ6, θ12, θ34, u), where u ∈ SU(2) and where the five angles are the 4π-
periodic evolution variables corresponding to (I1, I2, I3, I4, I6,J

2
12,J

2
34), respectively, then

the isotropy subgroup is generated by three elements, say x = (2π, 2π, 2π, 2π, 2π, 0, 0,−1),
y = (0, 0, 2π, 2π, 2π, 2π, 0,−1), and z = (2π, 2π, 0, 0, 2π, 0, 2π,−1). The isotropy subgroup
itself is an Abelian group of eight elements, (Z2)3 = {e, x, y, z, xy, xz, yz, xyz}. Thus the
manifold L9j

a is topologically U(1)7 × SU(2)/(Z2)3. The analysis for L9j
b is the same.

Now it is easy to find the invariant measure on L9j
a and L9j

b . It is dψ1 ∧ dψ2 ∧
dψ3 ∧ dψ4 ∧ dψ6 ∧ dθ12 ∧ dθ34 ∧ du, where du is the Haar measure on SU(2). The volumes
VA of L9j

a and VB of L9j
b with respect to this measure are

VA = VB =
1

8
(4π)7 × 16π2 = 215π9 , (7.46)
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J6

J1

J4
J2

J3

J12

J34

Figure 7.3: The configuration of a point on L9j
a , projected onto the angular momentum

space, and viewed in a single R3.

where the 1/8 factor compensates for the 8-element isotropy subgroup.
We now examine the intersection of L9j

a and L9j
b in detail. Because the two lists

of Hamilton-Jacobi equations (7.39) and (7.41) share the common equations Ir = jr + 1/2,
r = 1, 2, 3, 4, 6, the intersection in the large phase space Φ5j is a 5-torus fiber bundle over
the intersection of the projections in the angular momentum space Λ5j . The intersections
of the projections in Λ5j require the five vectors Jr, r = 1, 2, 3, 4, 6, to satisfy

|Jr| = Jr ,
∑

r

Jr = 0 , (7.47)

|J1 + J2| = J12 , |J3 + J4| = J34 ,

|J1 + J3| = J13 , |J2 + J4| = J24 .

A nice way of constructing these vectors follows the procedure in section 4.4, which was
generalized to apply to the 9j manifolds in [42]. We now describe this procedure using a
different set of labeling. The method uses the Gram matrix of dot products among the
vectors Ji, i = 1, 2, 3, 4. Some of the dot products can be determined from the given Ji,
i = 1, 2, 3, 4, 6, 12, 34, 13, 24. In particular, the diagonal elements are J2

i , i = 1, 2, 3, 4, and

J1 · J2 =
1

2
(J2

12 − J2
1 − J2

2 ) , J3 · J4 =
1

2
(J2

34 − J2
3 − J2

4 ) , (7.48)

J1 · J3 =
1

2
(J2

13 − J2
1 − J2

3 ) , J2 · J4 =
1

2
(J2

24 − J2
2 − J2

4 ) . (7.49)

The remaining two unknown dot products, x = J1 · J4 and y = J2 · J3, can be
solved from a system of two equations. The first equation follows from (7.43) by moving J6

to the other side, and taking the square,
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J2
6 = (J1 + J2 + J3 + J4)2

= J2
1 + J2

2 + J2
3 + J2

4 + (J2
12 − J2

1 − J2
2 ) + (J2

13 − J2
1 − J2

3 )

+(J2
24 − J2

2 − J2
4 ) + (J2

34 − J2
3 − J2

4 ) + 2x+ 2y , (7.50)

which gives us a linear relation between x and y

x+ y =
1

2
(J2

1 + J2
2 + J2

3 + J2
4 + J2

6 − J2
12 − J2

34 − J2
13 − J2

24) . (7.51)

The second equation comes from the fact that the Gram matrix of dot products between
any four vectors in R3 has zero determinant, where the Gram matrix is

G =




~J1 · ~J1
~J1 · ~J2

~J1 · ~J3
~J1 · ~J4

~J2 · ~J1
~J2 · ~J2

~J2 · ~J3
~J2 · ~J4

~J3 · ~J1
~J3 · ~J2

~J3 · ~J3
~J3 · ~J4

~J4 · ~J1
~J4 · ~J2

~J4 · ~J3
~J4 · ~J4


 (7.52)

=




J2
1

1
2(J2

12 − J2
1 − J2

2 ) 1
2(J2

13 − J2
1 − J2

3 ) x
1
2(J2

12 − J2
1 − J2

2 ) J2
2 y 1

2(J2
24 − J2

2 − J2
4 )

1
2(J2

13 − J2
1 − J2

3 ) y J2
3

1
2(J2

34 − J2
3 − J2

4 )
x 1

2(J2
24 − J2

2 − J2
4 ) 1

2(J2
34 − J2

3 − J2
4 ) J2

4


 .

Its determinant P (x, y) ≡ |G| is quadratic in the variables x and y. We obtain
another equation for x and y by setting

P (x, y) = 0 . (7.53)

Substituting the linear relation (7.51) into (7.53) leads to a quartic equation Q(x) = 0,
which we can use to solve for x, and then use (7.51) to solve for y. In general, we find two
set of real solutions of (x, y) = (x1, y1) and (x, y) = (x2, y2).

For each set of solutions of (x, y), if all the diagonal sub-determinant of order 3
of the Gram matrix (7.53) are positive definite, we can find the vector configurations from
the Gram matrix (7.53) in two steps. Let G3 be the first diagonal 3 × 3 sub-matrix of G.
Then its singular decomposition gives us the vectors J1,J2,J3, according to the procedure
in section 4.4. We can then find J4 from the known dot products between Ji, i = 1, 2, 3
and J4,

J1 · J4 = x , (7.54)

J2 · J4 =
1

2
(J2

24 − J2
2 − J2

4 ) , (7.55)

J3 · J4 =
1

2
(J2

34 − J2
3 − J2

4 ) , (7.56)

to finally obtain J6 from
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J6

J1

J4

J3

J2
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J3

J12

J34J13

J24

Figure 7.4: The configuration of a point in the intersection set I11, projected onto the
angular momentum space, and viewed in a single R3.

J6 = −(J1 + J2 + J3 + J4) . (7.57)

Once we have Ji, i = 1, 2, 3, 4, 6, we can find the intermediate vectors Ji, i = 12, 34, 13, 24.
This method not only gives explicit solutions for all the vectors at the intersection

of L9j
a and L9j

b , the fact that we find two distinct solutions of dot products (x1, y1) and
(x2, y2) shows that the solution set consist of two sets of vector configurations that are
not related by an O(3) symmetry. Thus the solution set of (7.47) in Λ5j consists of four
disconnected subsets, each diffeomorphic to SO(3). These four sets can be grouped into
two pairs according to the values of the dot products (x1, y1) and (x2, y2).

The intersections in Φ5j are the lifts of the intersections in Λ5j . Therefore, the

intersection of L9j
a consists of four disconnected subsets, where each subset is a 5-torus

bundle over SO(3). Let us denote the two sets corresponding to (x1, y1) by I11, I12, and
denote the two sets corresponding to (x2, y2) by I21, I22. The vector configuration for a
typical point in I11 is illustrated in figure 7.4. Each intersection set is an orbit of the
group U(1)5×SU(2), where U(1)5 represent the phases of the five spinors and SU(2) is the
diagonal action generated by Jtot.

The isotropy subgroup of this group action is Z2, generated by the element
(2π, 2π, 2π, 2π, 2π,−1), in coordinates (ψ1, ψ2, ψ3, ψ4, ψ6, u) for the group T 5×SU(2), where
u ∈ SU(2). The volume of the intersection manifold I11, I12, I21, or I22, with respect to
the measure dψ1 ∧ dψ2 ∧ dψ3 ∧ dψ4 ∧ dψ6 ∧ du, is

VI =
1

2
(4π)5 × 16π2 = 212π7 , (7.58)
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where the 1/2 factor compensates for the two element isotropy subgroup.
The amplitude determinant is given in terms of a determinant of Poisson brackets

among distrinct Hamiltonians between the two lists of Hamilton-Jacobi equations in (7.39)
and (7.41). In this case, those are (J12, J34) from (7.39) and (J13, J24) from (7.41). Thus
the determinant of Poisson brackets is

∣∣∣∣
{J12, J13} {J12, J24}
{J34, J13} {J34, J24}

∣∣∣∣

=
1

J12J23J13J24

∣∣∣∣
V123 V214

V341 V432

∣∣∣∣

=
1

J12J23J13J24
|V123V432 − V214V341| , (7.59)

where

Vijk = Ji · (Jj × Jk) . (7.60)

The amplitude Ωk in (7.42) is then given by the general WKB formula (3.6) in
section 3.2. In the present case, each Ωk has the same expression Ω in terms of the Jr and
Vijk. It is

Ω =
(2πi)VI√
VAVB

√
J12J23J13J24√

|V123V432 − V214V341|

=
(2πi)212π7

215π9

√
J12J23J13J24√

|V123V432 − V214V341|

=
i
√
J12J23J13J24

4π
√
|V123V432 − V214V341|

. (7.61)

We now determine the relative phase between the exponents Sa(z12)−Sb(z12) and
Sa(z11)− Sb(z11), which can be written as an action integral

S(1) = (Sa(z12)− Sb(z12))− (Sa(z11)− Sb(z11)) =

∮
p dx (7.62)

around a close loop that goes from z11 to z12 along the A-manifold and then back along the
B-manifold.

We shall construct the closed loop giving the relative phase S(1) by following
the Hamiltonian flows of various observables. This loop consists of four paths, and it is
illustrated in the large phase space Φ5j in figure 7.5. The loop projects onto a loop in
the angular momentum space Λ5j , which is illustrated in figure 7.6. We take the starting
point p ∈ I11 of figure 7.5 to lie in the 5-torus fiber above a solution of (7.47). Its vector
configuration illustrated in part (a) of figure 7.6.

First we follow the J2
12-flow and then the J2

34-flow to trace out a path that takes us
along the A-manifold from a point p in I11 to a point q in I12. Let the angles of rotations be
2φ12 and 2φ34, respectively, where φ12 is the angle between the triangles 1-2-12 and 12-34-6,
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L9j
b

L9j
a

I11 I12

L9j
b

L9j
a

p q

q′p′

Figure 7.5: The loop from a point p ∈ I11 to q ∈ I12 along the A-manifold, and then to
q′′ ∈ I12 along I12, and then to p′ ∈ I11 along the B-manifold, and finally back to p along
I11.

and φ34 is the angle between the triangles 3-4-34 and 12-34-6. These rotations effectively
reflect the triangles 1-2-12 and 3-4-34 across the triangle 12-34-6, as illustrated in parts
(a) and (b) of figure 7.6. Thus, all five vectors Jr, r = 1, 2, 3, 4, 6, are reflected across the
triangle 12-34-6. In particular, the triangle 13-24-6 is also reflected across this plane.

Next, we follow the Hamiltonian flow generated by −j6 · Jtot along I12, which
generates an overall rotation of all the vectors around −j6. Let the angle of rotation be 2φ6,
where φ6 is the angle between the triangles 12-34-6 and 13-24-6. This brings the triangle
13-24-6 back to its original position. However, the triangle 12-34-6 is now rotated to the
other side of triangle 13-24-6, as illustrated in part (c) of figure 7.6.

To bring the triangle 12-34-6 back to its original position, we follow the J2
13-flow

by an angle 2φ13 and follow the J2
24-flow by an angle 2φ24, where φ13 is the angle between

the triangle 1-3-13 and the triangle 13-24-6, and φ24 is the angle between the triangle 2-4-24
and the triangle 13-24-6. These rotations effectively reflect all the vectors across the triangle
13-24-6. In particular, the triangle 12-34-6 is reflected back to its original orientation. Thus
we arrive at a point p′ ∈ I11, where the points p and p′ have the same projection in Λ5j , as
illustrated in parts (a) and (d) of figure 7.6. This means they differ only by the phases of the
five spinors, which can be restored by following the Hamiltonian flows of (I1, I2, I3, I4, I6).
This constitutes the last path from p′ to p.

To summarize the rotational history in the angular momentum space, we have
applied the rotations

R13(j′13, 2φ13)R24(j′24, 2φ24)R(−j6, 2φ6)R34(j34, 2φ34)R12(j12, 2φ12) , (7.63)

where R12 acts only on J1 and J2, R34 acts only on J3 and J4, R13 acts only on J1 and
J3, R24 acts only on J2 and J4, and R(−j6, 2φ6) acts on all five vectors. The corresponding
SU(2) rotations, with the same axes and angles, take us from point p in figure 7.5 to another
point p′ along the sequence p→ q → q′ → p′.

To compute the final five phases required to close the loop, we use the Hamilton-
Rodrigues formula [91], like we did in section 4.8. Let us start with vector J1. The action
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Figure 7.6: The loop from figure 7.5 projected onto a loop in the angular momentum space.
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of the rotations on this vector can be written

R(j13, 2φ13)R(−j6, 2φ6)R(j12, 2φ12)J1 = J1 . (7.64)

By inserting an edge J16 = J1 + J6 as in part (c) of figure 7.7, we split the angle
φ6 that appears in the middle rotation in (7.64) into two internal dihedral angles φ6a and
φ6b, of the tetrahedrons in part (a) and part (b) of figure 7.7, respectively.

J6

J24
J13

J1

J3

J6

J3

J1

J34

J16

(a) (b)

(c)

φ6a

φ1a

J6

J1

J2

J2

J16
J34

J12

J16

φ6b

φ1b

Figure 7.7: Decomposition of the angles φ1 and φ6 into sums of dihedral angles in two
adjacent tetrahedra.

Then the rotations in (7.64) become

R(j13, 2φ13)R(−j6, 2φ6)R(j12, 2φ12)

= [R(j13, 2φ13)R(−j6, 2φ6a)][R(−j6, 2φ6b)R(j12, 2φ12)]

= R(j1, 2φ1a)R(j1, 2φ1b)

= R(j1, 2φ1) , (7.65)

where we have used the Hamilton-Rodrigues formula twice in the second equality. In the
third equality, we used the fact that φ1 = φ1a+φ1b, where the angles φ1a and φ1b are internal
dihedral angles for the tetrahedra in part (a) and part (b) of figure 7.7, respectively. Thus,
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we find that the product of the three rotations in (7.64) is R(j1, 2φ1), where φ1 is the angle
between the triangle 1-2-12 and the triangle 1-3-13. We can lift the rotation (7.65) up to
SU(2) with the same axis and angle. Its action on the spinor at p is a pure phase. To undo
this pure phase, we follow the Hamiltonian flow of I1 by an angle −2φ1, modulo 2π.

13

12

12

-12

-34 -6

3

4

34 246

13

-13

-1 -3

12

12

-2

-4

-24

3 34

4

246

Figure 7.8: The angles φr is the angle between the normals of the adjacent triangles sharing
the edge Jr, where the normals are defined by the orientation of the triangles shown.

Similarly, we can find the rotations acting on J2,J3,J4, and J6, and proceed to
calculate the action integral as in section 4.8. We have not completed the calculation of the
action integral, due to the asymmetric treatment of the nine j’s. Fortunately, the result
must be the same as the action calculated using a symmetric treatment of the 9j-symbol,
which was done in [42]. Their result is

S(1) = 2
∑

r

Jrψ
(1)
r , (7.66)

where ψ
(1)
r = π−φr is the external dihedral angle between the normals of the two triangles

adjacent to Jr. The orientations of the triangles are defined in figure 7.8. the sum is over
r = 1, 2, 3, 4, 6, 12, 34, 13, 24. The relative action integral that corresponds to the other
solution (x2, y2) of (7.47) is

S(2) = 2
∑

r

Jrψ
(2)
r , (7.67)

which has the same expression as (7.66), but the angles ψ
(2)
r are different from ψ

(1)
r , because

the vector configuration has a different set of dot products. We pick S(1) to correspond to
the root in which −π ≤ ψr ≤ π, and pick S(2) to correspond to the root in which 0 ≤ ψr ≤ π.
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See [42] for more details on the definitions of the action integral (7.66) and (7.67). The main
result of [42] is the asymptotic formula for the 9j-symbol when all j’s are large:





j1 j2 j12

j3 j4 j34

j13 j24 j5



 (7.68)

=
1

4π

√
|V (1)

123V
(1)

432 − V
(1)

214V
(1)

341 |
cos(S(1)) +

1

4π

√
|V (2)

123V
(2)

432 − V
(2)

214V
(2)

341 |
sin(S(2)) .

In [42], it was found that when the configuration goes to its time-reversed image,
that is, when all the vectors reverse their directions, S(1) → −S(1) and S(2) → −S(2) +
2π(
∑9

r=1 jr) + 9π. As a result, the two terms in the 9j formula (7.68), cos(S(1)) and
sin(S(2)), are invariant under time-reversal symmetry. In the asymptotic formula for the
12j-symbol (7.81) that we will derive below, the additional phases generated from the spinor
products break this time-reversal symmetry.

Putting these amplitudes Ω from (7.61) and the relative action integrals S(1) and
S(2) into (7.42), we find

〈b|a〉 = eiκ1

√
J12J34J13J24

4π

√
|V (1)

123V
(1)

432 − V
(1)

214V
(1)

341 |
(7.69)

×
[
(τ b(z11))†(τa(z11)) + ei(S

(1)−µ1π/2)/~
(
U

(1)
b τ b(z11)

)† (
U (1)
a τa(z11)

)]

+eiκ2

√
J12J23J13J24

4π

√
|V (2)

123V
(2)

432 − V
(2)

214V
(2)

341 |

×
[
(τ b(z21))†(τa(z21)) + ei(S

(2)−µ2π/2)/~
(
U

(2)
b τ b(z21)

)† (
U (2)
a τa(z21)

)]
,

where the superscripts (1) and (2) distinguish the first and the second solutions to (7.47).
Here we have factored out two arbitrary phases eiκ1 and eiκ2 for the two pairs of stationary

phase contributions. The rotation matrices U
(i)
a , i = 1, 2 are determined by the paths from

zi1 to zi2 along L9j
a . Similarly the rotation matrices U

(i)
b , i = 1, 2, are determined by the

paths from zi1 to zi2 along L9j
b .

7.7 The Spinor Products

We choose the vector configurations associated with z11 to correspond to a partic-
ular orientation of the vectors. We put J12 along the z-axis, and put J6 inside the xz-plane,
as illustrated in figure 7.9. Let the inclination and azimuth angles (θ, φ) denote the direction
of the vector J13. From figure 7.9, we see that φ is the angle between the (J12,J6) plane
and the (J12,J13) plane. We denote this angle by φ = φ12. The inclination angle θ is the
angle between the vectors J12 and J13.
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Figure 7.9: The vector configuration at the point z11 in I11.
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The gauge choices for the spinors at the reference point z11 are arbitrary, and they
only contribute a phase that can be absorbed into eiκ1 . To be concrete, since J12 points in
the z direction, we choose the spinor τa(z11) to be the µth standard eigenvector for Sz, that
is,

τaα(z11) = δαµ . (7.70)

For the spinor τ b(z11), we choose it to be an eigenvector of J13 · S in the north standard
gauge, that is,

τ bα(z11) = ei(α−ν)φ12 dsνα(θ) . (7.71)

Taking the spinor inner product, we obtain

(τ b(z11))†(τa(z11)) = e−i(µ−ν)φ12 dsνµ(θ) . (7.72)

To evaluate the other spinor product at z12, we need to find the rotation matrices U
(1)
a

and U
(1)
b , which are generated from paths γa and γb from z11 to z12 along L9j

a and L9j
b ,

respectively.
We choose the path γa to be the path from p to q generated by the J2

12-flow and
the J34-flow, which are illustrated in figure 7.5 in the large phase space, in part (a) of figure
7.6 in the angular momentum space. This path contains no flow generated by the total
angular momentum, so

U (1)
a = 1 . (7.73)

we choose the path γb to be the inverse of the path from q back to p along L9j
b in figure 7.5,

which contains only one overall rotation around −j6. Thus

U
(1)
b = U (̂j6, 2φ6) . (7.74)

The rotation associated with U
(1)
b is illustrated in part (b) of figure 7.6. It effec-

tively moves J12 to its mirror image J′13 across the 12-34-6 triangle in the xz-plane, which
has the direction given by (θ,−φ12). Thus Ub τ

b(z11) is an eigenvector of J′13 · S, and is up
to a phase equal to the eigenvector of J′13 · S in the north standard gauge. Thus, we have

[U
(1)
b τ b(z11)]α = eiνH13 e−i(α−ν)φ12 dsνα(θ) , (7.75)

where H13 is a holonomy phase factor equal to the area of a spherical triangle on a unit
sphere. See figure 7.10. Therefore, the spinor product at the intersection I12 is

(U
(1)
b τ b(z11))†(Uaτ

a(z11)) = eiνH13 ei(µ−ν)φ12 dsνµ(θ) . (7.76)

Let us denote the first term in (7.69) by T1. Substituting the spinor inner products
(7.72) and (7.76) into (7.69), we find that T1 is given by

T1 =
eiκ1
√
J12J34J13J24

4π
√
|V123V432 − V214V341|

dsνµ(θ) cos

[
S(1) − µ1π

4
+ µφ12 + ν

(
H13

2
− φ12

)]
. (7.77)
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J′
13 J13

R(U
(1)
b )

Figure 7.10: The holonomy H4 can be expressed as an area inside a closed loop on the unit
sphere.

Using a different choice of the reference point and paths, we can derive an alter-
native expression for the inner product, and eliminate the term H4. Let us choose a new
reference point z11 to correspond to an orientation in which J13 is along the z-axis, and J6

lies in the x-z plane. We choose the path γa to go from p to q′ along the first two paths in
figure 7.5, and we choose γb to be the inverse of the last two paths that goes from q′ back
to p in figure 7.5. Through essentially the same arguments, we find

T1 =
eiκ1
√
J12J34J13J24

4π
√
|V123V432 − V214V341|

dsνµ(θ) cos

[
S(1) − µ1π

4
+ µ

(
H12

2
− φ13

)
+ νφ13)

]
.

(7.78)
Here H12 is another holonomy for the J12 vector, and the angle φ13 is the angle between
the 1-3-13 triangle and the 13-24-6 triangle. Because the quantities ψi, φ12, φ13, H12, H13

depend only on the geometry of the vector configuration, and are independent of µ and ν,
we conclude that the argument in the cosine must be linear in µ and ν. Equating the two
arguments of the cosine in (7.77) and in (7.78), we find that this linear term is (µφ12+νφ13).
Using the Maslov index µ1 = 0 from [42], we find

T1 =
eiκ1
√
J12J34J13J24

4π

√
|V (1)

123V
(1)

432 − V
(1)

214V
(1)

341 |
dsνµ(θ(1)) cos

(
S(1) + µφ

(1)
12 + νφ

(2)
13

)
, (7.79)

where we have put back the superscript (1). Through an analogous calculation, we find

T2 =
eiκ2
√
J12J34J13J24

4π

√
|V (2)

123V
(2)

432 − V
(2)

214V
(2)

341 |
dsνµ(θ(2)) sin

(
S(2) + µφ

(2)
12 + νφ

(2)
13

)
. (7.80)
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7.8 An Asymptotic Formula for the 12j-Symbol

From the definition (7.2), we see that the factor ([j12][j34][j13][j24])1/2 in the de-
nominator of (7.2) cancels out the factor (J12J34J13J24)1/2 from T1 and T2 in (7.79) and
(7.80). Because the 12j-symbol is a real number, the relative phase between eiκ1 and eiκ2

must be ±1. Through numerical experimentation, we found it to be +1. To determine
the overall phase convention, we use the limiting case when j5 = s = 0 from (A.7) in
Appendix A, in which case the 12j-symbol reduces to a 9j-symbol. This determines most
of the overall phase. The rest is determined through numerical experimentation. Putting
the pieces together, we obtain an asymptotic formula for the 12j-symbol with one small
quantum number:





j1 j2 j12 j125

j3 j4 j34 j135

j13 j24 s j6



 =

(−1)µ

4π
√

(2j125 + 1)(2j135 + 1)
(7.81)


 dsν µ(θ(1))√
|V (1)

123V
(1)

432 − V
(1)

214V
(1)

341 |
cos(S(1) + µφ

(1)
12 + νφ

(1)
13 )

+
dsν µ(θ(2))√

|V (2)
123V

(2)
432 − V

(2)
214V

(2)
341 |

sin(S(2) + µφ
(2)
12 + νφ

(2)
13 )


 ,

where S(1) and S(2) are evaluated at the configurations in which V = J6 · (J12 × J13) < 0.
Here, the indices on the d-matrix are given by µ = j125 − j12 and ν = j135 − j13.

They are of the same order as the small parameter s. The phases S(1) and S(2) are defined
in (7.66), and the V ’s are defined by

Vijk = Ji · (Jj × Jk) . (7.82)

The angle φ12 and φ13 are internal dihedral angles at the edge J12 and J13, re-
spectively, of a tetrahedron formed by the six vectors J12,J13,J24,J34,J6, and J2′3, where
J2′3 = J3 − J2. This tetrahedron is illustrated in figure 7.11. The angle θ is the angle
between the vectors J12 and J13. The explicit expression for the angles φ12, φ13, and θ are
given by the following equations

φ12 = π − cos−1

(
(J12 × J13) · (J12 × J6)

|J12 × J13| |J12 × J6|

)
, (7.83)

φ13 = π − cos−1

(
(J13 × J12) · (J13 × J6)

|J13 × J12| |J13 × J6|

)
, (7.84)

θ = cos−1

(
J12 · J13

J12J13

)
. (7.85)
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J13

J6

J2′3

J34 J24

J12

Figure 7.11: The angles φ12 and φ13 are internal dihedral angles in the tetrahedron with
the six edges J6,J12,J34,J13,J24, and J2′3, where J2′3 = J3 − J2. The angle θ is the angle
between J12 and J13.

7.9 Plots

We illustrate the accuracy of the approximation (7.81) by plotting it against the
exact 12j-symbol in the classically allowed region for the following values of the j’s:





j1 j2 j12 j125

j3 j4 j34 j135

j13 j24 s5 j6



 =





51/2 59/2 21 22
55/2 53/2 27 26

27 25 1 j6



 . (7.86)

The result is shown in figure 7.12. From the error plot in part (a) of figure 7.14, we see that
the agreement is excellent.

Since the asymptotic formula (7.81) should become more accurate as the values of
the j’s get larger, we plot the formula against the exact 12j-symbol for another example,





j1 j2 j12 j125

j3 j4 j34 j135

j13 j24 s5 j6



 =





211/2 219/2 91 92
205/2 223/2 107 108

99 93 2 j6



 , (7.87)

in the classically allowed region away from the caustic in figure 7.13. These values of the
j’s are roughly 4 times those in (7.86). The errors for this case is displayed in part (b) of
figure 7.14. By comparing part (a) and part (b) of figure 7.14, we can conclude that the
error scales with the j’s.
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10−7

Figure 7.12: Comparison of the exact 12j-symbol (vertical sticks and dots) and the asymp-
totic formula (7.81) in the classically allowed region away from the caustics, for the values
of j’s shown in (7.86).
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Figure 7.13: Comparison of the exact 12j-symbol (vertical sticks and dots) and the asymp-
totic formula (7.81) in the classically allowed region away from the caustics, for the values
of j’s shown in (7.87).
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Figure 7.14: Absolute value of the error of the asymptotic formula (7.81) for (a) the case
shown in (7.86), and (b) the case shown in (7.87). The error is defined as the difference
between the approximate value and the exact value.

7.10 Two Small Angular Momenta

We now treat the case where two angular momenta are small. We take j1 = s1

and j5 = s5 to be small. The 12j-symbol can again be written as a scalar product of two
multicomponent wavefunctions, as follows:





s1 j2 j12 j125

j3 j4 j34 j135

j13 j24 s5 j6



 =

〈b|a〉
{[j12][j34][j13][j24][j125][j135]} 1

2

, (7.88)

where

|a〉 =

∣∣∣∣
S2

1 Î2 Î3 Î4 S2
5 Î6 Ĵ2

12 Ĵ2
34 Ĵ2

125 Ĵtot

s1 j2 j3 j4 s5 j6 j12 j34 j125 0

〉
, (7.89)

|b〉 =

∣∣∣∣
S2

1 Î2 Î3 Î4 S2
5 Î6 Ĵ2

13 Ĵ2
24 Ĵ2

135 Ĵtot

s1 j2 j3 j4 s5 j6 j13 j24 j135 0

〉
. (7.90)

Using the formalism developed in chapter 6, we can now find a new asymptotic formula
for the 12j-symbol up to an overall phase. By expressing the 12j-symbol in terms of the
9j-symbol in the special cases s1 = 0 or s5 = 0 from (A.7) in Appendix A, and by using
(6.1), we can determine the overall phase. The result is an asymptotic formula for the
12j-symbol when two of the angular momenta are small:
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



s1 j2 j12 j125

j3 j4 j34 j135

j13 j24 s5 j6



 (7.91)

= (−1)j24+j34+j125+j135+j1+j5+ν1+ν5
ds1ν1 µ1

(θ) ds5ν5 µ5
(θ)√

[j12][j125][j13][j135](12πV )

cos

(∑

i

(ji +
1

2
)ψi +

π

4
− (s1 + s5)π + (µ1 + µ5)φ2 + (ν1 + ν5)φ3

)
.

Here µ1 = j12 − j2, ν1 = j13 − j3, µ5 = j125 − j12, and ν5 = j135 − j13. The sum in the
argument of the cosine runs over the six large angular momenta i = 2, 3, 5, 6, 24, 34. The
geometric quantities V , ψi, φ2, φ3, and θ are related to the tetrahedron in Figure 7.15, which
has the six edge lengths Ji = ji + 1/2, i = 2, 3, 5, 6, 24, 34. As before, V is the volume, and
each ψi is the external dihedral angle at the edge Ji. The angle φ2 is the angle between
the plane spanned by (J2,J3) and the plane spanned by (J2,J6). The angle φ3 is the angle
between the plane defined by (J2,J3) and the plane defined by (J3,J6). The angle θ is the
angle between J2 and J3. The explicit expression for the angles φ2, φ3, and θ are given by
the following equations:

φ2 = π − cos−1

(
(J2 × J3) · (J2 × J6)

|J2 × J3| |J2 × J6|

)
, (7.92)

φ3 = π − cos−1

(
(J3 × J2) · (J3 × J6)

|J3 × J2| |J3 × J6|

)
, (7.93)

θ = cos−1

(
J2 · J3

J2J3

)
. (7.94)

J2

J4

J6

J3 J24

J34

Figure 7.15: The volume V and the external dihedral angles ψi are defined on the tetrahe-
dron with the six edge lengths J3, J5, J2, J6, J24, J34.
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Figure 7.16: Comparison of the exact 12j-symbol (vertical sticks and dots) and the asymp-
totic formula (7.91), in the classically allowed region away from the caustics. The values
used are those in (7.95).

We illustrate the accuracy of the approximation (7.91) by plotting it against the
exact 12j-symbol in figure 7.16 for the following values of the j’s:





s1 j2 j12 j125

j3 j4 j34 j135

j13 j24 s5 j6



 =





1/2 201/2 100 101
213/2 199/2 117 105

106 98 1 j6



 . (7.95)

We see that the agreement is excellent.
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7.11 Three Small Angular Momenta

The last case we can cover with our method is the 12j-symbol with three small
angular momenta. This case is most similar to the 9j-symbol with two small angular
momenta, which is analyzed in section 6.7. The Lagrangian manifolds of the two states
are both identical to the Wigner manifold represented by a triangle with the three sides
J2, J3, J6. This triangle is illustrated in figure 7.17. The Hamilton-Jacobi equations for the
two Lagrangian manifolds are exactly the same, given by

J2 = (j2 + 1/2)~ , (7.96)

J3 = (j3 + 1/2)~ ,
J6 = (j6 + 1/2)~ ,
~0 = ~J2 + ~J3 + ~J6 .

J2

J3

J6

θ

Figure 7.17: The angle θ is the exterior angle between the edges J2 and J3 in a triangle
having the three edge lengths J2, J3, J6.

Because the two Lagrangian manifolds are identical, the inner product of the two
scalar part of the WKB wave-functions is unity. After putting in the correct overall phase,
we find





s1 j2 j12 j125

j3 s4 j34 j135

j13 j24 s5 j6



 =

(−1)j2+j3+j6+µ1+µ4+µ5

√
[j12][j34][j13][j24][j125][j135]

d(s1)
ν1 µ1

(θ) d(s4)
ν4 µ4

(θ) d(s5)
ν5 µ5

(θ) ,

(7.97)
where µ1 = j12−j2, ν1 = j13−j3, µ4 = j24−j2, ν4 = j34−j3, µ5 = j125−j12, ν5 = j135−j13.
The angle θ is the angle between the vectors J2 and J3. It is given by

θ = cos−1

(
J2 · J3

J2 J3

)
= π − cos−1

(
J2

2 + J2
3 − J2

6

2 J2 J3

)
. (7.98)

We illustrate the accuracy of the approximation (7.81) by plotting it against the
exact 12j-symbol in figure 7.18, for the following values of the j’s:
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Figure 7.18: Comparison of the exact 12j-symbol (vertical sticks and dots) and the asymp-
totic formula (7.97), for the values of j’s shown in (7.99).





s1 j2 j12 j125

j3 s4 j34 j135

j13 j24 s5 j6



 =





1/2 237/2 119 120
233/2 1/2 117 115

116 118 1 j6



 . (7.99)

We see that the agreement is excellent.

7.12 Conclusions

The analysis of the 12j-symbol in this chapter is a natural extension of the analysis
of the 9j-symbol in chapter 6. Based on the calculations in these two chapters, we can
observe the general rules of finding asymptotic formulas for the 3nj-symbols with small
and large quantum numbers. First, we ignore the small quantum numbers and any of the
large quantum numbers that involve the indices of the small ones. For example, if j3 = s3

is small, then we ignore both j3, j23, etc. The remaining relevant large quantum numbers
determine the Lagrangian manifolds. For example, in the case of the 9j-symbol with one
small quantum number, these are j1, j2, j4, j5, j12, and j24. These determine a model for
the 6j-symbol with four angular momenta adding to zero, and specify the two intermediate
angular momenta. Once we fix the Lagrangian manifolds, the scalar WKB parts of the
wave-functions can be derived from a semiclassical analysis of these Lagrangian manifolds,
following the procedure in chapter 3, chapter 4, and parts of this chapter. The spinor parts
of the wave-functions at the intersection points of the Lagrangian manifolds are determined
by the path used to calculate the action integral. Finally, taking the inner product of both
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the scalar part and the spinor part of the wave-functions, we can derive asymptotic formulas
for the 3nj-symbols.

Since the semiclassical analysis for the 6j- and 9j-symbols are known, using our
general rules, we can apply our techniques to find new asymptotic formulas for the 15j-
symbol with 2, 3, and 4 small angular momenta. We will display these results in the next
chapter.

One aspect of the calculation that warrants a closer look is the breaking of the
time-reversal symmetry of the 9j-symbol formula for the large quantum numbers of the
12j-symbol. This may give us insight into the phase space structure of the 12j-symbol in
the limit when all quantum numbers are large.
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Chapter 8

The Wigner 15j-Symbol with Small
and Large Quantum Numbers

8.1 Introduction and Summary

The graphical representation of the 15j-symbol in the quantum gravity literature
has the form of a pentagon diagram, displayed in figure 8.1, where the vertices ir, r =
1, . . . , 5, represent SO(4) intertwiners.

i5

j2j3

j4

j5

j6

j7j8j9

j10

i1

i2

i3

i4

j1

Figure 8.1: The pentagon diagram representing the 4-simplex amplitude in the spin foam
models in four dimensions.

By picking a suitable basis for the intertwiners ir, r = 1, . . . , 5, in figure 8.1, we
can expand the pentagon diagram in figure 8.1 into a SU(2) spin network with 15 edges,
which is illustrated in part (a) of figure 8.2. This spin network can be rearranged into the
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form of a Möbius strip, shown in part (b) of the same figure, so it is the spin network for
the Wigner 15j-symbol of the first type. See Figure 20.2b and Figure 20.2c in the book by
Yutsis [96].

j10

i1

i2

i3

i4

i5

j1

j2j3

j4

j5

j6

j7
j8

j9

j10

(a) (b)

i1

i2

i3

i4

i5
j1

j2

j3

j4

j5
j6

j7

j8

j9

Figure 8.2: Expanding the four-valent intertwiners in the pentagon diagram to get (a) an
SU(2) spin network, which is equivalent to (b) a spin network in the shape of a Möbius
strip.

Therefore, we can follow the procedure from chapter 6 and chapter 7 to derive
asymptotic formulas for the 15j-symbol with small and large angular momenta. Since the
derivations are very similar to the those in the previous two chapters, we will omit most of
the details.

The outline of this chapter is as follows: In section 8.2, we display an asymptotic
formula for a case of the 15j-symbol with two small angular momenta. In section 8.3, we
treat a case with three small angular momenta. In section 8.4, we treat the case with four
small angular momenta. The last section contains comments and discussions.

8.2 Two Small Angular Momenta

We take j5 = s5 and j6 = s6 to be small. Using the definition on page 66 in [96]
for the 15j-symbol of the first kind, we have





j1 j2 j12 j125 j1256

j3 j4 j34 j135 j1356

j13 j24 s5 s6 j7



 (8.1)

=
〈b|a〉

{[j12][j34][j13][j24][j125][j135][j1256][j1356]} 1
2

,

where the notation [·] denotes [k] = 2k + 1, and
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|a〉 =

∣∣∣∣
Î1 Î2 I3 Î4 S2

5 S2
6 Î7 Ĵ2

12 Ĵ2
34 Ĵ2

125 Ĵ2
1256 Ĵtot

j1 j2 j3 j4 s5 s6 j7 j12 j34 j125 j1256 0

〉
, (8.2)

|b〉 =

∣∣∣∣
Î1 Î2 I3 Î4 S2

5 S2
6 Î7 Ĵ2

13 Ĵ2
24 Ĵ2

135 Ĵ2
1356 Ĵtot

j1 j2 j3 j4 s5 s6 j7 j13 j24 j135 j1356 0

〉
. (8.3)

Following the derivations for the 12j-symbol with one small quantum number in chapter 7,
we find an asymptotic formula for the 15j-symbol when two angular momenta are small.
In the end, we find





j1 j2 j12 j125 j1256

j3 j4 j34 j135 j1356

j13 j24 s5 s6 j7



 (8.4)

=
(−1)µ5+µ6

4π
√

(2j125 + 1)(2j135 + 1)(2j1256 + 1)(2j1356 + 1)
 ds5ν5 µ5

(θ(1)) ds6ν6 µ6
(θ(1))√

|V (1)
123V

(1)
432 − V

(1)
214V

(1)
341 |

cos
(
S(1) + (µ5 + µ6)φ

(1)
12 + (ν5 + ν6)φ

(1)
13

)

+
ds5ν5 µ5

(θ(2)) ds6ν6 µ6
(θ(2))√

|V (2)
123V

(2)
432 − V

(2)
214V

(2)
341 |

sin
(
S(2) + (µ5 + µ6)φ

(2)
12 + (ν5 + ν6)φ

(2)
13

)

 ,

where S(1) and S(2) are evaluated at configurations in which V = J7 · (J12 × J13) < 0.
Here the indices on the d-matrices are µ5 = j125 − j12, ν5 = j135 − j13, µ6 =

j1256− j125, and ν6 = j1356− j135. The phases S(1) and S(2) are actions associated with the
9j-symbol. See section 7.6. The V ’s are given by

Vijk = Ji · (Jj × Jk) . (8.5)

The angles φ12 and φ13 are internal dihedral angles at the edges J12 and J13, respectively, of
a tetrahedron formed by the six vectors J12,J13,J24,J34,J6, and J2′3, where J2′3 = J3−J2,
and Ji = ji+1/2, i = 1, 2, 3, 4, 6, 12, 34, 13, 24. This tetrahedron is illustrated in figure 7.11.
The angle θ is the angle between the vectors J12 and J13. Explicitly, the angles φ12, φ13,
and θ are given by

cosφ12 = π − (J12 × J13) · (J12 × J7)

|J12 × J13| |J12 × J7|
, (8.6)

cosφ13 = π − (J13 × J12) · (J13 × J7)

|J13 × J12| |J13 × J7|
, (8.7)

cos θ =
J12 · J13

J12J13
. (8.8)

We plot the exact values of the 15j-symbol against our approximation (8.4) in
figure 8.4 for the following values of the j’s:
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J13
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J2′3

J34 J24

J12

Figure 8.3: The angles φ12 and φ13 are internal dihedral angles in the tetrahedron with the
six edges J7,J12,J34,J13,J24, and J2′3, where J2′3 = J3 − J2. The angle θ is the angle
between J12 and J13.
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Figure 8.4: Comparison of the exact 15j-symbol (vertical sticks and dots) and the asymp-
totic formula (8.4), for the values of j’s shown in (8.9).
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



j1 j2 j12 j125 j1256

j3 j4 j34 j135 j1356

j13 j24 s5 s6 j7



 =





197/2 187/2 74 75 74
173/2 205/2 88 96 97

95 90 1 1 j7



 . (8.9)

The agreement is excellent.

8.3 Three Small Angular Momenta

We now treat the case where three quantum numbers are small. We take j3 = s3,
j5 = s5, and j6 = s6 to be small. As before, we write the 15j-symbol as a scalar product of
two multicomponent wavefunctions,





j1 j2 j12 j125 j1256

s3 j4 j34 j135 j1356

j13 j24 s5 s6 j7



 (8.10)

=
〈b|a〉

{[j12][j34][j13][j24][j125][j135][j1256][j1356]} 1
2

,

where

|a〉 =

∣∣∣∣
Î1 Î2 S2

3 Î4 S2
5 S2

6 Î7 Ĵ2
12 Ĵ2

34 Ĵ2
125 Ĵ2

1256 Ĵtot

j1 j2 s3 j4 s5 s6 j7 j12 j34 j125 j1256 0

〉
, (8.11)

|b〉 =

∣∣∣∣
Î1 Î2 S2

3 Î4 S2
5 S2

6 Î7 Ĵ2
13 Ĵ2

24 Ĵ2
135 Ĵ2

1356 Ĵtot

j1 j2 s3 j4 s5 s6 j7 j13 j24 j135 j1356 0

〉
. (8.12)

Following the strategy in chapter 6, we derive an asymptotic formula for the 15j-symbol
when three angular momenta are small, up to an overall phase. The result is the following
formula:





j1 j2 j12 j125 j1256

s3 j4 j34 j135 j1356

j13 j24 s5 s6 j7



 (8.13)

= (−1)j1+j2+j4+j7+2s3+ν3+µ5+µ6
ds3ν3 µ3

(θ1) ds5ν5 µ5
(θ2) ds6ν6 µ6

(θ2)√
[j34][j13][j135][j1356][j125][j1256](12πV )

cos

(∑

i

(ji +
1

2
)ψi +

π

4
− s3π + µ3φ

′
4 + ν3φ

′
1 − (µ5 + µ6)φ12 − (ν5 + ν6)φ1

)
.

Here µ3 = j34 − j4, ν3 = j13 − j1, µ5 = j125 − j12, ν5 = j135 − j13, µ6 = j1256 − j125, and
ν6 = j1356 − j135. The angles φ1 and φ12 are internal dihedral angles in figure 8.5, in other
words, φ1 = π − ψ1 and φ12 = π − ψ12. Similar to the previous cases, the angle φ′1 is the
angle between the (J1,J4) plane and the (J1,J24) plane. The angle φ′4 is the angle between
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the (J1,J4) plane and the (J4,J12) plane. Here we put primes on these angles to distinguish
them from the internal dihedral angles φ1 and φ4. The angle θ1 is the angle between J1

and J4. The angle θ2 is the angle between J1 and J12. Explicitly, the angles φ′1, φ
′
4, and θ

are given by the following equations:

φ′1 = π − cos−1

(
(J1 × J4) · (J1 × J7)

|J1 × J4| |J1 × J7|

)
, (8.14)

φ′4 = π − cos−1

(
(J4 × J1) · (J4 × J7)

|J4 × J1| |J4 × J7|

)
, (8.15)

θ = cos−1

(
J1 · J4

J1J4

)
. (8.16)

We plot the exact values of the 15j-symbol against our approximation . (8.13) for
the following values of the j’s:





j1 j2 j12 j125 j1256

s3 j4 j34 j135 j1356

j13 j24 s5 s6 j7



 =





203/2 207/2 96 97 98
3/2 199/2 100 100 101
101 108 1 1 j7



 . (8.17)

Wee see that there are generally good agreements.

J1

J2

J7

J4 J12

J24

Figure 8.5: The volume V and the external dihedral angles ψi are defined on the tetrahedron
with the six edge lengths J1, J2, J4, J7, J12, J24.
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65 70 75

-2

-1

0

1

j7

10−12

Figure 8.6: Comparison of the exact 15j-symbol (vertical sticks and dots) and the asymp-
totic formula (8.13), for the values of j’s shown in (8.17).

8.4 Four Small Angular Momenta

We now take four angular momenta to be small. We choose s1 = j1, s4 = j4,
s5 = j5, and s6 = j6 to be small. Since the two Lagrangian manifolds are identical to
the Wigner manifold represented by the triangle with the edge lengths J2, J3, J7, which is
illustrated in figure 8.7, the inner product of the scalar part of the WKB wave-functions is
unity. Only the spinor products contribute.

J2

J3

J7

θ

Figure 8.7: The angle θ is the exterior angle between the edges J2 and J3 in a triangle
having the three edge lengths J2, J3, J7.

In the end, we find the asymptotic formula for the 15j-symbol with four small
angular momenta is
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



s1 j2 j12 j125 j1256

j3 s4 j34 j135 j1356

j13 j24 s5 s6 j7



 (8.18)

=
(−1)j2+j3+j7+µ1+µ4+µ5+µ6

√
[j12][j34][j13][j24][j125][j135][j1256][j1356]

d(s1)
ν1 µ1

(θ) d(s4)
ν4 µ4

(θ) d(s5)
ν5 µ5

(θ) d(s6)
ν6 µ6

(θ) .

Here µ1 = j12− j2, ν1 = j13− j3, µ4 = j24− j2, ν4 = j34− j3, µ5 = j125− j12, ν5 = j135− j13,
µ6 = j1256 − j125, ν6 = j1356 − j135, and θ is the angle between the vectors ~J2 and ~J3 in the
triangle formed by J2, J3, and J7, given by

θ = cos−1

(
J2 · J3

J2 J3

)
= π − cos−1

(
J2

2 + J2
3 − J2

7

2 J2 J3

)
. (8.19)

65 70 75

-5

0

5

j7

×10−11

Figure 8.8: Comparison of the exact 15j-symbol (vertical sticks and dots) and the asymp-
totic formula (8.18), for the values of j’s shown in (8.20).

We illustrate the accuracy of the approximation (8.18) by plotting it against the
exact 15j-symbol in figure 8.8 for the following values of the j’s:





s1 j2 j12 j125 j1256

j3 s4 j34 j135 j1356

j13 j24 s5 s6 j7



 =





1/2 237/2 118 119 118
189/2 3/2 94 94 95

95 117 1 1 j7



 . (8.20)

There is generally good agreement.
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8.5 Conclusions

In this chapter, we have found the first few asymptotic formulas for the Wigner
15j-symbol, in the special limit of a mixture of small and large quantum numbers. There
are a few numerical results regarding the Barrett-Crane model, where the vertex amplitude
is a sum of a product of two 15j-symbols. An possible application of our results here is to
provide an analytic proof of those numerical results.

Base on the general rules we have seen so far, the 15j-symbol with one small an-
gular momentum will depend on the Lagrangian manifolds associated with the 12j-symbol.
The semiclassical analysis of the 12j-symbol with all quantum numbers large is an active
research project in progress within our research group. Once that is available, it will be
easy to obtain the asymptotic formula for the 15j-symbol with one small quantum number.

In this chapter, we have inserted a particular set of SU(2) intertwiners symmetri-
cally into the pentagon diagram to obtain a spin network, which turns out to be a 15j-symbol
of the first kind. We can insert another set of SU(2) intertwiners symmetrically into the
pentagon diagram to obtain the 15j-symbols of the fifth kind [96]. This spin network also
has a representation as an inner product between two states, and we can apply our method
here to find its asymptotic formulas. We will report on the results for the 15j-symbol of
the fifth kind in a future article.
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Appendix A

Exact Formulas for the Wigner
3nj-Symbols

The exact 6j-symbol can be calculated using (6.2.3) in Edmonds [35]. The formula
is

{
j1 j2 j3
j4 j5 j6

}
=

(
6∏

r=1

(−1)2jr
√

2jr + 1

) ∑

all m’s

(A.1)

×
(

j1 j2 j3
m1 m2 m3

)(
j1 j5 j6
m′1 m′5 m6

)(
j2 j6 j4
m′2 m′6 m4

)(
j3 j4 j5
m′3 m′4 m5

)

×
(

j1 j1
m1 m′1

)
· · ·
(

j6 j6
m6 m′6

)
.

The exact 9j-symbol can be computed from a single sum formula, (6.4.3) in Edmonds [35],
involving products of three 6j-symbols,





j1 j2 j12

j3 j4 j34

j13 j24 j5



 (A.2)

= (−1)R
∑

x

(−1)2x(2x+ 1)

{
j1 j3 j13

j24 j5 x

}{
j2 j4 j24

j3 x j34

}{
j12 j34 j5
x j1 j2

}
,

where R is the sum of all 9 of the j’s.
The exact 12j-symbol [43, 63, 88] can be expressed as a single sum of products of

four 6j-symbols, given by the formula
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



j1 j2 j12 j125

j3 j4 j34 j135

j13 j24 j5 j6



 (A.3)

= (−1)R
∑

x

(−1)−x(2x+ 1)

{
j125 j135 x
j13 j12 j5

}{
j12 j13 x
j4 j2 j1

}{
j2 j3 x
j34 j24 j4

}{
j24 j34 x
j125 j135 j6

}
,

where R is the sum of all 12 of the j’s.
The exact 15j-symbol [96, 88] can be expressed as a single sum of products of five

6j-symbols,





j1 j2 j12 j125 j1256

j3 j4 j34 j135 j1356

j13 j24 j5 j6 j7



 (A.4)

= (−1)R
∑

x

(−1)4x(2x+ 1)

{
j1256 j1356 x
j135 j125 j6

}{
j125 j135 x
j13 j12 j5

}{
j12 j13 x
j4 j2 j1

}

{
j2 j3 x
j34 j24 j4

}{
j24 j34 x
j1256 j1356 j7

}
,

where R is the sum of all 15j’s.
In the special case where one of the j is equal to 0 or 1, the 9j-symbol is propor-

tional to a 6j-symbol. From (10.9.2) in [83], we have





j1 j2 j12

0 j4 j34

j13 j24 j5



 =

(−1)j1+j2+j4+j5
√

(2j13 + 1)(2j34 + 1)

{
j1 j2 j12

j4 j5 j24

}
. (A.5)

From (10.9.6) in [83], we have





j1 j2 j12

1 j4 j4
j1 j24 j5



 =

(−1)j1+j2+j4+j5+1

√
(2j1 + 1)(2j4 + 1)

(A.6)

× [(j5 − j12)(j5 + j12 + 1)− (j24 − j2)(j24 + j2 + 1)]

2
√
j1(j1 + 1)j4(j4 + 1)

{
j1 j2 j12

j4 j5 j24

}
.

In the special case where one of the j is equal to 0 or 1, the 12j-symbol is proportional to
a 9j-symbol. Using formulas (A9) in [43], we have
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



j1 j2 j12 j12

j3 j4 j34 j13

j13 j24 0 j6



 =

(−1)2R9

√
(2j12 + 1)(2j13 + 1)





j1 j2 j12

j3 j4 j34

j13 j24 j6



 , (A.7)

where R9 is the sum of all 9 j’s on the right hand side.




