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Protein oligomerization and mobility within the nuclear envelope evaluated
by the time-shifted mean-segmented Q factor
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a School of Physics and Astronomy, University of Minnesota, Minneapolis, MN 55455, United States
bDepartment of Genetics, Cell Biology, and Development, University of Minnesota, Minneapolis, MN 55455, United States

A B S T R A C T

Analysis of fluorescence fluctuation experiments by the mean-segmented Q (MSQ) method was recently used to successfully characterize the oligomeric state and
mobility of proteins within the nuclear envelope (NE) of living cells. However, two significant shortcomings of MSQ were recognized. Non-ideal detector behavior
due to dead-time and afterpulsing as well as the lack of error analysis currently limit the potential of MSQ. This paper presents time-shifted MSQ (tsMSQ), a new
formulation of MSQ that is robust with respect to dead-time and afterpulsing. In addition, a protocol for performing error analysis on tsMSQ data is introduced to
assess the quality of fit models and estimate the uncertainties of fit parameters. Together, these developments significantly simplify and improve the analysis of
fluorescence fluctuation data taken within the NE. To demonstrate these new developments, tsMSQ was used to characterize the oligomeric state and mobility of the
luminal domains of two inner nuclear membrane SUN proteins. The results for the luminal domain of SUN2 obtained through tsMSQ without correction for non-ideal
detector effects agree with a recent study that was conducted using the original MSQ formulation. Finally, tsMSQ was applied to characterize the oligomeric state and
mobility of the luminal domain of the germline-restricted SUN3.

1. Introduction

The contents of the nucleoplasm are physically separated from the
cytoplasm by the nuclear envelope (NE) [1]. This specialized domain of
the endoplasmic reticulum (ER) consists of the inner nuclear membrane
(INM), the outer nuclear membrane (ONM), nuclear pore complexes
(NPCs), and the nuclear lamina [1]. The ribosome-studded ONM is an
extension of the ER, while the INM interacts with chromatin and the
nuclear lamina [2]. While the INM and ONM are separated by the
∼40–50 nm wide perinuclear space that is contiguous with the ER
lumen, they are fused together at thousands of specific sites resulting in
the formation of aqueous channels occupied by NPCs [1]. Besides the
transmembrane domain containing NPC proteins, there are numerous
other NE-associated proteins that are critically important for a wide-
variety of fundamental cellular processes, including cell cycle pro-
gression, DNA repair, gene expression, genome organization, lipid
synthesis, and mechanotransduction [3–8]. The importance of these
NE-associated proteins is further highlighted by the fact that they are
mutated in a growing list of human diseases collectively referred to as
“nuclear envelopathies”, such as cardiomyopathy, muscular dystrophy,
and premature aging [9]. Unfortunately, the dynamics and the as-
sembly of NE proteins within living cells are difficult to assess with

currently available methods. To begin addressing this deficiency we
recently demonstrated that fluorescence fluctuation spectroscopy (FFS)
has the potential to quantify the association and mobility of NE proteins
within their native environment [10].

The double membrane system of the NE proved to be a challenging
environment for traditional FFS techniques and prompted us to use the
recently developed mean-segmented Q (MSQ) method for analysis [11].
Nanometer-sized undulations of the INM and ONM introduce fluctua-
tions in the local thickness of the NE that are superimposed on the
fluorescence intensity fluctuations caused by NE proteins passing
through the observation volume (OV) of the microscope. MSQ proved
to be essential for separating these different noise sources and char-
acterizing the oligomeric state of proteins in the NE [10]. Un-
fortunately, the application of MSQ is not straightforward as it requires
compensation for non-ideal detector effects to remove significant biases
from the collected data [12]. While methods to account for these effects
exist [12,13], they necessitate the difficult task of properly calibrating
each detector. Moreover, the correction procedure becomes unreliable
once the amplitude of the bias correction approaches the amplitude of
the signal. In addition, the original formulation of MSQ lacks error
analysis [11], which is a significant shortcoming that prevents the
statistical testing of models and the determination of uncertainties in fit
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parameters. This paper addresses these challenges by introducing time-
shifted MSQ (tsMSQ) together with a simple procedure for proper error
analysis. Experimental verification of the theory demonstrates that
tsMSQ is inherently robust with respect to non-ideal detector effects,
which significantly simplifies the analysis of FFS data obtained within
the NE, and is suitable for model analysis with error estimates.

To demonstrate the utility of tsMSQ for analyzing FFS data collected
within the NE, we used it to quantify the assembly and dynamics of the
EGFP-tagged luminal domain of the Sad1/UNC-84 (SUN) protein SUN2,
which is an INM protein and a key component of the linker of nu-
cleoskeleton and cytoskeleton (LINC) complex [3]. The decision to in-
itially analyze the luminal domain of SUN2 provided an important test
case for tsMSQ, since we previously reported that this protein homo-
trimerizes within the NE as determined by MSQ analysis of FFS data
[14]. We then used tsMSQ to determine the assembly state of the lu-
minal domain of the germline-restricted SUN protein, SUN3 [15],
which is currently unknown. Taken together, these results establish
tsMSQ as a simple, yet powerful method for analyzing FFS data taken
within the NE, which eliminates the need for an in-depth knowledge of
detector effects.

2. Materials and methods

2.1. Experimental setup

Brightness measurements were performed on a custom two-photon
microscope with a 63× C-Apochromat water-immersion objective with
numerical aperture (NA)= 1.2 (Zeiss, Oberkochen, Germany) as de-
scribed previously [16] using a wavelength of 1000 nm and an average
power after the objective in the range of 0.3 to 0.4 mW. Photon counts
were detected using avalanche photodiodes (SPCM-AQ-141 APD;
Perkin-Elmer, Dumberry, Quebec, Canada), recorded with a Flex04-
12D card (correlator.com, Bridgewater, NJ) sampled at 20 kHz and
analyzed using programs written in IDL 8.7 (Research Systems, Boulder,
CO). Z-scans were performed using an arbitrary waveform generator
(model No. 33522A; Agilent Technologies, Santa Clara, CA) to move a
PZ2000 piezo stage (ASI, Eugene, OR) axially. The selected waveform
of the generator was a linear ramp function with peak-to-peak ampli-
tude of 1.6 V, corresponding to 24.1 μm of axial travel, and period of
10 s for a speed of 4.82 μm/s.

2.2. Measurement procedure

Calibration measurements were performed on cells transiently
transfected with EGFP. Transfected cells were identified using brief
epifluorescence illumination. The selected cell was centered and the
two-photon laser spot was focused into the cytoplasm of the cell.
Fluorescence intensity fluctuation data was acquired for ∼60 s fol-
lowed by z-scans. These data were used to determine the molecular
brightness, which is also referred to simply as brightness, λEGFP as
previously described [13,17]. In cells expressing NE localized proteins,
z-scans were used to identify cells with NE intensity fractions> 90%
for FFS measurements [10]. The point spread function (PSF) was fo-
cused on the ventral NE and fluorescence intensity fluctuations data

were acquired for∼60 s to∼300 s; the same procedure was repeated at
the dorsal NE. A detailed description of the measurement protocol is
found in Hennen et al. [18]. The FFS data was analyzed as described in
the results section of this paper.

2.3. Sample preparation

Experiments were performed using transiently transfected U2OS
cells (ATCC, Manassas, VA), which were maintained in DMEM with
10% FBS (Hyclone Laboratories, Logan, UT) before being sub-cultured
into 24-well glass bottom plates (In Vitro Scientific, Sunnyvale, CA)
24 h prior to transfection. Transfections were performed using GenJet
(SignaGen Laboratories, Rockville, MD) 12–24 h prior to measurement
according to the protocol provided by the manufacturer. Growth
medium was replaced immediately before measuring with DPBS con-
taining calcium and magnesium (BioWhittaker, Walkerville, MD).

2.4. DNA constructs

The SS-EGFP and SS-EGFP-SUN2261-731 constructs were described
previously [10]. The SS-EGFP-SUN330-320construct was generated as
follows. First, the cDNA encoding full length (FL) SUN3 was PCR am-
plified using the SUN3FL-F and SUN3FL-R primer pair (Table 1) from a
prep of cDNA isolated from the testes of post-embryonic day 21 male
mice, which was a gift from Drs. Vivian Bardwell and David Zarkower
(University of Minnesota, Minneapolis, MN). The PCR product was
purified and digested beside pEGFP-C1 with EcoRI and XhoI. Following
gel purification, the digested PCR product and plasmid were ligated
together to create EGFP-SUN3FL. To create SS-EGFP-SUN330-320, the
sequence encoding amino acids 30-320 was PCR-amplified from EGFP-
SUN3FL using the primers SS-EGFP-SUN330-320-F and SS-EGFP-SUN330-
320-R (Table 1). SS-EGFP-SUN330-320-F also encodes a 10-amino acid
linker (GHGTGSTGSG) following the BsrGI site. The resulting PCR
product was purified and digested beside SS-EGFP with BsrGI and XhoI.
Following gel purification, the digested PCR product and plasmid were
ligated together to create SS-EGFP-SUN330–320. The cytoplasmic EGFP-
tagged SUN330-320 construct was generated via a T4 polynucleotide
kinase (PNK), T4 DNA ligase, DpnI reaction after EGFP-SUN330-320 was
PCR amplified using the primers SSΔ-F and SSΔ-R (Table 1). All of the
constructs used in this work were sequence-validated by the University
of Minnesota Genomics Center. Phusion DNA polymerase, T4 DNA li-
gase, and T4 PNK were purchased from New England Biolabs (NEB,
Ipswich, MA). Restriction enzymes were either purchased from NEB or
Promega (Madison, WI). Wizard SV Gel and PCR Clean-Up System was
purchased from Promega. GeneJet Plasmid Midiprep Kit was purchased
from ThermoFisher Scientific (Waltham, MA). All other chemicals were
purchased from Sigma-Aldrich (St. Louis, MI) unless otherwise speci-
fied.

3. Background

3.1. Brightness experiments in the cytoplasm

We start by reviewing a few central concepts of FFS. First and

Table 1
Primers used to generate the constructs used in this paper. The F or R in the primer name refers to forward or reverse, respectively. Restriction enzyme (RE) cut sites
are underlined. The sequence encoding the linker is bolded.

Primer name DNA sequence 5′ RE site

SUN3FL-F TTTTCTCGAGATGTTAACTCGATCATGGAAGATTATCC XhoI
SUN3FL-R AAAAAGAATTCCTAAGTGTAATCACTGGGGATGCCG EcoRI
SS-EGFP-SUN330-320-F GCTGTACAAGGGGCACGGGACCGGGTCTACAGGGAGCGGGAAAGAAACAGAGTTTCCTCA BsrGI
SS-EGFP-SUN330-320-R AAAACTCGAGCTAAGTGTAATCACTGGGGATGC XhoI
SSΔ-F GTGGCTAGCGTGAGCAAGGG –
SSΔ-R CATGGATCCGAGCTCGGTACC –
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foremost, the analysis of intensity fluctuations determines the mole-
cular brightness λ, which specifies the fluorescence intensity associated
with a single fluorescent protein (FP). If the brightness of monomeric
EGFP is λEGFP, then the brightness of the tandem dimer EGFP2 is in-
creased by a factor of two, = ×λ λ2EGFP EGFP2 . Thus, brightness is a
measure of the average oligomeric state of an EGFP-tagged protein
complex as illustrated in Fig. 1. The normalized brightness b is defined
by the ratio of the measured brightness λ to that of EGFP, =b λ λEGFP,
and provides a direct numerical readout of the average oligomeric state
of an EGFP-tagged protein complex [19]. For example, a monomer
corresponds to b=1, while a dimer equals b=2. Note that not all FPs
behave as simply as described here. Thus, it is important to always
perform control experiments to check the brightness of the monomeric
label and its tandem dimer as previously described [16,17].

Central to FFS is the OV, which in our case is given by the overlap
between the two-photon excitation PSF and the sample volume. Fig. 2A
illustrates the PSF completely embedded in a thick cytoplasmic section
of the cell. In this case, the cytoplasmic FP has access to the entire
volume of the PSF and therefore the OV and PSF are equivalent
(Fig. 2B). The fluorescence signal, F, emanating from the OV fluctuates
with time as a consequence of FPs entering and exciting the OV
(Fig. 2C). The sampling, or binning, time TS specifies the time period
over which the signal is integrated. The data acquisition electronics
record the photon counts k for each sampling period. There are two
important parameters that are directly measured from the record of
photon counts k, the average intensity F and Mandel’s Q-parameter Q,
which we also refer to as the Q-factor [20]. A description and definition
of the Q-factor is found in Section 4.1.

Further interpretation of the FFS parameters depends on a mathe-
matical model of the PSF, which for our instrument is well approxi-
mated by a modified Gaussian-Lorentzian (mGL) PSF [17]. This func-
tion, combined with the geometry of the sample, determines the volume
VOV , gamma-factor γ2, and binning function B T( )S2 of the OV, which
enable proper interpretation of the measured FFS parameters

[16,17,21]. The brightness λ is identified from the asymptotic Q-factor,
which is discussed in further detail in Section 4.1, by [13]

=Q γ λT .S0 2 (1)

Due to its direct relation to brightness, the determination of the
asymptotic Q-factor is essential for the characterization of oligomeric
state through FFS. The average occupation number N of FPs within the
OV is determined from the average intensity by =F λ NEGFP . The
molar concentration c is calculated from N with the help of Avogadro’s
number NA and the OV by =N cV NOV A. For each cell measured, the
brightness b and concentration c are identified. The concentration-de-
pendent oligomerization of an FP-labeled protein is identified by
measuring many cells with different expression levels and plotting their
brightness versus concentration, which we refer to as a brightness ti-
tration curve [16]. A monomeric protein is distinguished from a protein
undergoing a monomer/dimer transition by the brightness titration
curves depicted in Fig. 2D. Finally, the diffusion time τD of an FP-la-
beled protein is determined from the autocorrelation function of the
intensity fluctuations [22,23]. Association of a soluble molecule with a
large complex or a membrane significantly reduces its mobility, which
is identified by an increase in τD [24].

3.2. Brightness experiments within the NE

Performing FFS within the NE requires a few changes to the mea-
surement protocol and analysis. First, the two-photon beam is focused
onto the ventral or dorsal NE prior to data collection (Fig. 3A). We will
assume throughout the remainder of this work that the FP-tagged
protein is localized properly to the NE and its concentration in the
cytoplasm and nucleus is negligible. Experimental tests for proper lo-
calization have been described recently [10]. Second, because the
thickness of the NE is on the order of 40 nm, only a small section of the
PSF is accessible to labeled NE proteins. To account for this change the
OV is no longer equivalent to the PSF, but instead defined as the in-
tersection between the PSF and the NE (Fig. 3B). The resultingVOV is the
product of the cross-sectional area A of the PSF and the thickness tNE of
the NE, =V A tOV NE. Similarly, the parameters γ2 and B T( )S2 depend on
the intersection between the PSF and the NE [17,21], which is modeled
by a two-dimensional Gaussian distribution [10,14]. While N is still
determined by =F λ NEGFP , it reflects the number of labeled proteins
within a much smaller volume (Fig. 3B). Because tNE cannot be directly
measured, the molar concentration can only be estimated by assuming
the thickness of the NE layer. We therefore prefer to use N rather than c
when reporting FFS results [10,14].

We recently showed that conventional FFS analysis of NE proteins
can introduce severe distortions in the recovered brightness values and
confound data interpretation as a result of NE membrane undulations
[10]. Analysis methods which ignore the temporal information of

Fig. 1. Brightness b identifies the average oligomeric state of a fluorescently
labeled protein complex. Monomers and dimers are characterized by b of 1 and
2, respectively. The brightness of a mixture of monomers and dimers is between
1 and 2 depending on the composition of the mixture.

Fig. 2. Illustration of FFS in the cytoplasm. (A) The PSF (red oval) is completely embedded within the cytoplasm. (B) The entire volume of the PSF is accessible to the
fluorescent proteins. Therefore the OV is equivalent to the PSF volume. (C) The fluorescence signal fluctuates in time reflecting the passage of proteins through the
OV. (D) The brightness titration curve of a FP-labeled monomer is independent of concentration (dashed line). A labeled protein that forms dimers leads to a
concentration-dependent brightness titration curve (solid line) that increases from 1 to 2. The x-axis depicts either molar concentration c or the occupation number N.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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fluctuations, such as cumulant analysis, PCH, and FIDA are unable to
distinguish the diffusion and membrane undulation processes and
therefore are unsuited to recover brightness in the NE [25]. Methods
that include temporal information, such as FCS, TIFCA, and FIMDA
[25], do not account for the finite data segment length incorporated in
the analysis algorithm, which has the potential to introduce biases
when applied to slow processes as was observed recently due to the NE
membrane undulations [10]. To remedy this issue, we introduced MSQ
analysis to obtain brightness values that accurately reflect the oligo-
meric state of FP-tagged proteins within the NE [11]. The MSQ curve is
determined by dividing the recorded photon counts into segments with
period T (Fig. 4A). Q is calculated for each segment and subsequently
averaged to yield the data point MSQ(T). By repeating this process for
different values of T, the MSQ curve is constructed (Fig. 4B). Fitting of
the MSQ curve is used to recover both the brightness and the diffusion
time of the labeled protein. Using this method we demonstrated that the
luminal domain of SUN2 undergoes a monomer / trimer transition,
whereas the luminal domain of the related protein SUN1 forms higher-
order oligomers within the NE [14].

4. Theory

This section describes derivations of functions that are important for
tsMSQ. Interpretation and usage of the derived equations is found in
Section 5.

4.1. Sampling time dependence of the Q-parameter

The Q-parameter of FFS data sampled with a time resolution TS is
calculated by [20]

= −Q T
δk
k

( ) 1.S
i

i

2

(2)

The raw data ki represents the photon counts detected at time ×i TS,
while symbolizes the population mean. The deviation or fluctuation
of ki from the mean ki is given by ≡ −δk k ki i i . For an arbitrary
sampling time, the Q-parameter of a single diffusing species with
brightness λ and diffusion time τD is determined by [13,21]

=Q T Q B T τ
T

( ) ( , ) ,S
S D

S
0

2
2 (3)

where B T τ T( , )S D S2
2 accounts for the decrease in Q T( )S relative to the

asymptotic Q-factor Q0 and, in the case of a two-dimensional Gaussian
OV, is given by = + + −B T τ τ τ T T τ T( , ) 2 (( ) ln(1 ) )S D D D S s D S2 [26]. This
decrease in Q T( )S is significant when ≥T τS D, which is referred to as
undersampling [27]. In the case of oversampling ≪T τ( )S D ,
B T τ T( , )S D S2

2 converges to 1 and the Q-value Q T( )S reduces to the lim-
iting value ofQ0, which is directly related to λ by Eq. (1). Since FFS data
obtained in cells are typically oversampled, Eq. (1) is usually quoted in
the literature. In this paper we use Eq. (3), which is correct for all
sampling times, as it facilitates comparison with the time-shifted FFS
theory described in Section 4.3.

4.2. Eliminating the shot noise term from MSQ

The MSQ value of FFS data sampled with a time resolution TS is
calculated by dividing the data into segments of duration T and de-
termining the expectation value of the Q-estimator QT across all data
segments (Fig. 4) as previously described [11]. Here, we introduce an
updated definition of MSQ by adding the term T TS ,

Fig. 3. FFS within the NE. (A) The PSF (red oval) is not fully embedded within the NE. (B) The OV (hatched area) reflects the overlap between the PSF and the NE.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. Construction of MSQ and tsMSQ curves. (A)
The recorded fluorescence intensity signal is divided
into segments of period T (top panel). Q or tsQ1 is
calculated for each of these segments (bottom panel).
(B) The Q-values for the segment time T are con-
verted by an algorithm into an MSQ(T) value.
Similarly, the tsQ1 values are converted into a tsMSQ
(T) value. Repeating this procedure for a range of
segment times identifies the experimental MSQ or
tsMSQ curve.
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≡ +T Q T T
T

MSQ( ) ( ) .T S
S

(4)

This redefinition removes the bias caused by the shot-noise of the de-
tector, which provides no relevant information about the sample.
Moreover, it simplifies the expression of the MSQ curve to

= −T Q B T τ
T

Q B T τ
T

MSQ( ) ( , ) ( , ) .S D

S

D
0

2
2 0

2
2 (5)

The first term represents the sampling-time correction of the asymptotic
Q-parameter. The second term characterizes the remaining degree of
correlation within a segment of length T and depends on the second-
order binning function B T τ( , )D2 for FP-tagged proteins with diffusion
time τD [21,26]. For simplicity, we omit the parameter τD in the deri-
vations below. The MSQ curves with and without the shot-noise bias
term are provided in Supplementary Fig. S1.

4.3. tsMSQ for a diffusing species

tsMSQ and MSQ are conceptually very similar algorithms that are
applied to the same FFS data sampled with frequency T1 S (Fig. 4).
However, while MSQ calculates Mandel’s Q-parameter using Eq. (2),
tsMSQ is based on a generalized form of the Q-factor [13],

≡ +tsQ
δk δk

k
,i i

i
1

1

(6)

which we refer to as time-shifted Q-value. In the oversampling limit,
where ≪T τS D, the time-shifted covariance is given by

= =+δk δk γ λ T NG T Q k G T( ) ( )i i S S i S1 2
2 2

2 0 2 [21]. G T( )S2 is the second-
order normalized autocorrelation function of a single diffusing species
and accounts for the correlation between successive data points. Thus,
the oversampled, time-shifted Q-factor is written as

=tsQ Q G T( ).S1 0 2 (7)

A generalization of Eq. (7) valid for all sampling times,

=tsQ Q tsB T
T

( ) ,S

S
1 0

2
2 (8)

is derived in Section 4.4. The factor tsB T T( )S S2
2 describes the reduction

of tsQ1 from Q0 due to diffusion, where tsB2 represents the time-shifted
binning function of second order defined in Section 4.4.

While Eq. (8) specifies the population value, experimental data are
always finite and require a statistical estimator. Because estimators
frequently introduce biases, their expectation value must be critically
assessed. We begin by assuming a segment with M data points, which
corresponds to a segment time period of = ×T M TS, and define the
following estimator of tsQ1,

≡ +tsQ T k k
k

( ) Δ Δ̄ ,i i

i
1

1
(9)

which we express as a function of T to emphasize the estimator’s de-
pendence on the segment time. = ∑ =k k Mī i

M
i1 is the estimator of the

mean and

∑=
−

− −+
=

−

+k k
M

k k k kΔ Δ̄ 1
1

( ¯ )( ¯ )i i
i

M

i L i R1
1

1

1
(10)

is the estimator of the time-shifted covariance +δk δki i 1 with
= ∑− =

−k k¯L M j
M

j
1

1 1
1 and = ∑− =

−
+k k¯R M j

M
j

1
1 1

1
1.

To evaluate the expectation value of the estimator of tsQ1 we re-
write the fluctuation estimators in terms of δki,

= − = − ∑

= − = − ∑
− =

−

+ + + − =
−

+

k k k δk δk

k k k δk δk

Δ ¯ ,

Δ ¯ .

i i L i M j
M

j

i i R i M j
M

j

1
1 1

1

1 1 1
1

1 1
1

1 (11)

Inserting these expressions into Eq. (9) results in

∑ ∑ ∑ ∑=
⎛

⎝
⎜ −

−
−

⎞

⎠
⎟

=

−

+
=

−

=

−

+
=

tsQ T
M

δk δk
M

δk δk
M

k( ) 1
1

1
( 1)

1 .
i

M

i i
i

M

j

M

i j
i

M

i1
1

1

1 2
1

1

1

1

1
1



(12)

Since the ensemble average of a ratio is equal to the ratio of the re-
spective ensemble averages, we obtain

= −
−

∑ ∑
+

=
−

=
−

+

tsQ T
δk δk

k M

δk δk

k
( ) 1

( 1)
,i i

i

i
M

j
M

i j

i
1

1
2

1
1

1
1

1


(13)

where the first term is equal to the ideal tsQ1-factor given by Eq. (6) and
the second term reflects the bias introduced by using the estimator of
the mean instead of the population mean. Because the second term
becomes negligible as M increases, the estimator is asymptotically un-
biased. Evaluating Eq. (13) (see Section 4.4) leads to

= − −
−

−
−

tsQ T tsQ T T T
T T

Q tsC T
T T

( ) ( 2 )
( )

( )
( )

.S S

S S
1 1 2 0

2
2


(14)

For convenience we defined a new function,

= + − −tsC T B T B T T B T( ) ( ( ) ( 2 ) 2 ( )) 2,S S2 2 2 2 (15)

in the third term of Eq. (14), which describes the influence of the
correlation of the data due to diffusion. The shot noise for = +i j 1
gives rise to the second term. Finally, to eliminate the shot noise term
we define tsMSQ by

≡ + −
−

tsMSQ T tsQ T T T
T T

( ) ( 2 )
( )

,S S

S
1 2


(16)

which leads to an analytical expression for tsMSQ of a diffusing species,

= −
−

tsMSQ T Q tsB T
T

Q tsC T
T T

( ) ( ) ( )
( )

.S

S S
0

2
2 0

2
2 (17)

The above equation applies to a single species, but a straightforward
generalization of tsMSQ to account for a mixture of S species is pro-
vided by,

∑=
=

tsMSQ T f tsMSQ T( ) ( ),
i

S

i i
1 (18)

where tsMSQi is the time-shifted MSQ of the i-th species and fi is its
intensity fraction.

4.4. Derivation of tsQ1

This section derives an analytical expression for tsQ1 given by Eq.
(8) based on concepts introduced in earlier work [21,26]. To model the
mean ki and time-shifted covariance +δk δki i 1 of photon counts,
consider a system of Ntot non-interacting fluorescent molecules diffusing
in the sample volume V . The fluorescent intensity for a single molecule
depends on the position of the molecule relative to the PSF during the
sampling time TS. The integrated intensity Wi of a single molecule with
trajectory →′ ′r t( ) over the time interval from iTS to +i T( 1) S is [21]

∫= →′ ′ ′
+

W λPSF r t dt( ( )) .i iT

i T( 1)

S

S

(19)

The molecule is equally likely to occupy any location in the sample
volume, which is expressed by the probability density →′ =P r V( ) 1 .
This leads to the expectation value =W λT V VS OV

(1) , where
∫= → →V PSF r d r( )OV V is the volume of the overlap between the sample

and the PSF, or the OV [21]. The superscript (1) denotes that the ex-
pectation value refers to a single molecule. Because independent mo-
lecules contribute equally to the signal, the mean photon count is

= =k N W λT N ,i tot S
(1) (20)

where =N N V Vtot OV is the mean number of molecules within the OV.
The time-shifted covariance +δk δki i 1 for independent fluorescent
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molecules is related to the correlation +W Wi i 1
(1) of the time-integrated

intensity of a single molecule by [13],

=+ +δk δk N W W .i i tot i i1 1
(1) (21)

By defining →′ ≡ →′ ′r r t( )i i to simplify notation, the expectation value of
the time-shifted correlation +W Wi i 1

(1) is given by [13]

∫ ∫= →′ →′ ′ ′+ +

+ +
W W λ PSF r PSF r dt dt( ) ( )i i i T

i T

iT

i T
1

(1) 2
( 1)

( 2) ( 1)
1 2

(1)
1 2

S

S

S

S

(22)

with probability density →′ →′ = →′ →′ →′P r r r r P r( , ) Pro( | ) ( )1 2 1 2 1 . The propa-
gator Pro is given by

⎜ ⎟
⎛
⎝

′
→ →′⎞

⎠
=

′− ′
⎛

⎝
⎜−

→′−→′

′− ′
⎞

⎠
⎟r r

πD t t
Exp

r r
D t t

Pro | 1
(4 ) 4

,d1 2
2 1

2
2 1

2

2 1 (23)

where d is the spatial dimension and D is the diffusion coefficient [21].
For a stationary signal the correlation only depends on the time dif-
ference ′− ′t t2 1. Since ′ > ′t t2 1,

→′ →′ = ′− ′PSF r PSF r γ V
V

G t t( ) ( ) ( ),OV
1 2

(1)
2 2 2 1 (24)

where G2 is the second-order normalized correlation function [21],

∫ ∫

∫

⎜ ⎟ ⎜ ⎟ ⎜ ⎟′− ′ = ⎛
⎝

′
→ ⎞

⎠
⎛
⎝

′
→

′
→ ⎞

⎠
⎛
⎝

′
→ ⎞

⎠
′

→
′

→

→′ →′

G t t PSF r r r PSF r d r d r

PSF r d r

( ) Pro |

( ) .

V V

V

2 2 1 2 2 1 1 1 2

2

(25)

With these definitions Eq. (22) is rewritten as

∫ ∫
∫ ∫

= ′− ′ ′ ′

= + −

+W W γ λ V
V

G t t dt dt

γ λ V
V

G T t t dt dt

( )

( ) .

i i
OV

T

T T

OV T T
S

1
(1)

2
2 2

0 2 2 1 1 2

2
2

0 0 2 2 1 1 2

S

S S

S S

(26)

We define the time-shifted binning function tsB2 as

∫ ∫≡ + −tsB T G T t t dt dt( ) ( ) ,S
T T

S2 0 0 2 2 1 1 2
S S

(27)

which describes the under-sampling corrected correlation due to time-
shifting by TS. This equation is simplified by the variable substitution

= −τ t t2 1, resulting in

∫= − +
−

tsB T T τ G T τ dτ( ) ( ) ( ) ,S T

T
S S2 2

S

S

(28)

which is suitable for deriving the expression of tsB T( )S2 for specific
correlation functions G2.

For the three-dimensional Gaussian (3DG) PSF, tsB T( )S2 is given by

= − + + − +

+ ⎧
⎨⎩

+
+ +
+ −

+
+ −

+ +

+
− − +

+ + +
⎫
⎬⎭

tsB T τ r r r t r r t

r
s

t
r t s
r t s

t
r t s

r t s

s r s r t
s r s r t

( ) 2 4 2 2

2(1 ) ln 2 ln
2

2

ln
( )( 2 )

( )( 2 )
,

S D S S

S
S

S
S

S

S

S

S

2
2 2 2 2

2

2

2

2

2

2 (29)

where =r z w2
0
2

0
2, = −s r 12 , and =t T τS S D. For the two-dimensional

Gaussian (2DG) PSF, the formula for tsB T( )S2 is [13]

= + + − + +tsB T τ t t t t( ) (1 2 ) ln(1 2 ) 2(1 ) ln(1 ).S D S S S S2
2 (30)

Note that tsB2 is related to the regular binning function,

= −tsB T B T B T( ) (2 ) 2 ( )
2

,S
S S

2
2 2

(31)

as can be verified by direct substitution of the integral expression de-
fining B2 [21]. Utilizing Eqs. (21), (26), and (27) yields a formula for
the time-shifted covariance of the photon counts,

= ×+δk δk Q k tsB T
T

( ) .i i i
S

S
1 0

2
2 (32)

Finally, by combining Eqs. (6) and (32) we arrive at the general ex-
pression for the time-shifted Q-parameter of Eq. (8).

4.5. Estimator mean of tsMSQ

In general, the covariance of photon counts ki and kj with <i j is
expressed by [21]

= ×
− + + − − − −

δk δk γ λ N
B j i T T B j i T T B j i T(( ) ) (( ) ) 2 (( ) )

2
.i j

S S S S S
2

2 2 2 2

(33)

The double sum ∑ ∑=
−

=
−

+δk δki
M

j
M

i j1
1

1
1

1 is broken into three parts. First,
for = +i j 1 there are M-2 terms, so we obtain

∑ = − +
=

−

δk M γ λ NB T λT N( 2)( ( ) ),
i

M

i S S
2

2
2

2
2

2
(34)

where we used − =δk k γ λ NB T( )i i s
2

2
2

2 and =k λNTi S [21,26].
Second, for > +i j 1, the substitution variable = − −k i j 1 runs from 1 to
M-3, and for each k there are M-k-2 terms. Summation of these terms
leads to

∑ ∑ = − − −

=

−

+ =

> +

+δk δk γ λ N B M T M B T(( 2) ) ( 2) ( )
2

.
i

M

j

i j

j i
S S

3

1

1 2

1

1 2
2 2 2

(35)

Finally, for < +i j 1, = + −k j i1 runs from 1 to M− 1, and for each k
there are M− k terms. The partial sum evaluates to

∑ ∑ = −

+ = =

< +

+δk δk γ λ N B MT MB T( ) ( )
2

.
j

M

i

i j

i j
S S

1 2 1

1

1 2
2 2 2

(36)

The double sum is determined by adding the partial sums for each of
the three conditions,

∑ ∑ = − +
=

−

=

−

+δk δk M λNT γ λ NtsC MT( 2) ( ),
i

M

j

M

i j S S
1

1

1

1

1 2
2

2
(37)

where the first term comes from the shot-noise contributions in Eq.
(34), while the second term describes the effect of correlations between
data points within a segment. The mean of the estimator tsQ T( )1 is
determined by inserting Eq. (37) into Eq. (13) and using the relation

=T MTS.

4.6. tsMSQ for an exponential correlation process

An exponential correlation = −G τ e( ) τ T
2,exp 0 with T0 as the char-

acteristic time is needed to account for the additional intensity fluc-
tuation process experienced by proteins residing within the lumen of
the NE. This correlation process is caused by undulations in the gap size
separating the INM and ONM [10]. The oversampled, time-shifted Q-
factor, is given in accordance with Eq. (7) by

=tsQ A G T( ),S1,exp 0 2,exp (38)

where we used A0 instead of Q0 for the amplitude to emphasize the
difference in the physical origin of the fluctuation process. Thus, fol-
lowing the same steps as presented in Sections 4.3 and 4.4,

=tsQ A
tsB T

T
( )S

S
1,exp 0

2,exp
2 (39)

is the general form of the time-shifted Q-factor for an exponential
correlation process that is valid for all sampling times with tsB2,exp de-
noting the time-shifted binning function of second order for an ex-
ponential correlation, which is derived below.

The undulation process is slow enough to introduce estimator bias
into MSQ [10]. Here we derive the corresponding expression for the
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time-shifted estimator for the exponential correlation process,

= −
−

∑ ∑+ =
−

=
−

+
tsQ T

δk δk
k M

δk δk

k
( ) 1

( 1)
.i i

i

i
M

j
M

i j

i
1 exp

1 exp
2

1
1

1
1

1
(40)

The time-shifted covariance δk δki j exp for >j i is equal to
−A k G j i T(( ) )S0 2,exp in the oversampling limit and to

−A k tsB j i T(( ) )S0 2,exp in general. The time-shifted binning function for
the exponential correlation is according to Eq. (27)

∫ ∫− = ′ ′
+ + − ′− ′tsB j i T e dt dt(( ) ) ,S jT

j T

iT

i T t t T
2,exp

( 1) ( 1)
1 2

S

S

S

S 2 1 0
(41)

which reduces to the analytical expression

− = −− − − − − +( )tsB j i T T e e(( ) ) .S
j i T T j i T T

2,exp 0
2 ( 1) 2 ( 1) 2 2S S0 0 (42)

For the special case of − =j i 1 we obtain
= − −tsB T T e( ) (1 )S

T T
2,exp 0

2 2S 0 .The evaluation of the double sum in Eq.
(40) closely follows the steps in Section 4.5 and yields a bias term due
to the exponential correlation of

∑ ∑ = − +
=

−

=

−

+δk δk M k A k
tsC T

T
( 2)

( )
,

i

M

j

M

i j
S1

1

1

1

1 exp 0
2,exp

2
(43)

where = + − −tsC T B T B T T B T( ) ( ( ) ( 2 ) 2 ( )) 2S S2,exp 2,exp 2,exp 2,exp . The bin-
ning function for the exponential correlation is given by [10]

⎜ ⎟= ⎛
⎝

− + + ⎞
⎠

−B T T T
T

e( ) 2 1 .T T
2,exp 0

2

0
0

(44)

These results provide an analytical expression for tsQ T( )1 exp
 of Eq.

(40), which is converted by Eq. (16) into an expression for tsMSQ of an
exponential correlation process,

⎜ ⎟= ⎛
⎝

−
−

⎞
⎠

tsMSQ T A
tsB T

T
tsC T

T T
( )

( ) ( )
( )

.S

S S
exp 0

2,exp
2

2,exp
2 (45)

The FFS signal of diffusing proteins in the lumen of the NE is comprised
of two independent sources of correlated fluctuations: the correlations
due to diffusion and an exponential correlation process caused by
membrane undulations. Since both processes are present, the time-
shifted covariance for oversampling is given by sum of the individual
contributions, = ++ +δk δk Q k G T A k G T( ) ( )i i d i d S i S1 exp 0 2, 0 2,exp ,
where we used the subscript d to identify diffusion. Following the same
derivation steps described above we arrive at an analytical expression
for tsMSQ,

⎜ ⎟

⎜ ⎟

= ⎛
⎝

−
−

⎞
⎠

+ ⎛
⎝

−
−

⎞
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+tsMSQ T Q
tsB T

T
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T T
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( ) ( )

( )

( ) ( )
( )

,

d
d S

S

d

S

S

S S

exp 0
2,

2
2,

2

0
2,exp

2
2,exp

2 (46)

where the first and second term account for the diffusion and the ex-
ponential correlation process, respectively.

4.7. Dead-time and afterpulsing effects on MSQ and tsMSQ

For the sake of simplicity, we treat the case of oversampled data
with negligible estimator bias → ∞T( ). In this limit, the ideal MSQ and
tsMSQ approach the asymptotic Q-value, = QMSQ 0 and = QtsMSQ 0.
Here we consider the first-order or leading correction term due to dead-
time and afterpulsing. Quantities biased by afterpulsing and dead-time
are denoted by an asterisk and a prime, respectively. Further details on
dead-time and afterpulsing effects on FFS can be found elsewhere
[12,13,28].

Afterpulsing leads to an increased number of observed counts
= +∗k k P(1 )i i , where P is the probability of the detector to gen-

erate a spurious count following a real event [12,13,28]. The second-
order factorial cumulant, −δk ki i

2 , is changed to
− = − + +∗δk k δk k P P k( ) ( )(1 ) 2i i i i i

2 2 2 in the presence of

afterpulsing [28], where the factor P k2 is due to the shot noise. Thus,
the afterpulsing affected MSQ is given by

= =
−

= + +
+

≈ +∗ ∗
∗

∗Q
δk k

k
Q P P

P
Q PMSQ

( )
(1 ) 2

1
2 ,i i

i
0

2

0 0
(47)

where we used ≪P 1 (P is typically on the order of 0.01). In the case of
tsMSQ, the correlation of afterpulsing between the two consecutive
counts is negligible because the characteristic time of afterpulsing is a
few microseconds which is much smaller than the sampling timeTS used
in FFS [13]. Thus, we treat the consecutive counts ki and +ki 1 as in-
dependent events with the same P, which leads to

= ++
∗

+δk δk δk δk P(1 )i i i i1 1
2 [13,28], and an afterpulsing affected

tsMSQ of

= + = +∗ tsQ P Q PtsMSQ (1 ) (1 ).1 0 (48)

Dead-time causes the detector to miss photon counts for the dead-time
period τ† after a detection event [12,13,28]. The dead-time affected
MSQ amplitude relevant for FFS experiments in cells is given by [12,13]

′ = ′ ≈ −MSQ Q Q δ k2 ,i0 0 (49)

with the parameter =δ τ TS† .
We now consider the effect of dead-time on tsMSQ. Two consecutive

photon count measurements can be treated as independent experiments
since the characteristic dead-time is much smaller than the sampling
time. Therefore, the time-shifted covariance in the presence of dead-
time is [13]

′ = − × ++δk δk γ λ NT δ λT N γ λ NT γ λ NT(4 2 ),i i S S S S1 2
2 2

2
2 2

3
3 3 (50)

which is approximated by

′ = − ×+δk δk γ λ NT δλT N γ λ NT4 .i i S S S1 2
2 2

2
2 2 (51)

In addition, for a typical FFS experiment the effect of dead-time on the
mean count is negligible, ′ ≈k ki i [13]. Thus, the dead-time affected
tsMSQ is given by

′ ≈ − ≈ −tsMSQ tsQ δγ λ NT Q δ k4 (1 4 ).S i1 2
2 2

0 (52)

Finally, to account for the combined effect of dead-time and after-
pulsing, the correction terms for each effect are summed [12]. For MSQ
and tsMSQ we obtain

≈ − +∗′MSQ Q δ k P2 2i0 (53)

and

≈ − +∗′tsMSQ Q δ k P(1 4 )0 (54)

to first order in δ and P. The difference between Eqs. (53) and (54) is
striking as illustrated in Supplementary Fig. S2 using typical dead-time
and afterpulsing values for our detectors. Note that the predicted in-
fluence of the two non-ideal detector effects on tsMSQ is negligible,
while its influence on MSQ is significant.

5. Results

5.1. MSQ in the presence of dead-time and afterpulsing

Our original definition of MSQ includes a term due to shot noise
[11], which alters the amplitude of the curve (Supplementary Fig. S1),
but carries no information about the sample. Since this term is identical
for all MSQ curves, we introduce here an alternative definition of MSQ
given by Eq. (4) that removes the shot noise term and simplifies the
direct comparison between MSQ curves from different samples.

However, even with this improved definition the application of
MSQ to cellular FFS data has to be done cautiously as illustrated by a
simple control experiment. MSQ curves were calculated from FFS ex-
periments performed in the cytoplasm of U2OS cells expressing varying
levels of EGFP (Fig. 5A). Theory (Eq. (5)) dictates that the MSQ curves
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only depend on the brightness and diffusion time of EGFP. Thus, the
experimental MSQ curves are expected to be independent of the EGFP
expression level. However, this prediction is not supported by the data,
as they differ in both amplitude and shape (Fig. 5A). The brightness
value determined from fits to the MSQ curve taken from ∼15 cells
shows a strong dependence on the fluorescence intensity (Fig. 5B). The
explanation for this discrepancy between experiment and theory is
found in non-ideal detector effects, i.e. afterpulsing and dead-time
[12,13]. Because the determination of Q is biased by non-ideal detector
effects [13], the MSQ curve is affected as well (Eq. (53)).

The presence of an exponential correlation process due to mem-
brane undulations at the NE [10] complicates the situation further as it
changes the bias. This effect is demonstrated by FFS data with EGFP
targeted to the lumen of the NE by a signal sequence (SS-EGFP), which
was analyzed by MSQ fitting without accounting for non-ideal detector
effects. Since EGFP is a monomer throughout the concentration range
measured, a constant brightness of b=1 was expected. However, we
observed an unexpected increase in brightness at low intensities
(Fig. 5C), erroneously implying the presence of EGFP dimers (b=2) at
low intensities. Unlike our observation in the cytoplasm, the biased
brightness in the NE is not fully captured by the simple model of Eq.
(53) (Fig. 5B and C). This deviation from the model is most likely due to
the presence of an additional fit term to account for the NE membrane
undulations. At low intensities the effect of the membrane undulations
on the fluorescence signal is minimal and the diffusion and extra fit
term combine to result in an increased b and low τD (Fig. 5C and D). As
the intensity increases, the diffusion and undulation process grow more
distinct, allowing the fitter to resolve both processes which leads to b
values in the NE that approach the behavior observed in the cytoplasm
(Supplementary Fig. S3). We also expected that the diffusion time of SS-
EGFP in the lumen would be independent of concentration, yet we
observed an apparent increase in the diffusion time with intensity
(Fig. 5D), which is caused by subtle shape changes in the MSQ curve as
a result of non-ideal detector effects.

5.2. tsMSQ in the presence of dead-time and afterpulsing

The potential for erroneous interpretations, as shown in Section 5.1,
emphasizes the importance of including non-ideal detector effects in the
MSQ analysis of cellular FFS data. While algorithms for modeling the
influence of detector afterpulsing and dead-time exist [13], they are
cumbersome, require detailed calibration measurements, and become
unreliable once the correction amplitude approaches the amplitude of
the signal. Furthermore, proper use of these algorithms is nontrivial and
represents a significant barrier for quantifying protein-protein associa-
tion and mobility within the NE by FFS.

In Sections 4.3–4.4, we derived a modified and improved form of
MSQ that overcomes these complications by using the time-shifted Q-
value tsQ( )1 instead of Mandel’s Q factor. It has been previously noted
that tsQ1 is far less susceptible to non-ideal detector effects than Q [13],
making it a superior choice for application in cells. The tsQ1 value is
calculated by splitting the photon count record into segments of length
T and then applying Eq. (9) to each segment (Fig. 4A). Next, the average
is calculated and the time-shifted MSQ (tsMSQ) value is calculated from
Eq. (16). This is repeated for a range of segment times T (Fig. 4B).

The same FFS data that revealed biased behavior with MSQ were
reevaluated using tsMSQ. Unlike the MSQ curves (Fig. 5A), the tsMSQ
curves determined from cells expressing varying levels of EGFP now
coincide (Fig. 5E). The brightness recovered by fitting tsMSQ curves
taken from cells expressing a range of EGFP levels was independent of
fluorescence intensity (Fig. 5F). tsMSQ analysis of FFS data collected for
SS-EGFP within the NE included an exponential correlation process (Eq.
(46)). This analysis demonstrated that both brightness and diffusion
time are independent of intensity (Fig. 5G and H). No bias was detected
in any of the results obtained by tsMSQ, which agrees with the theo-
retical prediction described in Section 4.7 and demonstrates that tsMSQ
is an effective tool for removing bias due to non-ideal detector effects.

5.3. Determining goodness-of-fit for tsMSQ

Because the tsMSQ curve is constructed by repeatedly resegmenting

Fig. 5. Results of MSQ and tsMSQ analysis of FFS data collected for EGFP and SS-EGFP within the cytoplasm and NE, respectively. (A–D) Results based on MSQ
analysis include biases. (E–H) Results based on reanalysis by tsMSQ removes bias. (A) MSQ curves from EGFP expressing cells with low (black circles), medium (red
squares), and high (blue triangles) intensities with fits (dashed lines). (B) Biased b from MSQ vs. intensity for EGFP expressing cells (n=17) with a linear fit (red line)
representing first-order non-ideal detector effects (Eq. (53)). (C) Biased brightness from MSQ vs. intensity for SS-EGFP expressing cells (n=13). (D) Biased diffusion
time from MSQ for SS-EGFP vs. intensity. (E) tsMSQ curves from EGFP expressing cells with low (black circles), medium (red squares) and high (blue triangles)
intensities with fits (dashed lines). (F) b from tsMSQ for EGFP vs. intensity and the average brightness (grey line). (G) Brightness from tsMSQ for SS-EGFP vs.
intensity. (H) Diffusion time from tsMSQ for SS-EGFP vs. intensity. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
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the same data set (Fig. 6A), the individual data points of the curve are
not statistically independent but self-correlated, which confounds tra-
ditional goodness-of-fit tests. This problem is immediately evident
when fitting a typical tsMSQ curve for data from cytoplasmic EGFP. The
computed residuals are significantly smaller in magnitude than ex-
pected (Fig. 6B) and result in an abnormally low χν

2 of 0.04. These
unusual values arise from the self-correlation of the tsMSQ curve, which
invalidates the χ2 test. However, goodness-of-fit tests are crucial for
cellular applications of tsMSQ in order to accept and reject fit models as
well as to identify uncertainties in the fitted parameters.

The most straightforward way to avoid self-correlation is to calcu-
late each data point in the tsMSQ curve from an independently mea-
sured data set. This is achieved by performing a longer FFS measure-
ment and dividing the data record into distinct data sets, each of which
represents an individual experiment (Fig. 6C). The tsMSQ curve can
now be constructed with each data point calculated using a unique
experimental realization. To do this, we assign each tsMSQ data point

to a different experiment, eliminating any self-correlations (Fig. 6C). A
tsMSQ curve for cytoplasmic EGFP constructed in this way shows an
increase in scatter between neighboring data points, indicating the
absence of self-correlation (Fig. 6D). Moreover, a fit of the curve to a
model of a single diffusing species (Eq. (17)) resulted in residuals that
were distributed as expected with a χν

2 value of 0.95 (Fig. 6D).
In practice, we have found that not every data point has to originate

from a unique experimental realization. For example, we assigned each
point of the tsMSQ curve randomly to one out of ten data sets. Because
each tsMSQ curve typically has more than 20 data points, some of the
points are calculated from the same experiment. Nevertheless, a fit of
the tsMSQ curve determined from R=10 experiments to the single
species model resulted in a χν

2 of 1.2 with reasonable residuals (Fig. 6E).
By changing the random assignment for each tsMSQ data point, we
constructed 100 tsMSQ curves from R unique experiments, and the
curves were fitted to a single species model. We repeated this process
for FFS data taken from four cells expressing EGFP. The χν

2 values of all

Fig. 6. χ2 curve fitting of tsMSQ data. (A) Illustration of tsMSQ curve construction using the same experimental data set to determine each tsMSQ point along the
curve. (B) Experimental tsMSQ curve from cytoplasmic EGFP with fit to Eq. (17) (red line) and residuals (bottom panel). (C) Illustration of the construction of a
decorrelated tsMSQ curve, where a long photon count record is split into separate experiments (top) and each point on the tsMSQ curve is calculated from a unique
experiment (bottom). (D) Experimental decorrelated tsMSQ curve for cytoplasmic EGFP, constructed as described in the previous panel, with fit (red) and residuals.
(E) Experimental decorrelated tsMSQ curve for cytoplasmic EGFP, constructed by randomly selecting from 10 experiments for each data point, with fit (red) and
residuals. (F) The dependence of χν

2 on the number of experiments used to construct the decorrelated tsMSQ. Four cells expressing cytoplasmic EGFP were used and
the average over the four cells was calculated (black circles). (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
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fits were averaged to identify the trend of χν
2 as a function of the

number R of experiments (Fig. 6F). We observed that the averaged χν
2

plateaus for ≥R 5 with a reduced chi-square value close to one. For
<R 5, the averaged χν

2 drops steeply with a value near zero for R=1,
which confirms the presence of self-correlations in tsMSQ, resulting in a
reduction of χν

2 as observed in Fig. 6B. This result provides important
guidelines for the experimental construction of tsMSQ curves suitable
for goodness-of-fit testing. Since plateauing is observed for ≥R 5, the
tsMSQ curve should be constructed by randomly selecting data points
from five or more experiments to ensure sufficient decorrelation for
meaningful error analysis. We have found that 30 to 60 s of data is
sufficient for a single FFS experiment performed in cells. Thus, the data
acquisition time should be at least five times longer, and we suggest a
total measurement time between 3 and 5min.

5.4. Applying tsMSQ to the luminal domain of SUN2

We applied decorrelated tsMSQ to SS-EGFP-SUN2261-731 to provide
a point of comparison with our recent FFS studies of the same protein
using the original MSQ, which included corrections for dead-time and
afterpulsing [10,14]. FFS data were taken in U2OS cells expressing SS-
EGFP-SUN2261-731 as previously described [14]. No corrections for non-
ideal detector effects were applied to the tsMSQ data in this study. The
decorrelated tsMSQ curves were in good agreement with our previously
proposed model of two diffusing species (Eq. (18)), as exemplified by
the data presented in Fig. 7A. The uncertainty in tsMSQ was determined
from the experimental variance of tsQ1 over all segments. We obtained
reasonable residuals and a χ2 value of 1.0 for the fit to a two-species
model (Fig. 7A), which supports the chosen fit model. The fitted
brightness values of SS-EGFP-SUN2261-731 collected from a large
number of measured cells followed the same trend as previously re-
ported [14]. The b increased with increasing N before reaching a sa-
turating value in the vicinity of b=3 (Fig. 7B). This data was fit to a
monomer / trimer transition model as previously described with a
dissociation coefficient K=70 ± 40, in agreement with our

previously reported value [14] (Fig. 7B red line).
The fit of the tsMSQ curves identified a fast and a slow species with

average diffusion times of ∼ 10 and 300ms, respectively. The diffusion
times remain approximately constant as a function of the protein con-
centration (Fig. 7C), which is consistent with our previous results [10].
We hypothesized that these two distinct species represent a fast popu-
lation of freely diffusing luminal proteins and a slow population asso-
ciated with the nuclear membrane. While we cannot directly identify
the oligomeric state of these two populations, tsMSQ provides in-
formation about their relative contributions to the total Q value using
Eqs. (17) and (18). Specifically, the ratio of the relative amplitudes f Qi i
identified by the tsMSQ is instructive. High values of the ratio f Q f Q1 1 2 2
indicate that the fast species (subscript 1) has a larger amplitude and
low values indicate the slow species (subscript 2) dominates. Plotting
this ratio vs. the total brightness shows that the fast species dominates
at low brightness values while the slow species dominates at high
brightness values. This observation is consistent with a model of fast
diffusing monomers and slow diffusing trimers (Fig. 7D) and is con-
sistent with our previous results [10]. Indeed, a monomer / trimer
transition model is in good agreement with the FFS data (Fig. 7D). This
analysis is completely analogous to the earlier analysis performed with
MSQ [10] and confirms that tsMSQ provides the same information
content as MSQ. All the results obtained with tsMSQ without correc-
tions for detector artifacts are in agreement with our previous study.

5.5. Application of tsMSQ to the luminal domain of SUN3

In addition to SUN1 and SUN2, mammals express three testes-spe-
cific SUN proteins: SUN3, SUN4, and SUN5 [29]. Based on sequence
homology to SUN1 and SUN2, these SUN proteins are also thought to be
able to form homo-trimers within the NE [30]. To test this hypothesis
experimentally in living cells, we applied the same measurement and
analysis protocol used for SS-EGFP-SUN2261-731 to the SS-EGFP-tagged
luminal domain of SUN3 (SS-EGFP-SUN330-320) expressed within the
NE. We decided to focus on the SUN3 luminal domain, since full-length

Fig. 7. tsMSQ analysis of SS-EGFP-SUN2261-731

within the NE. (A) Decorrelated tsMSQ curve with a
fit to a two species diffusion model (Eq. (18)) with
residuals calculated from experimental uncertainty.
(B) Plot of b vs. N of SS-EGFP-SUN2261-731 in the NE
(n=23 cells) with a fit to a monomer/trimer binding
model (red curve). (C) Diffusion times from tsMSQ
fits identify a fast (black circles) and a slow (red
squares) diffusing species. (D) Plot of relative am-
plitude of the fast species to the slow species vs. b
with a model of a transition from fast monomers to
slow trimers (red line). (For interpretation of the re-
ferences to color in this figure legend, the reader is
referred to the web version of this article.)
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NE proteins are frequently too immobile for the type of FFS experiments
described here [31]. This same strategy was previously used to char-
acterize the oligomeric states of SUN1 and SUN2 in the NE [14]. We
found that the brightness of SS-EGFP-SUN330-320 increased with in-
creasing N to a brightness of at least 3 without a decrease in slope
(Fig. 8A). A binding curve with a limiting stoichiometry of 3 would
exhibit a clear decrease in slope for b > 2. Thus, the lack of an ob-
served decrease in slope in Fig. 8A indicates that like SUN1, the oli-
gomerization of SUN3 may not be limited to a trimer [14].

The tsMSQ curves for SS-EGFP-SUN330-320 revealed the presence of
a fast and a slow species with average diffusion times of ∼7 and
500ms, respectively (Fig. 8B). These values are similar to the diffusion
times observed for SS-EGFP-SUN2261-731 (Fig. 7C). The ratio f Q f Q1 1 2 2
of the relative amplitudes of the fast and slow species behaved similar
to what was observed for SS-EGFP-SUN2261-731. Specifically, the fast
species dominates at low b values, while the slow species dominates at
high b values (Fig. 8C). However, unlike SS-EGFP-SUN2261-731, the data
cannot be modeled as a simple transition from a fast diffusing monomer
to a slow diffusing trimer (Fig. 8C, solid red line). While models of a fast
diffusing monomer assembling into a slow diffusing tetramer or hex-
amer (Fig. 8C, dashed green or dashed-dotted blue lines respectively)
were unable to describe all of the data, these models approached the
experimental data at high brightness values, in agreement with our
earlier inference that SS-EGFP-SUN330-320 oligomeric states in excess of
a trimer exist.

Finally, we performed brightness measurements on the same con-
struct without a signal sequence (EGFP-SUN330-320). This construct is
found in the cytoplasm and was measured by FFS as previously de-
scribed [17]. We observed an increase of b with N, which indicates the
presence of oligomerization in the cytoplasm (Fig. 8D). Because the OV
in the cytoplasm and at the NE are different, a direct comparison of N is
not meaningful. However, by assuming a NE thickness of 40 nm, the OV
in the NE can be estimated and compared to that of the cytoplasm. We
have used this approach in the past to convert the occupation number
from the NE to the cytoplasm for direct comparison of brightness

binding curves [14]. Using this method we plotted the best fit line from
the NE data (Fig. 8A) after conversion together with the brightness data
obtained in the cytoplasm (Fig. 8D). While the brightness in the cyto-
plasm appears to be slightly higher than in the NE at equivalent protein
concentrations (Fig. 8D, red dashed line), converting N in the NE to its
cytoplasmic equivalent is only an approximation based on the as-
sumption of a mean thickness of 40 nm for the NE. Increasing this value
by only 10 nm would shift the red dashed line resulting in significant
overlap with the cytoplasmic data. Because the thickness of the NE is
not precisely known, we have to conclude that given current experi-
mental uncertainties no significant difference between the cytoplasmic
and NE brightness at equivalent concentrations was found. This con-
clusion implies that the binding affinity of the SUN3 luminal domain is
approximately the same in the NE and the cytoplasmic environment of
U2OS cells. In contrast, the binding affinity of the luminal domains of
SUN1 and SUN2 was significantly higher in the cytoplasm than in the
NE [14]. We previously ruled out competition from endogenous SUN1
and SUN2 with their respective EGFP-tagged counterparts as the cause
for this change between the behavior in the NE and cytoplasm. Thus,
the results of our earlier study suggest the existence of potential reg-
ulators in the NE that affect SUN1 and SUN2 oligomerization. Unlike
the luminal domains of SUN1 and SUN2, we found that the binding
affinities of the SUN3 luminal domain for itself in the cytoplasmic and
NE environments were approximately similar. We can rule out the ef-
fect of competition from endogenous SUN3 in our experiments, as the
expression of SUN3 is limited to the testes in mice [15]. While SUN3
can associate with another SUN protein, SUN4 [32], it too is expressed
solely within the mammalian male germline [33,34]. It is currently
unknown whether or not SUN3 is capable of interacting with SUN1 or
SUN2; however, our results described above do not support the ex-
istence of these interactions within the NE of U2OS cells. Therefore, we
propose that either the potential regulators of SUN3 oligomerization are
only expressed within the NE of male germline cells or that the homo-
oligomerization of SUN3 is not subject to regulation.

Fig. 8. tsMSQ analysis of EGFP tagged SUN330-320

within the NE and cytoplasm. (A–C) Results from
fitting tsMSQ data from SS-EGFP-SUN330-320 within
the NE to a two species diffusion model. (A) Plot of b
vs. N for SS-EGFP-SUN330-320 measured within the
NE (n=41 cells) together with a linear fit to data
(red dashed line). (B) Diffusion times from two spe-
cies fits of MSQ curves showing both a fast (black
circles) and slow (red squares) component. (C)
Relative amplitude of the fast component to the slow
component vs. brightness. The lines represent a
monomer/trimer (solid red), monomer/tetramer
(dashed green), and monomer/hexamer (dashed-
dotted blue) transition. D) Plot of b vs. N for EGFP-
SUN330-320 within the cytoplasm (n=32 cells) with
best fit line from NE (red dashed line) after con-
verting N from the NE to its equivalent cytoplasmic
value. (For interpretation of the references to color in
this figure legend, the reader is referred to the web
version of this article.)
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6. Discussion

While the theory underlying tsMSQ presented in this paper is
complex, the application of tsMSQ is relatively straightforward and can
be broken down into a few easy steps. FFS data is collected for ∼5min
in the NE as described in detail in Hennen et al. [18]. This photon count
record is divided into five data sets, each representing an independent
measurement. For a given segment time T of the tsMSQ curve, one of
these five data sets is chosen at random, segmented into intervals of
time T, and Eq. (9) is used to calculate tsQ1 on each segment. The
average of tsQ1 over all segments is changed into the tsMSQ value by
applying Eq. (16) as shown in Fig. 4. This procedure is repeated for a
range of segment times to construct the decorrelated tsMSQ curve as
required for χ2 curve fitting. Fitting of decorrelated tsMSQ curves to
model functions that describe diffusing molecules in the absence (Eqs.
(17), (18)) as well as in the presence of an exponential correlation
process (Eq. (46)) should be evaluated using well-established goodness-

of-fit criteria to accept or reject each model. We have successfully ap-
plied these models to soluble luminal proteins (Eq. (46)), simple
membrane bound proteins (Eq. (17)), and proteins which transition
from luminal to membrane-associated proteins (Eq. (18)) [10]. Eva-
luation of fit models should be performed on a representative sample of
cells covering the range of expression levels to be measured in order to
ensure that a model accurately describes the behavior of a given pro-
tein. Upon determining the proper model, fits are used to obtain values
for the asymptotic Q-factor, Q0, and diffusion time, τd. Using

=b Q γ λ( )EGFP0 2 and =N F λEGFP, plots of b vs. N can be constructed
and analyzed to determine the extent of oligomerization, if any, as in
Fig. 7B and 8A. Further information may be obtained from the tsMSQ fit
results, as described here and in Hennen et al. [10].

The membrane undulations at the NE pose a special challenge for
conventional FFS analysis methods. To illustrate the problem let us
divide commonly used point FFS techniques into two groups. The first
group, which includes PCH and moment analysis, exploits the ampli-
tude of fluctuations, but ignores their temporal correlation [25]. Be-
cause temporal information is discarded, it is impossible to differentiate
fluorescence fluctuations caused by the NE membrane undulations from
those caused by molecular diffusion, which precludes identification of
molecular brightness. The second group, which includes FCS and
TIFCA, utilizes temporal correlations [25]. However, these analysis
methods use algorithms that segment the data using a predetermined
length, which significantly improves the robustness of FFS analysis of
cellular data [16]. We found that the finite and fixed segment length
leads to biased results in the presence of slow processes such as the NE
membrane undulations [10]. This was a key observation that prompted
us to use MSQ instead of FCS for the analysis of fluorescence fluctuation
data from NE proteins. MSQ and tsMSQ overcome these challenges by
providing dynamic information while accounting for and visualizing
the effect of data segment length on the analysis.

The application of MSQ to the NE of living cells has proven to be a
powerful tool, revealing insights into the dynamics and oligomerization
of proteins within the NE as well as the NE itself [10,14]. tsMSQ pro-
duces the same results as the original MSQ method and is considerably
easier to apply, as it avoids the background work of characterizing
detectors. Incorrect application of non-ideal detector corrections is a
potential source of error in interpreting FFS results, which is avoided by
using tsMSQ. Because of these advantages, we recommend the use of
tsMSQ over MSQ. Furthermore, the procedure for producing dec-
orrelated tsMSQ curves provides a strong foundation for future in-
vestigations of NE proteins by FFS. These developments serve to
strengthen the results and simplify the analysis of FFS data obtained
within the NE of living cells.

While it is possible to apply tsMSQ in other cellular compartments,
the NE of mammalian cells is the only environment where we have
found it to be particularly advantageous over more established tech-
niques [10]. The standard analysis techniques have proven to be suc-
cessful when applied to measurements performed in the nucleoplasm,
cytoplasm, and at the plasma membrane [16,17,35]. It is in the pre-
sence of a slow fluctuation process not caused by the motion of single
molecules, as is the case for the NE membrane undulations, where
tsMSQ becomes necessary.

Our observation that both SS-EGFP-SUN2261-731 and SS-EGFP-
SUN330-320 exist as two distinct diffusing species suggests the presence
of a luminal and a membrane-associated population. The data obtained
for SS-EGFP-SUN2261-731 can be modeled as a simple transition of free
monomers to membrane-associated trimers (Fig. 9A). While the data
from SS-EGFP-SUN330-320 do not follow a monomer/n-mer transition
model, it is clear that there is a transition from low to high oligomeric
states as the membrane-associated population increases. These results
may indicate the transition of the SUN3 luminal domain from soluble
monomers to membrane-associated oligomers with different assembly
states, with a strong indication of the presence of oligomers larger than
a trimer (Fig. 9B).

Fig. 9. Working models for the observed behavior of the luminal domains of
SUN2 and SUN3. (A) SS-EGFP-SUN2261-731 (grey) exists as either freely dif-
fusing, luminal monomers or membrane-associated trimers, potentially due to
interactions with endogenous nesprins (red lines) at the ONM. (B) SS-EGFP-
SUN330-320 (tan) exists as either freely diffusing, luminal monomers or mem-
brane-associated oligomers. The size of these membrane associated oligomers
has yet to be determined. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

J. Hennen et al. Methods 157 (2019) 28–41

39



While the developments described in this paper represent a sig-
nificant improvement to the application of FFS within the NE, there is
substantial need for further advances. For example, the current use of
truncated luminal domains of nuclear membrane proteins is not op-
timal, as they might not accurately represent the oligomerization be-
havior and dynamics of the FL proteins. Future developments in com-
bining tsMSQ with an imaging-based approach [36–38] would
potentially allow for measurement of relatively immobile proteins, in-
cluding FL SUN proteins. In addition, SUN proteins only represent one
part of the proposed LINC complexes with nesprins being a necessary
binding partner. Although we performed FFS on the soluble KASH
peptide of nesprin-2 within the perinuclear space [10], it is the inter-
action of the KASH peptides of nesprins with the SUN domains of SUN
proteins which is required for forming functional LINC complexes
[39,40]. Investigating the SUN-KASH interaction and its regulation
within the NE of living cells requires the use of two differently colored
FPs to label each protein species in order to identify their association by
dual-color FFS [41]. In addition, quantifying the interaction between
different SUN proteins via dual-color FFS is of considerable interest, as
it will enable testing of previously proposed models of SUN protein
hetero-oligomerization [42,43]. Thus, the development of dual-color
tsMSQ will be essential for addressing these questions in future studies.
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