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Abstract of the Dissertation

A Global Torelli Theorem of Projective Manifolds

by

Xiaojing Chen

Doctor of Philosophy in Mathematics

University of California, Los Angeles, 2014

Professor Kefeng Liu, Chair

This thesis has studied global Torelli problems for projective manifolds. In particular, we

have focused on projective manifolds of Calabi–Yau type, which is a generalization of Calabi–

Yau manifolds.

In collaboration with F. Guan and K. Liu, we have proven the injectivity of the period

map on the Teichmüller space of polarized and marked Calabi–Yau type manifolds [10, 11].

Our approach has been to construct the holomorphic affine structure on the Teichmüller

space and the Hodge metric completion of the Teichmüller space. As a corollary, we also

prove that the Hodge metric completion space of the Teichmüller space for Calabi–Yau type

manifolds is a domain of holomorphy and it admits a Kähler–Einstein metric.

More generally, we are interested in global Torelli problems for projective manifolds. We

have been working on adopting our techniques to more general projective manifolds, such as

Calabi–Yau manifolds, projective hypersurfaces, and projective hyperkähler manifolds.

As direct applications, we will prove some properties for the period map on the moduli

space of Calabi–Yau type manifolds; we will also prove a general result about the period map

to be biholomorphic from the Hodge metric completion space of the Teichmüller space of

Calabi–Yau type manifolds to their period domains, and apply it to the cases of K3 surfaces

and cubic fourfolds. Moreover, we will discuss some special cases when the period domain

has the same dimension as the Teichmüller space and has a natural affine structure.
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CHAPTER 1

Introduction

In collaboration with Feng Guan and Kefeng Liu, we have proven a global Torelli theorem for

Calabi–Yau type manifolds [10, 11]. A Calabi–Yau type manifolds is a projective manifold

which is a generalization of Calabi–Yau manifolds. More precisely, a compact simply con-

nected projective manifold M of complex dimension n is called a Calabi–Yau type manifold

if it satisfies the following: there exists some [n/2] < s ≤ n, such that hs,n−s(M) = 1 and

hs
′,n−s′(M) = 0 for any s′ > s; the contraction map y : H0,1(M,T 1,0M) → Hs−1,n−s+1

pr (M),

[φ] 7→ [φyΩ] is an isomorphism for any generator [Ω] ∈ Hs,n−s(M); Hs,n−s(M) = Hs,n−s
pr (M).

One can easily check that a Calabi–Yau manifold, which has a trivial canonical bundle and

satisfies H i(M,OM) = 0 for 0 < i < n, is an example of Calabi–Yau type manifold. A

polarized and marked Calabi–Yau type manifold is a triple (M,L, {γ1, · · · , γbn}) consisting

of a Calabi–Yau type manifold M , an ample line bundle L over M , and a basis {γ1, · · · , γbn}

of the integral middle homology group modulo torsion Hn(M,Z)/Tor.

In general, the Torelli problem asks whether an algebraic object is determined by a

polarized abelian variety attached to it. In 1914, Torelli [59] originally asked whether two

curves are isomorphic if they have the same periods. Weil reformulated the Torelli problem

for Riemann surfaces with polarization in [68]; Andreotti proved Weil’s version of the Torelli

problem in [1]. In 1960s and 70s, Griffiths [21, 22, 23, 24] and Deligne [13] developed the

general theory of variations of Hodge structures, which allowed for Torelli problems to be

stated in terms of period domains and period maps.

Local Torelli problem has been well-studied ([8, 9, 19, 20, 21, 22]), and the local Torelli

theorem has been proven for a large range of varieties. For example, the well-known theorem
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of Bogomolov–Tian–Todorov [56, 58] implies that the period map for Calabi–Yau manifolds

is immersive. The local Torelli theorem holds for hypersurfaces in Pn+1 ([21, 22]), and more

generally complete intersections in Pn+1 and weighted complete intersection ([60]), cyclic

covers of Pn+1 or of products of projective spaces ([32, 46]).

As far as global properties of period map, some global Torelli theorems have been proven

for low dimensional projective manifolds besides Riemann surfaces. For 2-dimensional projec-

tive manifolds, global Torelli theorems for K3 surfaces was conjectured by Weil [69], and have

been given by Shafarevich and Piatetski–Shapiro [47], Looijenga [38], and Burns–Rapoport

[7]. Moreover, Todorov [57] and Siu [52] were able to show the surjectivity of the period

mapping for K3 surfaces.

For higher dimensional cases, global Torelli theorem is confirmed for cubic fourfold in

[67, 37] and is explicitly described in [36], and it induceds and isomorphism from the moduli

space to an open subset of D/Γ. Also some generic Torelli theorems have been proven, but

only for specific examples of projective manifolds. For example, Voisin [64] proved a generic

Torelli theorem for quintic threefolds. She proved that the period map for quintic threefolds

U/PGL(4) → D/Γ is of degree one, with U ⊆ P(H0(OP4(5)) parametrizing smooth hy-

persurfaces and Γ, the group of automorphisms of H3(Xb,Z), preserving intersection form.

Usui [61] proved a generic Torelli theorem for the quintic-mirror family. In particular, he

proved that the period map for the quintic-mirror P1 − {0, 1,∞} → D/Γ is of degree one.

Donagi proved in [14] that the period map for smooth hypersurfaces of degree d in Pn+1 is

generically injective except for the cases when n = 3, d = 3; when d divides n+ 2, and when

d = 4 and 4|n. Using analogous techniques in [14], Konno proved generic Torelli theorem for

more hypersurfaces of more general homogenous spaces in [35]. Donagi and Tu also proved

generic Torelli for weighted projective hypersufaces in [15]. There are also more results about

generic Torelli theorems that one can find in [54] for certain types of hypersurfaces and prym

varieties [17] and so on.

Our result asserts the global injectivity of the period map Φ from the Teichmüller space

T of polarized and marked Calabi–Yau type manifolds to period domain D of polarized
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Hodge structures.

Theorem 1.0.1 The period map Φ : T → D on the Teichmüller space of polarized and

marked Calabi–Yau type manifolds is injective.

In the theorem, T is the Teichmüller space, which is the deformation of the complex

structure on the polarized and marked Calabi–Yau type manifold M , and D is the period

domain of the Hodge structures of polarized and marked Calabi–Yau type manifolds of weight

n. We will show that the Teichmüller space is precisely the universal cover of the smooth

moduli space Zm of polarized Calabi–Yau type manifolds with level m structure.

Our proof of this theorem consists of two main geometric constructions, namely the

holomorphic affine structure on the Teichmüller space and the Hodge metric completion

space T H of the Teichmüller space. Then we use these constructions to prove the theorem

as follows. We extend the affine structure on the Teichmüller space T to the Hodge metric

completion space T H , which together with the completeness of T H allows us to connect

any two points with a straight line with respect to the affine structure on T H . We can

thus reduce the question of global injectivity of the extended period map to the question of

injectivity on any such straight line. This can then be proven using the local injectivity of

the period map.

In the construction of the holomorphic affine structure on the Teichmüller space of po-

larized and marked Calabi–Yau type manifolds, we mainly rely on the local injectivity and

horizontal property of the period map for Calabi–Yau type manifolds [22, 48] and structures

of the period domain [25, 48]. We outline the construction of the holomorphic affine struc-

ture as follows. We fix a base point p ∈ T with its Hodge structure {Hk,n−k
p }sk=n−s as the

reference Hodge structure. With this fixed base point, we identify the unipotent subgroup

N+ with its orbit in Ď, where Ď is the compact dual of D, and define Ť = Φ−1(N+) ⊆ T .

We first show that Φ : Ť → N+ ∩ D is a bounded map with respect to the Euclidean

metric on N+, and that T \Ť is an analytic subvariety. Here we use the structures of the

period domain, and the horizontal property of the period map. Then by applying Riemann
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extension theorem, we conclude that Φ(T ) ⊆ N+ ∩D. Using this property, we then show Φ

induces a global holomorphic map τ : T → CN . This global map τ actually gives a local

coordinate map around each point in T by mainly using the local injectivity of the period

map. Thus τ : T → CN induces a global holomorphic affine structure on T .

The most obvious approach of constructing the Hodge metric completion space of Te-

ichmüller space is to directly take the metric completion of T . Unfortunately, with this

approach it becomes very difficult to prove essential properties of T H , such as smoothness

and affineness. Instead we pass through the Hodge metric completion ZHm of Zm, and work

with the universal cover T H
m

of ZHm , where Zm is the smooth moduli space of polarized

Calabi–Yau type manifolds with level m structure. Let us outline this construction as fol-

lows. Denote the period map on the smooth moduli space Zm by ΦZm : Zm → D/Γ, where

Γ denotes the global monodromy group which acts properly and discontinuously on D. Let

πm : T → Zm denote the universal covering map. Then Φ : T → D is the lifting of ΦZm◦πm.

As we can show that both Φ and ΦZm are locally injective and we know that there is Hodge

metric h on D, which is a complete homogeneous metric and is studied in [25], the pull-back

of h on Zm and T via ΦZm and Φ respectively are both well-defined Kähler metrics, and

they are still called Hodge metrics. Let ZH
m

be the Hodge metric completion of the smooth

moduli space Zm. Then we take the universal cover T H
m

of ZH
m

, with the universal covering

map πH
m

: T H
m
→ ZH

m
. We we will show that ZH

m
is a connected and complete smooth com-

plex manifold, which implies that T H
m

is a connected and simply connected complete smooth

complex manifold. We also obtain the following commutative diagram:

T im //

πm

��

T H
m

πH
m
��

ΦHm // D

πD

��
Zm i // ZH

m

ΦHZm // D/Γ,

(1.1)

where ΦH
Zm

is the natural extension map of the period map ΦZm : Zm → D/Γ, i is the

inclusion map, im is a lifting of i ◦ πm, and ΦH
m

is a lifting of ΦH
Zm
◦ πH

m
. Let us denote

Tm := im(T ) and Φm := ΦH
m
|Tm . We then show the properties that there are induced

holomorphic affine structure on the space Tm and extended holomorphic affine structure on
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T H
m

from the affine structure on T . At this point, we carry out in detail the argument

described at the outline of the proof, that is, we use the completeness and affineness of

T H
m

and the local injectivity of ΦH
m to deduce the global injectivity of ΦH

m. However, to

complete the proof of the injectivity of Φ : T → D, it remains to show that im is injective

since Φ = ΦH
m
◦ im. To achieve this, we first show that T H

m
and T Hm′ are biholomorphic

for any m,m′, which is a corollary of the injectivity of ΦH
m

, and then use the markings of

the Calabi–Yau type manifolds and the fact that T is simply connected to show im is an

embedding.

The property that we obtained above, which states that T H
m

and T Hm′ are biholomorphic for

any m,m′, allows us to define the complete complex manifold T H with respect to the Hodge

metric by T H = T H
m

, the holomorphic map iT : T → T H by iT = im, and the extended

period map ΦH : T H → D by ΦH = ΦH
m

for any m. By these definitions, we conclude that

T H is a complex affine manifold and that ΦH : T H → N+ ∩D is a holomorphic injection.

As a direct corollary of the global Torelli theorem on the Teichmüller space of polarized

and marked Calabi–Yau type manifolds, we prove another important result for the Hodge

metric completion space of the Teichmüller space.

Theorem 1.0.2 The completion space T H is a bounded domain of holomorphy in CN ; thus

there exists a complete Kähler–Einstein metric on T H .

To prove this theorem, we construct a plurisubharmonic exhaustion function on T H by using

Proposition 5.4.5 ([25]), the completeness of T H , and the injectivity of ΦH . This shows that

T H is a bounded domain of holomorphy in CN . Then the existence of the Kähler-Einstein

metric follows directly from a theorem in Mok–Yau in [42].

As an application of the global Torelli theorem on the Teichmüller space of polarized and

marked Calabi–Yau type manifolds, we will prove several properties of the period map on

the moduli space under given assumptions on the moduli space.

Proposition 1.0.3 Let M be the moduli space of polarized Calabi–Yau type manifolds. If

M is smooth and the global monodormy group Γ acts on D freely, then the period map
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ΦM : M→ D/Γ is a covering map from M to its image in D/Γ. As a consequence, if the

period map ΦM is generically injective, then it is globally injective.

Consider the homomorphism induced by the action of the subgroup MCGL on the global

monodromy group,

σ : MCGL → Γ.

where MCGL is a subgroup of the mapping class group containing the diffeomorphisms on the

given Calabi–Yau type manifold that preserve the polarization L. With the above notation,

we have the following result provided the kernel of σ is finite.

Corollary 1.0.4 If the kernel of the map σ : MCGL → Γ is finite, then there exists a finite

cover M′ such that the map Φ′ : M′ → D/Γ is injective.

As another application, we consider the cases when the period domain is relatively small,

especially for the case when the period domain has the same dimension as the Teichmüller

space. We will first give a simple proof of the surjectivity of the period maps of K3 surfaces

and cubic fourfolds.

Proposition 1.0.5 Let T be the Teichmüller space of polarized and marked Calabi–Yau type

manifolds. If dim T H = dimD, then the extended period map ΦH : T H → D is surjective. In

particular, let T H be the Hodge metric completion space of the Teichmüller space of polarized

and marked K3 surfaces or cubic fourfolds. Then the extended period map ΦH : T H → D is

surjective.

We also consider the case when there is a modified period map such that the period

domain can be realized as a ball of the same dimension as the Teichmüller space. To be

more precise, suppose we can define a period map ΦM : M→ B/Γ from the moduli space

M of polarized projective manifolds to a ball quotient B/Γ such that dimCM = dimCB

and that the period map ΦM is locally injective. And there exists lifting map Φ : T → B

from Teichmüller space of polarized and marked projective manifolds to the period domain.

Then with the above assumption, we have the following conclusion.
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Proposition 1.0.6 There exists an induced affine structure on the Teichmüller space from

the affine structure on B, and that the period map Φ : T → B is injective.

We remark that examples satisfy the above assumptions may be found in [2, 3, 4, 6, 39] for

cubic surfaces and cubic threefolds.

There are also results about the existence of a global section on the Hodge bundles of

Teichmüller spaces, as well as a global splitting property of the Hodge bundles by using the

affine structure on the Teichmüller space. One may refer to [12] for more details.

This thesis is organized as follows. In Chapter 2, we review basic definitions and prop-

erties of Teichmüller space of polarized and marked projective manifolds. In particular, we

focus on the study of the Teichmüller space of polarized and marked Calabi–Yau type man-

ifolds. In Chapter 3, we will review some basic properties of polarized Hodge structures on

projective manifolds. In Chapter 4, we study the properties of period map on the Teichmüller

space of polarized and marked Calabi–Yau type manifolds, including the crucial boundedness

property of the period map. In Chapter 5, we prove a global Torelli theorem of Calabi–Yau

type manifolds. We mainly focus on the two geometric constructions: holomorphic affine

structure and Hodge metric completion of the Teichmüller space. As a corollary, we also

prove that the Hodge metric completion of the Teichmüller space is a domain of holomorphy

and it admits a Kähler–Einstein metric. In Chapter 6, we give some applications of the

result of the global Torelli theorem for Calabi–Yau type manifolds, and adopt the technique

we use in the proof of global Torelli theorem to study periods of more general projective

manifolds. In Appendix A, we provide the condition for smooth projective hypersurface of

Calabi–Yau type; we also provide alternate proofs for some lemmas and proposition we have

given throughout the thesis; and we also provide two basic topological lemmas we will use

in the construction of Hodge metric completion space of the Teichmüller space.
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CHAPTER 2

Teichmüller space of polarized and marked projective

manifolds

In this chapter, we review basic definitions and properties about Teichmüller spaces of po-

larized and marked projective manifolds. In particular, we study the Teichmüller space of

polarized and marked Calabi–Yau type manifolds. In §2.1, we briefly review the definitions

of moduli space and Teichmüller space of projective manifolds. In §2.2, we review properties

of Kuranishi families and versal families over the moduli spaces and Teichmüller space of

projective manifolds. In §2.3, we restrict our interest to Calabi–Yau type manifolds. We first

recall the definition of projective manifolds of Calabi–Yau type, which was originally intro-

duced in [11] and a generalization of Fano manifolds of Calabi–Yau type in [26]. We then

study the properties of Teichmüller space of polarized and marked Calabi–Yau type mani-

folds. In particular, we will show that Teichmüller space of polarized and marked Calabi–Yau

type manifolds is a simply connected manifold, which is originally given in [11].

2.1 Moduli spaces and Teichmüller spaces

Let M be a complex projective compact manifold with dimCM = n. Let L be an ample line

bundle over M . We call the pair (M,L) a polarized projective manifold. Let {γ1, · · · , γbn}

be a basis of the integral middle homology group modulo torsion Hn(M,Z)/Tor. We call the

triple (M,L, {γ1, · · · , γbn}) a polarized and marked projective manifold. For any integer m ≥

3, we call a basis ([γ1], · · · , [γbn ]) of the quotient space (Hn(M,Z)/Tor)/m(Hn(M,Z)/Tor)

a level m structure on the polarized projective manifold.
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The moduli space M of polarized complex structures on a given differential manifold X

is a complex analytic space consisting of biholomorphically equivalent pairs (M,L), where

M is a complex manifold diffeomorphic to X and L is an ample line bundle on M . Let us

denote by [M,L] the point inM corresponding to a pair (M,L), If there is a biholomorphic

map f between M and M ′ with f ∗L′ = L, then [M,L] = [M ′, L′] ∈M.

Let Zm be the moduli space of polarized projective manifolds with level m structure,

which consists of biholomorphically equivalent triples (M,L, ([γ1], · · · , [γbn ])), where M is

a complex manifold diffeomorphic to the given differential manifold X, L is an ample line

bundle on M , and ([γ1], · · · , [γbn ]) is a level m structure on M .

Let (M,L, {γ1, · · · , γbn}) be a polarized and marked projective manifold. We define the

Teichmüller space T of polarized and marked projective manifold to be a complex analytic

space consisting of biholomorphically equivalent triples of (M,L, {γ1, · · · , γbn}). To be more

precise, for two triples (M,L, {γ1, · · · , γbn}) and (M ′, L′, {γ′1, · · · , γ′bn}), if there exists a

biholomorphic map f : M →M ′ with

f ∗L′ = L, and f ∗γ′i = γi for 1 ≤ i ≤ bn,

then [M,L, {γ1, · · · , γbn)}] = [M ′, L′, {γ′1, · · · , γ′bn)}] ∈ T . By this definition, we know that

the Teichmüller space T is a covering space of Zm, and we will denote the covering map by

πm : T → Zm.

2.2 Kuranishi family and versal family over the Teichmüller space

Let U , T be a complex manifolds, and π : U → T a holomorphic map. Let Mp =: π−1(p)

denote the fibre of π above the point p ∈ T . We say that π : U → T is a family of complex

manifolds if π is a proper holomorphic submersion.

A family of compact complex manifolds π : U → T is complete at a point p ∈ T if it

satisfies the following condition:

• If given a complex analytic family ι : V → S of compact complex manifolds with a
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point s ∈ S and a biholomorphic map f0 : V = ι−1(s) → U = π−1(p), then there

exists a holomorphic map g from a neighbourhood N ⊆ S of the point s to T and

a holomorphic map f : ι−1(N ) → U with ι−1(N ) ⊆ V such that they satisfy that

g(s) = p and f |ι−1(s) = f0, with the following commutative diagram

ι−1(N )
f //

ι

��

U
π

��
N g // T .

Moreover, π : U → T is said to be versal at the point p, if the following condition is satisfied,

• For all g satisfying the above condition, the tangent map (dg)s is uniquely determined.

If a family π : U → T is versal at every point in T , then it is a versal family on T . If

a complex analytic family π : U → T of a compact complex manifold is complete at each

point of T and versal at a point p ∈ T , then the family π : U → T is called a Kuranishi

family of the complex manifold Mp = π−1(p). If the family is complete at each point in a

neighbourhood of p ∈ T and versal at p, then the family is called a local Kuranishi family

at p ∈ T . We also refer the reader to [53, page 8-10],[45, page 94] or [63, page 19] for more

details about versal families and local Kuranishi families.

Let (M,L) be a polarized compact projective manifold. In this thesis, we assume that

there exists m0 ∈ Z with m0 ≥ 3 such that for any m ≥ m0 the moduli space Zm is a

connected quasi-projective smooth complex manifolds with a versal family XZm → Zm of

projective manifolds with level m structures, containing M as a fiber and polarized by an

ample line bundle LZm on XZm .

Remark 2.2.1 One notices that this assumption can be satisfied for a large range of in-

teresting manifolds, such as Calabi–Yau manifolds, projective hypersurfaces of Calabi–Yau

type, and many complete intersections of Calabi–Yau type, which we will be our main objects

of study.
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Recall that by the definition of the Teichmüller space of polarized and marked projective

manifolds, the Teichmüller space is a covering space of Zm, and we denote the covering map

by πm : T → Zm. Thus we have the pull-back family π : U → T of XZm → Zm. With the

above assumption on Zm, we have the following proposition about the Teichmüller space.

Proposition 2.2.2 The Teichmüller space T of polarized and marked projective manifold

is a smooth and connected complex manifold and the family

π : U → T ,

containing M as a fiber, is local Kuranishi at each point of T .

Proof Recall that there is a natural covering map πm : T → Zm for any m ≥ m0. Thus

the Teichmüller space T is a smooth and connected complex manifold as Zm is a connected

smooth complex manifold. Since the family XZm → Zm is a versal family at each point of

Zm and that πm is locally biholomorphic, the pull-back family via πm is also versal at each

point of T , that is, π : U → T is local Kuranishi at each point of T .

2.3 Calabi–Yau manifolds and Calabi–Yau type manifolds and the

Teichmüller space

Our main objects throughout this thesis are Calabi–Yau type manifolds. We first recall the

definition of Calabi–Yau type manifolds, which is a generalization of Calabi–Yau manifolds.

Definition 2.3.1 A compact simply connected projective manifold M of complex dimension

n is called a Calabi–Yau type manifold, if it satisfies the following conditions:

(i). there exists some [n/2] < s ≤ n, such that hs,n−s(M) = 1 and hs
′,n−s′(M) = 0 for any

s′ > s;

(ii). Hs,n−s(M) = Hs,n−s
pr (M);

11



(iii). for any generator [Ω] ∈ Hs,n−s(M), the contraction map y : H0,1(M,T 1,0M) →

Hs−1,n−s+1
pr (M) defined via [φ] 7→ [φyΩ] is an isomorphism,

where Hs,n−s
pr (M) and Hs−1,n−s+1

pr (M) are the primitive cohomology group of corresponding

type, which will be defined Chapter 3.

Definition 2.3.2 A compact projective complex manifold M of complex dimension n ≥ 2 is

called a Calabi–Yau manifold, if it has a trivial canonical bundle and satisfies H i(M,OM) = 0

for any 0 < i < n.

Remark 2.3.3 One notices that a Calabi–Yau manifold is in fact a special example of

Calabi–Yau type manifold. Indeed, if M is a Calabi–Yau manifold of dimension n as defined

above, then M is simple connected and (i). dimHn,0(M,C) = 1; (ii). since H2(M,OM) = 0

for a Calabi–Yau manifold, we have Hn,0
pr (M) = Hn,0(M) and Hn−1,1

pr (M) = Hn−1,1(M);

(iii) by local Torelli theorem for a Calabi–Yau manifold, one has that any generator [Ω] ∈

Hn,0(M), the contraction map y : H0,1(M,T 1,0M)→ Hn−1,1(M), [φ] 7→ [φyΩ] is an isomor-

phism.

Example 2.3.4 (Calabi–Yau) It is well-known that K3 surfaces are Calabi–Yau mani-

folds of dimension n = 2. Non-singular quintic threefolds in P4 and the mirror family of

quintic threefolds are Calabi–Yau manifolds of dimension n = 3, which have both been in-

vestigated in details. And for the example of higher dimensional Calabi–Yau manifolds, the

zero set of non-singular homogeneous degree d polynomial in Pn+1 such that d = n + 2 is a

compact Calabi–Yau manifold of dimension n.

Example 2.3.5 (Calabi–Yau type) According to Proposition A.1.2 in Appendix A, one

may conclude that hypersurfaces in Pn+1 that are defined by the zero set of non-singular

homogeneous degree d polynomial in Pn+1 satisfying d|n + 2 is a Calabi–Yau type manifold

of dimension n. Hence, Cubic fourfolds are obviously Calabi–Yau type manifolds. Moreover,

one may also refer to [26] for many interesting examples of Calabi–Yau type manifolds of

Fano type.
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Consider a polarized and marked Calabi–Yau type manifold (M,L, {γ1, · · · , γbn}). Let

Zm be the moduli space of polarized Calabi–Yau type manifolds with level m structure as

defined in the previous section. We assume that there exists m0 ∈ Z such that for any

m ≥ m0 the moduli space Zm is a connected quasi-projective smooth complex manifolds

with a versal family XZm → Zm of projective manifolds of Calabi–Yau type with level m

structures, containing M as a fiber and polarized by an ample line bundle LZm on XZm .

Let T be the Teichmüller space of the polarized and marked Calabi–Yau type manifolds,

then T is a covering space of Zm with the covering map πm : T → Zm. Thus there exists the

pall-back family π : U → T via πm. By Proposition 2.2.2, we conclude that the Teichmüller

space T of polarized and marked Calabi–Yau type manifold is a smooth and connected

complex manifold and the family

π : U → T ,

containing M as a fiber, is local Kuranishi at each point of T .

Remark 2.3.6 As a consequence, since the versal family π : U → T is local Kuranishi at

any point p ∈ T , the Kodaira-Spencer map

κ : T 1,0
p T → H0,1(Mp, T

1,0Mp) for any p ∈ T

is an isomorphism. Therefore, one may conclude that dim T = dimH0,1(Mp, T
1,0(Mp)) =

dimHs−1,n−s+1
pr (Mp) = N . Here we refer the reader to [33, 34] for more details about defor-

mation of complex structures and the Kodaira-Spencer map.

To close this chapter, we will show that the Teichmüller space of polarized and marked

Calabi–Yau type manifolds is simply connected. To proceed, we will first show a lemma

about extensions of families.

Assume that T̃ is the universal cover of T with the covering map πT̃ : T̃ → T . Then for

each point p = [M,L, {γ1, · · · , γbn}] ∈ T , the preimage π−1

T̃ (p) = {pi| i ∈ I} ⊆ T̃ satisfies

that |I| ≥ 1. Let π̃ : Ũ → T̃ be the pull back family of π : U → T with the following
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commutative diagram,

Ũ //

π̃
��

U
π

��
T̃

πT̃ // T .

Then π̃ : Ũ → T̃ is also a versal family of polarized and marked Calabi–Yau type manifolds.

On the other hand, for a polarized Calabi–Yau type manifold (M,L), let

Aut(M,L) = {α : M →M | α is a biholomorphism, and α∗L = L}

be the group of biholomorphic maps on M preserving the polarization L. We have a natural

representation of Aut(M,L),

σ : Aut(M,L)→ Aut(Hn(M,Z)/Tor), α 7→ α∗.

As Hn(M,C) is the dual space of Hn(M,C), we may also view α∗ as an automorphism of

Hn(M,C) via the duality.

Let us now prove the following lemma. We remark that we mainly adopt the analogous

arguments of Lemma 2.6 in [55] in the first part of the proof of the following lemma.

Lemma 2.3.7 For any α ∈ kerσ, there is an extension α̃ on Ũ leaving the base space T̃

fixed and also the polarization fixed on each fiber of the family.

Proof Let p ∈ T̃ with π̃−1(p) = [M,L, {γ1, · · · , γbn}]. Since the family π̃ : Ũ → T̃ is local

Kuranishi at any point, there exists a neighborhood Up of p ∈ T̃ with holomorphic morphisms

α̃ : π̃−1(Up)→ Ũ and f : Up → T̃ such that the following diagram is commutative,

π̃−1(Up)
α̃ //

π̃

��

Ũ

π̃
��

Up
f // T̃ .

To see α̃ leaves the base space T̃ fixed, it is sufficient to show that f is the identity map on

Up. Notice that f(p) = p from the definition of f . Suppose towards a contradiction that f
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were not the identity map on Up. Then the tangent map f∗ : TpUp → TpT̃ is not identity

either. By the analogous discussion in Remark 2.3.6, we know that the Kodaria-Spencer map

κ : TpUp = T 1,0
p T̃ → H0,1(Mp, T

1,0Mp) is an isomorphism. Moreover, since the contraction

map y : H0,1(Mp, T
1,0M) → Hs−1,n−s+1

pr (Mp) is also an isomorphism, we have the following

commutative diagram,

T 1,0
p T̃

f−1
∗ //

��

T 1,0
p Up

��
H0,1(M,T 1,0M)

��

H0,1(M,T 1,0M)

��
Hs−1,n−s+1
pr (M) α∗ // Hs−1,n−s+1

pr (M).

But α ∈ ker(σ) implies the map α∗ : Hs−1,n−s+1
pr (M)→ Hs−1,n−s+1

pr (M) is the identity map.

This contradicts the assumption that f∗ is not the identity map.

It is not hard to show that for each q ∈ Up the biholomorphic map α̃q on the fiber Mq

preserves the polarization L. Indeed, because H2(M,Z) is a discrete group, we have

c1(α̃∗qL) = c1(α̃∗pL) = c1(L) for any q ∈ Up,

where c1 denotes the first Chern class. Since M is simply connected, holomorphic line

bundles on M are uniquely determined by the first Chern class. Therefore we conclude that

α̃∗q(L) = L for any q ∈ Uq.

Let us define a sheaf = on the base space T̃ as follows: for any open set U ⊂ T̃ , we

assign the group =(U) to be all the biholomorphic maps α
U

: π̃−1(U) → π̃−1(U) which

leaves the open set U fixed and preserving the polarization on each fiber. In other words,

for any α
U
∈ =(U), we have the following commutative diagram,

π̃−1(U)
α
U //

π̃
��

π̃−1(U)

π̃
��

U
id // U ;

and the restriction of α
U

on the fiber Mq = π̃−1(q) preserves the polarization L over Mq for
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any q ∈ U . If V ⊆ U is open, then the restriction map of the sheaf is given by

res : =(U)→ =(V ), αU → αU |π̃−1(V ).

From the local extension result discussed above, we have that for any point p ∈ T̃ , there

exists a neighborhood Up ⊂ T̃ such that any α ∈ kerσ on Mp can be extended to the family

π̃−1(Up). This means the restriction map

res : =(Up)→ kerσ, α
U
7→ α

U
|Mp

is an isomorphism. Therefore the sheaf = is a locally constant sheaf. Using the fact that T̃ is

simply connected and Proposition 3.9 in [66], one concludes that = is a constant sheaf. This

means =(T̃ ) = kerσ. Therefore, for each point p ∈ T̃ and α ∈ kerσ, there is a global section

α̃ ∈ =(T̃ ) such that α̃|Mp = α. By the definition of the sheaf =, we have the commutative

diagram,

Ũ α̃ //

π̃
��

Ũ
π̃
��

T̃ id // T̃ .
And restricted to each fiber Mq the morphism α̃|Mq preserves the polarization L.

Corollary 2.3.8 The action of ker(σ) on T̃ is trivial.

Proof For each element α ∈ ker(σ), we have a global extension α̃ acts on the family Ũ with

the commutative diagram

Ũ α̃ //

π
��

Ũ
π
��

T̃ f̄ // T̃ ,

where α acts on T̃ by the holomorphic map f̄ : T̃ → T̃ . Then Lemma 2.3.7 implies that f̄

is the identity map. Therefore the action of α on T̃ is trivial.

Theorem 2.3.9 The Teichmüller space of polarized and marked Calabi–Yau type manifolds

is simply connected.
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Proof Suppose towards a contradiction that T is not simply connected. Recall that T̃ is the

universal cover of T with a covering map πT̃ : T̃ → T with the pull-back family π̃ : Ũ → T̃

and the following commutative diagram

Ũ //

π̃
��

U
π

��
T̃

πT̃ // T .

Then for each point p = [M,L, {γ1, · · · , γbn}] ∈ T , the preimage π−1

T̃ (p) = {pi| i ∈ I} ⊆ T̃

satisfies that |I| > 1. For any i 6= j ∈ I, there exists a deck transformation α : T̃ → T̃

of the covering map π̃ : T̃ → T such that α(pi) = pj 6= pi. Because πT̃ (pi) = πT̃ (pj) =

[M,L, {γ1, · · · , γbn}], this α can be viewed as a biholomorphic map on M which preserves

the polarization L and the marking {γ1, · · · , γbn}. Therefore α ∈ ker(σ). However, Corollary

2.3.8 shows that the action of ker(σ) on T̃ is trivial. Thus α = Id : T̃ → T̃ , which contradicts

with the assumption that α(pi) = pj 6= pi.

Remark 2.3.10 As the same construction in Section 2 of [55], we can also realize the

Teichmüller space T as a quotient space of the universal cover of the Hilbert scheme of

Calabi–Yau manifolds by special linear group SL(N + 1,C). Here the dimension is given by

N + 1 = p(k) where p is the Hilbert polynomial of each fiber (M,L) and k satisfies that for

any polarized algebraic variety (M̃, L̃) with Hilbert polynomial p, the line bundle L̃⊗k is very

ample. Under this construction, Teichmüller space T is automatically simply connected, and

there is a natural covering map πm : T → Zm.
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CHAPTER 3

Classifying space of polarized Hodge structures

In this chapter, we will review some basic properties of classifying space for polarized Hodge

structures on projective manifolds. In § 3.1, we recall the definition of polarized Hodge struc-

tures. In § 3.2, we review the definition of classifying space of polarized Hodge structures,

and some properties for further use. Most of the concepts and results in this chapter are

standard in the literature. One may refer to [13, 25] for more details.

3.1 Polarized Hodge structures

Let M be a complex projective manifold of dimension n with background smooth manifold

X. We identify the basis of Hn(M,Z)/Tor to a lattice Λ as in [55]. This gives us a canonical

identification of the middle dimensional de Rham cohomology of M to that of the background

manifold X, that is,

Hn(M,C) ∼= Hn(X,C),

where the coefficient ring can also be Q or R. As is well-known, this middle dimensional

cohomology groups have decomposition according to the Hodge type, that is

Hn(M,C) =
n⊕
k=0

Hk,n−k(M,C),

where Hk,n−k(M,C) = Hn−k,k(M,C) for all 0 ≤ k ≤ n.

Let L be a holomorphic ample line bundle on M and consider the integral Kähler class

[ω] = c1(L) ∈ H1,1(M,Z). Since [ω] is an integral cohomology class, it defines a map

L[ω] : Hn(M,Q)→ Hn+2(M,Q), A 7→ [ω] ∧ A.
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We denote by Hn
pr(M,Q) = ker(L[ω]) the primitive cohomology groups, where the coefficient

ring can also be R or C. Let Hk,n−k
pr (M,C) = Hk,n−k(M) ∩ Hn

pr(M,C) and denote the

Hodge numbers hk,n−k = dimCH
k,n−k
pr (M,C) for any 0 ≤ k ≤ n. We then have the Hodge

decomposition

Hn
pr(M,C) = Hn,0

pr (M)⊕ · · · ⊕H0,n
pr (M). (3.1)

The Poincaré bilinear form Q on Hn
pr(X,Q) is defined by

Q(u, v) = (−1)
n(n−1)

2

∫
X

u ∧ v

for any d-closed n-forms u, v on X. Furthermore, Q is nondegenerate and can be extended

to Hn
pr(X,C) bilinearly. The bilinear form Q is symmetric if n is even, skew-symmetric if n

is odd. Moreover, the Poincaré bilinear form Q also satisfies the Hodge-Riemann relations

Q
(
Hk,n−k
pr (M), H l,n−l

pr (M)
)

= 0 unless k + l = n, and (3.2)(√
−1
)2k−n

Q (v, v̄) > 0 for v ∈ Hk,n−k
pr (M) \ {0}. (3.3)

The polarized Hodge structure of weight n for the polarized projective manifold (M,L) is

given by ({Hk,n−k
pr (M)}nk=0, Q), where Q is the bilinear form given above. We may simply

use Hk,n−k to denote Hk,n−k
pr (M) when there is no confusion.

To the Hodge structure of weight n, let fk =
∑n

i=k h
i,n−i, denote f 0 = m, and F k =

F k(M) = Hn,0
pr (M) ⊕ · · · ⊕ Hk,n−k

pr (M). Then we get a decreasing filtration Hn
pr(M,C) =

F 0 ⊇ · · · ⊇ F n. The filtration has the properties that

dimC F
k = fk, (3.4)

Hn
pr(X,C) = F k ⊕ F n−k+1, and Hk,n−k

pr (M) = F k ∩ F n−k. (3.5)

In terms of the Hodge filtration, the Hodge-Riemann relations (3.2) and (3.3) are

Q
(
F k, F n−k+1

)
= 0, and (3.6)

Q (Cv, v̄) > 0 if v 6= 0, (3.7)

where C is the Weil operator given by Cv =
(√
−1
)2k−n

v for v ∈ Hk,n−k
pr (M).
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3.2 Classifying spaces for polarized Hodge structures

3.2.1 Basic properties of classifying space

The classifying space D for polarized Hodge structures of the polarized projective manifold

(M,L) with data (3.4) is the space given as follows

D =
{
F n ⊆ · · · ⊆ F 0 = Hn

pr(X,C) | (3.4), (3.6) and (3.7) hold
}
.

The compact dual Ď of D is

Ď =
{
F n ⊆ · · · ⊆ F 0 = Hn

pr(X,C) | (3.4) and (3.6) hold
}
.

The classifying space D ⊆ Ď is an open subset.

The orthogonal group of the bilinear form Q in the definition of Hodge structure is a linear

algebraic group, defined over Q. Let us simply denoteHC = Hn
pr(M,C) andHR = Hn

pr(M,R).

The group of the C-rational points is

GC = {g ∈ GL(HC)| Q(gu, gv) = Q(u, v) for all u, v ∈ HC},

One can check that GC acts on Ď transitively by using elementary arguments in [21]. The

group of real points in GC is

GR = {g ∈ GL(HR)| Q(gu, gv) = Q(u, v) for all u, v ∈ HR},

One can check that GR acts transitively on D by using elementary arguments in [21] as well.

We will use some quotients of GC and GR to exhibit Ď and D respectively. To do so,

let us fix a reference Hodge structure {Hk,n−k
0 }nk=0, which corresponds to a point o = {F n

0 ⊆

F n−1
0 ⊆ · · · ⊆ F 0

0 } ∈ D, that is, F k
0 = Hn,0

0 ⊕· · ·H
k,n−k
0 for any 0 ≤ k ≤ n. We may refer this

fix reference Hodge structure as the base point or reference point. A linear transformation

g ∈ GC preserves the base point if and only if gF k
0 = F k

0 for any 0 ≤ k ≤ n. Thus one

obtains the identification

Ď ' GC/B with B = {g ∈ GC| gF k
0 = F k

0 , for any 0 ≤ k ≤ n}.
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As GC is a complex Lie group and B is a closed complex Lie subgroup in GC, the quotient

GC/B has the structure of a complex manifolds. Thus the above isomorphism is actually a

complex analytic isomorphism. Similarly, one obtains an analogous identification

D ' GR/V ↪→ Ď, with V = GR ∩B,

where the embedding corresponds to the inclusion GR/V = GR/GR ∩ B ⊆ GC/B. Since for

any g ∈ V , g preserves the individual subspaces Hk,n−k
0 and the Weil operator C of the

reference Hodge structure {Hk,n−k
0 }nk=0, the subspace V leaves invariant a positive definite

Hermitian form. Moreover, as V = GR∩B is the intersection of closed subgroups of Gl(HC),

V is also closed. Therefore, one may conclude that V is compact.

Let us now describe the Lie algebras of the above Lie groups. The Lie algebra g of the

complex Lie group GC can be described as

g = {X ∈ End(HC)| Q(Xu, v) +Q(u,Xv) = 0, for all u, v ∈ HC}.

It is a simple complex Lie algebra, and it contains g0 = {X ∈ g| XHR ⊆ HR} as a real form,

i.e. g = g0 ⊕ ig0. With the inclusion GR ⊆ GC, g0 becomes Lie algebra of GR. One observes

that the reference Hodge structure {Hk,n−k
0 }nk=0 of HC induces a Hodge structure of weight

zero on End(HC), namely,

g =
⊕
k∈Z

gk,−k with gk,−k = {X ∈ g|XHr,n−r
0 ⊆ Hr+k,n−r−k

0 }

is a Hodge structure of weight zero. As a consequence, we have

g⊗ g→ g, i.e. [gk,−k, gr,−r] ⊆ gk+r,−(k+r)

is a morphism of Hodge structure.

Since the Lie algebra b of B consists of those X ∈ g that preserves the reference Hodge

filtration {F n
0 ⊆ · · · ⊆ F 0

0 }, one thus has

b =
⊕
k≥0

gk,−k.
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The Lie algebra v0 of V is v0 = g0∩b = g0∩b∩ b̄ = g0∩g0,0. With the above isomorphisms,

the holomorphic tangent space of Ď ∼= GC/B at the base point is naturally isomorphic to g/b.

Under this isomorphism, the action of the isotopy group B on the tangent space corresponds

to the adjoint action of B on g/b. Thus the holomorphic tangent bundle T 1,0Ď → Ď

coincides with the vector bundle associated to the holomorphic principal bundle

B → GC → GC/B ∼= Ď

by the adjoint representation of B on g/b.

Consider the reference Hodge structure {Hk,n−k
0 }nk=0. Let us take

H+ =
⊕
k even

Hk,n−k
0 , H− =

⊕
k odd

Hk,n−k
0 .

Then as can be directly checked ([48, § 8]), the following sub-Lie group

K = {g ∈ GR|gH+ = H+}

is a maximal compact subgroup of GR. Clearly, K contains V ⊆ GR as a subgroup. The

corresponding Lie algebra of K is

k0 = {X ⊆ g0|XH+ ⊆ H+} = g0 ∩
⊕
k even

gk,−k.

The adjoint action of K preserves the following

p0 = g0 ∩
⊕
k odd

gk,−k,

thus we have g0 = k0⊕p0. We denote the complexification of k0 and p0 by k and p, respectively.

We will study more about the maximal compact subgroup K in the next chapter.

Remark 3.2.1 Since we will only need to use the component of GR containing the identity

element, we will denote by GR again the component of the original real group containing the

identity element, and K as well the component of the maximal subgroup which contains the

identity. Furthermore, as we will only consider primitive cohomology classes, we may drop

the subscribe “pr” from now on.
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3.2.2 Horizontal tangent bundle and a nilpotent sub-Lie algebra

As Ad(g)(gk,−k) is in
⊕

i≥k g
i,−i for each g ∈ B, the sub-Lie algebra b ⊕ g−1,1/b ⊆ g/b

defines an Ad(B)-invariant subspace. By left translation via GC, b⊕ g−1,1/b gives rise to a

GC-invariant holomorphic subbundle of the holomorphic tangent bundle at the base point.

It will be denoted by T 1,0
o,h Ď, and will be referred to as the holomorphic horizontal tangent

bundle at the base point. One can check that this construction does not depend on the

choice of the base point. The horizontal tangent subbundle at the base point o, restricted

to D, determines a subbundle T 1,0
o,hD of the holomorphic tangent bundle T 1,0

o D of D at the

base point. The GC-invariace of T 1,0
o,h Ď implies the GR-invariance of T 1,0

o,hD. As another

interpretation of this holomorphic horizontal bundle at the base point, one has

T 1,0
o,h Ď ' T 1,0

o Ď ∩
n⊕
k=1

Hom(F k
0 /F

k+1
0 , F k−1

0 /F k
0 ). (3.8)

Let us consider the nilpotent Lie subalgebra n+ := ⊕k≥1g
−k,k. Then one gets the holo-

morphic isomorphism g/b ∼= n+. We take the unipotent group N+ = exp(n+). Since D is an

open set in Ď, we have the following relation:

T 1,0
o,hD = T 1,0

o,h Ď
∼= b⊕ g−1,1/b ↪→ g/b ∼= n+. (3.9)

3.2.3 Matrix representations of Lie groups and Lie algebras related to the clas-

sifying space

Let us introduce the notion of an adapted basis for the given Hodge decomposition or the

Hodge filtration. Let {Hk,n−k
pr (M)}nk=0 be a given Hodge structure for the given polarized

projective manifold (M,L) and {F n ⊆ · · · ⊆ F 0} the corresponding Hodge filtration. Denote

fk = dimF k for any 0 ≤ k ≤ n, we call a basis

ξ =
{
ξ0, ξ1, · · · , ξN , · · · , ξfk+1 , · · · , ξfk−1, · · · , ξf2 , · · · , ξf1−1, ξf0−1

}
of Hn

pr(M,C) an adapted basis for the given Hodge decomposition

Hn
pr(M,C) = Hn,0

pr (M)⊕Hn−1,1
pr (M)⊕ · · · ⊕H1,n−1

pr (M)⊕H0,n
pr (M),
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if it satisfies Hk,n−k
p = SpanC

{
ξfk+1 , · · · , ξfk−1

}
with dimHk,n−k

p = fk−fk+1. We call a basis

ζ = {ζ0, ζ1, · · · , ζN , · · · , ζfk+1 , · · · , ζfk−1, · · · , ζf2 , · · · , ζf1−0, ζf0−1} of Hn
pr(M,C) an adapted

basis for the given filtration F n ⊆ F n−1 ⊆ · · · ⊆ F 0, if it satisfies F k = SpanC{ζ0, · · · , ζfk−1}

with dimCF
k = fk.

Moreover, unless otherwise pointed out, the matrices in this paper are m×m matrices,

where m = f 0. The blocks of the m ×m matrix T is set as follows: for each 0 ≤ α, β ≤ n,

the (α, β)-th block Tα,β is

Tα,β = [Tij(τ)]f−α+n+1≤i≤f−α+n−1, f−β+n+1≤j≤f−β+n−1 , (3.10)

where Tij is the entries of the matrix T , and fn+1 is defined to be zero. In particular,

T = [Tα,β] is called a block lower triangular matrix if Tα,β = 0 whenever α < β.

We remark that by fixing a reference Hodge structure {F n
0 ⊆ F n−1

0 ⊆ · · · ⊆ F 0} ∈

D, we can identify the above quotient Lie groups or Lie algebras with their orbits in the

corresponding quotient Lie algebras or Lie groups. For example, n+
∼= g/b, g−1,1 ∼= b ⊕

g−1,1/b, and N+
∼= N+B/B ⊆ Ď. We can also identify a point {F n

0 ⊆ F n−1
0 ⊆ · · · ⊆ F 0

0 } ∈ D

with its Hodge decomposition
⊕n

k=0H
k,n−k
pr (Mp), and thus with any fixed adapted basis of

the corresponding Hodge decomposition for the base point, we have matrix representations

of elements in the above Lie groups and Lie algebras. We list some matrix representations

of elements as follows.

GC = {g ∈ GL(HC) | gQgT = Q};

GR = {g = [gi,j] ∈ GC | gi,j = gn−i,n−j for any 0 ≤ i, j ≤ n};

B = {g ∈ GC|gi,j = 0 for any i > j};

V = {g ∈ GR|gi,j = 0 for any i 6= j};

g = [gi,j] ∈ N+ ⇔ g ∈ GC and

 gi,j = 0 for any i < j,

gi,i = Id for any 0 ≤ i ≤ n;
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X = [X i,j] ∈ g0 ⇔

 XQ+QXT = 0,

X i,j = Xn−i,n−j for any 0 ≤ i, j ≤ n;

X = [Xα,β] ∈ n+ ⇔ Xα,β = 0 for any α ≤ β;

X = [X i,j] ∈ k0 ⇔


XQ+QXT = 0,

X i,j = Xn−i,n−j for any 0 ≤ i, j ≤ n,

X i,j = 0 when i− j is odd;

X = [X i,j] ∈ p0 ⇔


XQ+QXT = 0,

X i,j = Xn−i,n−j for each 0 ≤ i, j ≤ n,

X i,j = 0 when i− j is even.

Remark 3.2.2 We remark that there exists an embedding from n+ into g0 as derived as

follows. For any element X ∈ n+ with matrix representation [Xα,β], we construct a matrix

[Y α,β] such that

Y α,β =


Xα,β, if α > β;

0, if α = β;

Xn−α,n−β, if α < β.

Then the element represented by this matrix [Y α,β] is an element in g0. In this way, we can

define an embedding from n+ to g0, and denote it by

i : n+ → g0, [Xα,β] 7→ [Y α,β]. (3.11)

In particular, the embedding i induces a map ĩ : n+ → g0/v0, and one can easily check that

ĩ is an isomorphism.

For the above description, one can easily get the following isomorphisms. Note that in

Remark 3.2.1, we assume that GR is the connected component in the original real group,

which contains the identity element. One may also check [53, page 126] for details.

(1). when n = 2m, let us denote

hk,n−k = dimCH
k,n−k
pr , h+ =

m∑
j=0

h2j,n−2j, h− =
m−1∑
k=0

h2j+1,n−2j+1.
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Then we have

GR ∼= SO(h+, h−), V ∼= U(h0,n)× U(h1,n−1)× · · · × U(hm−1,m+1)×O(hm,m).

In this case, when m is even, h− is even; when m is odd, h+ is even. Thus if h+ + h−

is even, then h+ and h− must both be even; otherwise, h+ + h− is odd.

(2). when n = 2m+ 1, let us similarly denote

hk,n−k = dimCH
k,n−k
pr , h =

n∑
k=0

hk,n−k.

Then we have

GR ∼= Sp(h,R), V ∼= U(h0)× U(h1)× · · · × U(hm).

To close this chapter, we make an observation about the homogenous space GR/K. First

of all, it is well-known that GR/K is a Remanian symmetric space. See [28, 41, 25] for more

details about this. In general, GR/K may not be Hermitian. However, the following theorem

(see [28, Ch VIII] and [41, Ch III]) gives a condition for GR/K being Hermitian.

Theorem 3.2.3 The manifold GR/K is noncompact irreducible Hermitian symmetric spaces

exactly when GR is a connected noncompact simple centerless Lie group with and K has non

discrete center and is a maximal compact subgroup G. In particular, the center of K is

isomorphic to the circle group S1 and the complex structure in unique.

Recall that we are considering the Hodge structure of weight n of a given polarized

projective manifold (M,L) with dimCM = n. Using Theorem 3.2.3, we can show

Proposition 3.2.4 When n is odd , the manifold GR/K is a noncompact irreducible Her-

mitian symmetric space.

Proof In our case, first we know that GR is a noncompact Lie group. We also know that

when n is odd, GR ' Sp(h,R), where h =
∑n

k=0 h
k,n−k is even as n is odd. Therefore GR is
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a centerless simple Lie group. Thus to show GR/K is Hermitian, it is enough to show that

K has nontrivial center. This suffices to show the center of its Lie algebra k0 is nontrivial.

Recall that, we have described k0 as follows,

X = [X i,j] ∈ k0 ⇔


XQ+QXT = 0

X i,j = Xn−i,n−j for each 0 ≤ i, j ≤ n.

X i,j = 0 when i− j is odd.

(3.12)

Let us define the following block diagonal matrices:

Z =

 Zi,j = 0 for any i 6= j, 0 ≤ i, j ≤ n;

Zi,j = (−1)i
√
−1Ihi,n−i×hi,n−i , for any 0 ≤ i = j ≤ n,

where Ihi,n−i×hi,n−i denotes the hi,n−i × hi,n−i identity matrix. First of all, it is easy to check

that Z ∈ g0. Moreover, let us denote the center of k0 by Z(k0). Then we will show that

Z ∈ Z(k0). Indeed, we know for any X ∈ k0 that the (i, j)-th block of the matrix XZ and

ZX respectively are the following

(XZ)i,j = (−1)j
√
−1X i,j, (ZX) = (−1)i

√
−1X i,j.

Since X ∈ k0, we know that X i,j = 0 if i − j is odd. Therefore, when i − j is odd

(−1)j
√
−1X i,j = (−1)i

√
−1X i,j = 0; when i − j is even, (−1)j

√
−1X i,j = (−1)i

√
−1X i,j.

Therefore, for any X ∈ k0, we have

[X, Z] = 0.

Thus {0} 6= SpanR{Z} ⊆ Z(k0). Therefore, we get that k0 has nontrivial center when n is

odd. Thus by theorem 3.2.3, we conclude that GR/K is a Hermitian symmetric space when

n is odd.

Moreover, by Theorem 3.2.3, we know that if GR/K is Hermitian, then the center of K is

isomorphic to the circle group, thus dimR Z(k0) = 1. Hence

Z(k0) = SpanR{Z}.
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Remark 3.2.5 When n = 2, if M is K3 surfaces, we have N = h1,1 = 19. Let us define

Z = [Zi,j] such that

Zi,j = 0 for any i 6= j, 0 ≤ i, j ≤ 2; Z0,0 = −Z2,2 =
√
−1 Z1,1 = 019×19

where 019×19 is the 19× 19 zero matrix. Then Z ∈ k0, and using similar argument as above,

we can get Z ∈ Z(k0). Similarly, if M is a cubic fourfold in P5, the analogous arguments

will imply that the corresponding Lie algebra k0 has nontrivial center. Therefore by Theorem

3.2.3, if M is a K3 surface or a cubic fourfold in P5, then GR/K is a noncompact irreducible

Hermitian symmetric space.

However, when n is even in more general cases, one can find examples when the center

of k0 is trivial. For example, when n = 4 with h3,1 > 1 and h2,2 > 1, one can show that the

center of k0 is trivial.
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CHAPTER 4

Period map on the Teichmüller space for Calabi–Yau

type manifolds and its boundedness property

In this chapter, we study the period map on the Teichmüller space of polarized and marked

Calabi–Yau type manifolds. In § 4.1, we review the definition of period maps on moduli

spaces and Teichmüller spaces. One may refer to [21] for more details. In § 4.2, we recall

some local properties for the period maps. One may use [22] as a reference for this section.

In § 4.3, we mainly prove a preliminary lemma for the boundedness property of the period

map. This lemma was the result of [51, Lemma 3], which is also a generalization of [27,

Lemma 7, Lemma 8]. In § 4.4, we briefly review the Hodge metric on the period domain,

which is originally introduced in [25]; and we also introduce the induced Hodge metric on

the moduli space and the Teichmüller space. In § 4.5, we prove that the period map is a

bounded map. The results in this section are collaborating work with F. Guan and K. Liu.

One may find the original work in [10, 11].

4.1 Period map on the Teichmüller space

Let (M,L, {γ1, · · · , γbn}) be a polarized and marked Calabi–Yau type manifold where M is

a Calabi–Yau type manifold of dimension n, L is the polarization on M and γ is a basis for

Hn(M,Z)/Tor. Let Zm be the moduli space of polarized Calabi–Yau type manifold of level

m structure (M,L, γm), where γm is a basis of Hn(M,Z)/Tor/(mHn(M,Z)/Tor). Let T

be the Teichmüller space of polarized and marked projective manifold (M,L, {γ1, · · · , γbn}).

Recall that the Teichmüller space is a covering space of Zm and we denote the covering map
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by πm : T → Zm.

Recall that we assume in this thesis that there exists m0 ∈ Z such that for any m ≥ m0

the moduli space Zm is a connected quasi-projective smooth complex manifolds with a versal

family XZm → Zm of projective manifolds with level m structures, containing M as a fiber

and polarized by an ample line bundle LZm on XZm . Thus we have the pull-back family

π : U → T of XZm → Zm via the covering map πm : T → Zm. Moreover, we showed

in Proposition 2.2.2 that T is a smooth and connected complex manifold and the family

π : U → T is local Kuranishi at each point of T , containing M as a fiber.

As showed in Theorem 2.3.9, the Teichmüller space T of polarized and marked Calabi–

Yau type manifold is a simply connected smooth complex manifold. Therefore, since we

have fixed the basis of the middle homology group modulo torsions, we identify the basis of

Hn(M,Z)/Tor to a lattice Λ as in [55]. This gives us a canonical identification of the middle

dimensional cohomology of M to that of the background manifold X, that is, Hn(M,C) '

Hn(X,C). Therefore, we can use this to identify Hn(Mp, C) for all fibers on T . Thus we

get a canonical trivial bundle Hn(Mp,C)× T .

The period map from T to D is defined by assigning to each point p ∈ T the polarized

Hodge structure on Mp which is defined in Chapter 3, that is

Φ : T → D, p 7→ Φ(p) = {F n(Mp) ⊂ · · · ⊂ F 0(Mp)},

where F k(Mp) = Hn,0
pr (Mp,C)⊕Hn−1,1

pr (Mp,C)⊕· · ·⊕Hk,n−k
pr (Mp,C) for any 0 ≤ k ≤ n with

Hj,n−j
pr (Mp,C) the (j, n − j)-th primitive cohomology of Mp. We denote F k(Mp) by F k

p for

simplicity. We call D the period domain for the above period map.

Let us now describe the period map on the moduli space Zm. Denote the first fundamental

group of Zm by π1(Zm). Then π1(Zm) acts on Hn(M,Z) via the monodromy representation

π1(T )→ Aut(Hn(M,Z)).

We denote the descrete group Γ := Aut(Hn(M,Z)). The descrete group Γ acts on Hn(M,C)
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properly and discontinuously on D, thus one has the following commutative diagram

T

��

Φ // D

��
Zm

Φm // D/Γ

where D/Γ analytic and Φm is holomorphic.

The period map has several nice properties, and one may refer to [21, 22] and [65,

Chapter 10] for details. Among them, one of the most important is the following Griffiths

transversality: the period map Φ is a holomorphic map and its tangent map satisfies that

Φ∗(v) ∈
n⊕
k=1

Hom
(
F k
p /F

k+1
p , F k−1

p /F k
p

)
for any p ∈ T and v ∈ T 1,0

p T

with F n+1 = 0, or equivalently, Φ∗(v) ∈
⊕n

k=0 Hom(F k
p , F

k−1
p ). In particular, one can also

conclude that the period map is horizontal in the sense of [48].

4.2 Local property of period maps for Calabi–Yau type manifolds

Consider the period map Φ : T → D from the Teichmüller space of polarized and marked

Calabi–Yau type manifolds to the period domain. The results of Griffiths in [21, 22] gave

a cohomological interpretation for the tangent map of Φ as follows: the tangent map Φ∗ is

induced by the cup product (which is given by the contraction map)

H0,1(M,T 1,0(M))⊗Hp,q
pr (M)→ Hp−1,q+1

pr (M) for some p+ q = n,

in other words:

Φ∗ : H0,1(M,T 1,0M)→
⊕
p+q=n

Hom(Hp,q
pr (M), Hp−1,q+1

pr (M)).

For any p ∈ T , let us denote the following projection map from

P k
p :

n⊕
j=0

Hom(Hj,n−j
pr (Mp), H

j−1,n−j+1
pr (Mp))→ Hom(Hk,n−k

pr (Mp), H
k−1,n−k+1
pr (Mp)).

Then the period map on the Teichmüller space of polarized and marked Calabi–Yau type

manifolds has the following local property.
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Proposition 4.2.1 For any p ∈ T and any generator [Ωp] of Hs,n−s
pr (Mp), the map

P s
p◦Φ∗ : T 1,0

p T ∼= H0,1(Mp, T
1,0Mp)→ Hom(Hs,n−s

pr (Mp), H
s−1,n−s+1
pr (Mp)) ∼= Hs−1,n−s+1

pr (Mp)

is an isomorphism, where Φ∗ is the tangent map of Φ.

Proof The first isomorphism T 1,0
p T ∼= H0,1(Mp, T

1,0Mp) follows from that Kodaira-Spencer

map is an isomorphism for Calabi–Yau type manifolds. The second isomorphism

Hom(Hs,n−s
pr (Mp), H

s−1,n−s+1
pr (Mp)) ∼= Hs−1,n−s+1

pr (Mp)

follows from the property that dimHs,n−s
pr (Mp) = 1 for Calabi–Yau type manifolds, where

this isomorphism is determined by the choice of the generator [Ωp]. It is clear now that the

map

P s
p ◦ Φ∗ : H0,1(Mp, T

1,0Mp)→ Hs−1,n−s+1
pr (Mp)

is given by contraction P s
p ◦ Φ∗(v) = [κ(v)yΩp]. This contraction map is an isomorphism by

the definition of Calabi–Yau type manifolds.

Remark 4.2.2 Notice that the above proposition implies that the period map is injective in

a small neighborhood around any point of T . Moreover, as the period map Φ : T → D is a

covering map of Φm : Zm → D/Γ, the period map Φm is also locally injective.

4.3 A preliminary lemma

In this section, the Lie groups GC, GR, N+, B, V,K and the Lie algebras g, g0, n+, b, v, v0, k, k0

are the same as the ones in Chapter 3. We shall review and collect some facts about the

structure of simple Lie algebra g in our case. One may refer to [25, 48] for more details.

Let θ : g→ g be the Weil operator, which is defined by

θ(X) = (−1)pX for X ∈ gp,−p.
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Then θ is an involutive automorphism of g, and is defined over R. The (+1) and (−1)

eigenspaces of θ are then k and p respectively. Recall that we have

k0 = k ∩ g0, p0 = p ∩ g0.

The fact that θ is an involutive automorphism implies

g = k⊕ p, g0 = k0 ⊕ p0, [k, k] ⊆ k, [p, p] ⊆ p, [k, p] ⊆ p.

Let us consider gc = k0 ⊕
√
−1p0. Then gc is a real form for g. The killing form B(·, ·) on g

is defined by

B(X, Y ) = Trace(ad(X) ◦ ad(Y )) for X, Y ∈ g. (4.1)

A semisimple Lie algebra is compact if and only if the Killing form is negative definite;

otherwise it is non-compact. It is not hard to check that gc is actually a compact real form

of g, while g0 is a non-compact real form. Recall that GR ⊆ GC is the subgroup which

correpsonds to the subalgebra g0 ⊆ g. Let us denote the connected subgroup Gc ⊆ GC

which corresponds to the subalgebra gc ⊆ g. Let us denote the complex conjugation of g

with respect to the compact real form gc by τc, and the complex conjugation of g with respect

to the non-compact real form g0 by τ0.

We know that in our cases, GC is a connected simple Lie group, B a parabolic subgroup

in GC with b as its Lie algebra. The Lie algebra b has a unique maximal nilpotent ideal n−.

It is not hard to see that

gc ∩ n− = n− ∩ τc(n−) = 0.

By using Bruhat’s lemma, one concludes g is spanned by the parabolic subalgebras b and

τc(b). Moreover v = b ∩ τc(b), b = v⊕ n−. In particular, we also have

n+ = τc(n−).

As remarked [25, §1] of Griffiths and Schmid, one gets that v must have the same rank of g

as v is the intersection of the two parabolic subalgebras b and τc(b). Moreover, g0 and v0
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are also of equal rank, since they are real forms of g and v respectively. Therefore, we can

choose a Cartan subalgebra h0 of g0 such that h0 ⊆ v0 is also a Cartan subalgebra of v0.

Since v0 ⊆ k0, we also have h0 ⊆ k0. A Cartan subalgebra of a real Lie algebra is a maximal

abelian subalgebra. Therefore h0 is also a maximal abelian subalgebra of k0, hence h0 is a

Cartan subalgebra of k0. Summarizing the above, we get

Proposition 4.3.1 There exists a Cartan subalgebra h0 of g0 such that h0 ⊆ v0 ⊆ k0 and h0

is also a Cartan subalgebra of k0.

One may find an alternate proof for the conclusion that k and g has the same rank in

Appendix A.2 Proposition A.2.1.

In [50, §4], a simple Lie algebra g0 is of first category if and only if it has a Cartan

subaglebra which is contained in k0. Thus by Proposition 4.3.1, the simple Lie algebra g we

are considering is of first category. The preliminary lemma (Lemma 4.3.6) we will prove in

this section is the result of [51, Lemma 3] of simple Lie algebra of first category. Sugiura

gave a sketch proof of this lemma in [51], and we will give a detailed proof following his

original ideas.

Let us first review some general structure theory of simple Lie algebra. By Proposition

4.3.1, we can choose a Cartan subalgebra h0 of g0 such that h0 ⊆ v0 ⊆ k0 and h0 is also a

Cartan subalgebra of k0. Let us denote the complexification of h0 by h. Then h is a Cartan

subalgebra of g with the property that h ⊆ v ⊆ k.

Write h∗0 = Hom(h0,R) and h∗
R

=
√
−1h∗0. Then h∗

R
can be identified with hR :=

√
−1h0

by duality using the restriction of the Killing form B (see (4.1)) to hR . For any ρ ∈ h∗
R
' hR ,

one can define the following subspace of g:

gρ = {x ∈ g|[h, x] = ρ(h)x for all h ∈ h}.

An element ϕ ∈ h∗
R
' hR is called a root of g with respect to h if gϕ 6= {0}. Let ∆ ⊆ h∗

R
' hR

denote the space of nonzero h-roots. Then each root space

gϕ = {x ∈ g|[h, x] = ϕ(h)x for all h ∈ h}
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associated with ϕ ∈ ∆ is one-dimensional over C, i.e dimC g
ϕ = 1, and we will denote the

generator of gϕ by a root vector eϕ for any ϕ ∈ ∆. The adjoint representation of h on g

determins a decomposition

g = h⊕
∑
ϕ∈∆

gϕ.

There exists a Weyl base {hi, 1 ≤ i ≤ l; eϕ , for any ϕ ∈ ∆} with l = rank(g) such that

SpanC{h1, · · · , hl} = h, SpanC{eϕ} = gϕ for each ϕ ∈ ∆.

Since the involution θ is a Lie algebra automorphism fixing k, we have [h, θ(eϕ)] =

ϕ(h)θ(eϕ) for any h ∈ h and ϕ ∈ ∆. Thus θ(eϕ) is also a root vector belonging to the

root ϕ. Therefore so eϕ must also be an eigenvector of θ. Thus there is a decomposition of

the roots ∆ into ∆ = ∆k ∪∆p, where

∆k = {ϕ ∈ ∆ : gϕ ⊆ k}, ∆p = {ϕ ∈ ∆ : gϕ ⊆ p}.

Moreover we have

τc(hi) = τ0(hi) = −hi for any 1 ≤ i ≤ l;

τc(eϕ) = τ0(eϕ) = −e−ϕ for any ϕ ∈ ∆k;

τ0(eϕ) = −τc(eϕ) = eϕ for any ϕ ∈ ∆p.

With respect to this Weyl base, we have

k0 = h0 +
∑
ϕ∈∆k

R(eϕ − e−ϕ) +
∑
ϕ∈∆k

R
√
−1(eϕ + e−ϕ);

p0 =
∑
ϕ∈∆p

R(eϕ + e−ϕ) +
∑
ϕ∈∆p

R
√
−1(eϕ − e−ϕ).

Recall that if we fix a reference Hodge structure {Hk,n−k
0 }nk=0 of Hn

pr(M,C), there is an

induced Hodge structure of weight zero on End(Hn
pr(M,C)), namely,

g =
⊕
k∈Z

gk,−k with gk,−k = {X ∈ g|XHr,n−r
0 ⊆ Hr+k,n−r−k

0 },

with the morphism g ⊗ g → g, i.e. [gk,−k, gr,−r] ⊆ gk+r,−(k+r). More importantly, as the

Cartan subalgebra h we choose satisfies h ⊆ v ⊆ g0,0 ⊆ k, each h-root space is of pure type

in the sense of the following lemma.
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Lemma 4.3.2 Let ∆ be the set of h-roots as above. Then for each root ϕ ∈ ∆, there is an

integer −n ≤ k ≤ n such that eϕ ∈ gk,−k.

Proof Let ϕ ∈ ∆ be a root, and eϕ be the generator of the root space gϕ. Then eϕ =∑n
j=−n e

−j,j, where e−j,j ∈ g−j,j. Since h ⊆ v ⊆ g0,0, the Lie bracket [e−j,j, h] ∈ g−j,j for each

j. Then the condition [eϕ, h] = ϕ(h)eϕ implies that

n∑
k=−n

[e−j,j, h] =
n∑

j=−n

ϕ(h)e−j,j for each h ∈ h.

Since h ∈ h ⊆ v ⊆ g0,0 and [g0,0, g−j,j] ⊆ g−j,j and by comparing the type, we get

[e−j,j, h] = ϕ(h)e−j,j for each h ∈ h.

Therefore e−j,j ∈ gϕ for each −n ≤ j ≤ n. As {e−j,j, }nj=−n forms a linear independent set,

but gϕ is one dimensional, thus there exists some k such that e−k,k 6= 0 and for any j 6= k,

e−j,j = 0. This proves eϕ ∈ g−k,k for some k.

Let us now introduce a lexicographic order (for example, see [50, pp. 416] and [70, pp. 41])

in the real vector space hR as follows: we fix an ordered basis e1, · · · , el for hR . Then for

any h =
∑l

i=1 λiei ∈ hR , we call h > 0 if the first nonzero coefficient is positive, that is,

if λ1 = · · · = λk = 0, λk+1 > 0 for some 1 ≤ k < l. For any h, h′ ∈ hR , we say h > h′ if

h− h′ > 0, h < h′ if h− h′ < 0 and h = h′ if h− h′ = 0.

We introduce a linear order in the dual space h∗R by fixing an ordered basis of hR. Then

there is a simple root system Π = {α1, · · · , αl} with respect to this linear order such that

{α1, · · · , αl} is a linear independent roots with α1 < · · · < αl and l = dimR h
∗
R; and any

positive root can be written as m1α1 + · · · + mlαl where m1, · · · ,ml are all nonnegative

integers. In this way, we can also define

∆+ = {ϕ > 0 : ϕ ∈ ∆}, ∆+
p = ∆+ ∩∆p, ∆+

k = ∆+ ∩∆k;

∆− = {ϕ < 0 : ϕ ∈ ∆}, ∆−p = ∆− ∩∆p, ∆−k = ∆− ∩∆k.

To prepare the proof of Propsition 4.3.6, we will first show the following lemma. A sketched

proof of this lemmas can be found [51] while we provide a detail proofs here.
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Lemma 4.3.3 There exists a linear order of h∗R such that the sum of any three positive

non-compact roots is not a root.

Proof Recall that we introduced a linear order in the dual space h∗R by fixing an ordered

basis of hR. Thus there is a simple root system Π = {α1, · · · , αl} with respect to this

linear order such that {α1, · · · , αl} is a linear independent roots with α1 < · · · < αl and

l = dimR h
∗
R; and any positive root can be written as m1α1 + · · ·+mlαl where m1, · · · ,ml are

all nonnegative integers. Let us denote the maximal root with respect to this linear order

by

β = n1α1 + · · ·+ nlαl. (*)

Then for any positive root m1α1 + · · ·+mlαl, we have

mi ≤ ni, for all i = 1, · · · , l.

By [44, §2, Theorem 1], the maximal compact subalgebra k0 of g0 is one of the following

kinds:

1). k0 = k′0 ⊕ Z(k0) with dimR Z(k0) = 1 and rank(k′0) = l − 1, where k′0 is a compact

semi-simple Lie subalgebra of k0 and Z(k0) is the center of k0. Moreover, the simple

roots system of k′0 is 1isomorphic to Π− {αj} for some j. In particular, nj = 1 in (*).

2). k0 is a compact semi-simple Lie algebra of rank l, and the simple root system is iso-

morphic to {−β, α1, · · · , αl} − {αj} for some j. In particular, nj = 2 in (*).

Therefore by [44, §2, Lemma 1], by changing to a different linear order of h∗R, we may

assume that the above simple root system Π = {α1, · · · , αl} satisfies that Π− {αj} consists

of all compact roots. Using the above notation, let us prove that {αj} must be non-compact

in both case 1) and 2):

1Here two systems of roots are isomorphic means that there is a bijection between them that preserves
the scalar products between the corresponding elements, up to a multiplication of a constant.
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1). In this case, as k0 = k′0 ⊕ Z(k0) with dimR(Z(k0)) = 1, one can easily conclude that

dimR(SpanR∆k) ≤ l− 1. Thus since dimR(SpanRΠ) = dimR(h∗R) = l, and Π−{αj} is a

linear independent compact roots, we conclude that αj must be a non-compact root.

2). In this case, we may assume that there exists another linear order of h∗R such that

for the semi-simple Lie algebra k0, its root system ∆k has the simple root system

{−β, α1, · · · , αj−1, αj+1, · · · , αl}. Recall that in this case, we also have nj = 2 in (*),

that is,

β = n1α1 + · · ·nj−1αj−1 + 2αj + nj+1αj+1 + · · ·+ nlαl.

Now suppose towards a contradiction that αj was a compact root. Then

αj = −1

2
β +

1

2
(n1α1 + · · ·+ nj−1αj−1 + nj+1αj+1 + · · ·nlαl). (4.2)

We know that {−β, α1, · · · , αj−1, αj+1, · · · , αl} forms a basis for the h∗R, thus (4.2) is

a unique linear combination. Moreover, under the given linear order, either αj or α−j

is positive. However, neither αj nor −αj can be written as non-negative integer linear

combination of the simple roots system {−β, α1, · · · , αj−1, αj+1, · · · , αl}, contradiction.

Thus αj is non-compact.

To conclude, there exists a linear order of h∗R such that the simple root system {α1, · · · , αl}

with respect to this linear order satisfying the following: i). there is exactly one non-compact

root, which we will denoted by αj among this simple root system; ii). the maximal root with

respect to this order can be written as

β = n1α1 + · · ·+ nlαl satisfying ni ≥ 0 and 1 ≤ nj ≤ 2.

Moreover we claim that with these properties of the simple root system, if γ =
∑l

i=1 miαi

is a non-compact positive roots, then mj = 1, this claim will be proved in Lemma 4.3.4.

Followed by the claim, if we assume γ1, γ2, and γ3 be any 3 positive non-compact roots with

γ1 = a1α1 + · · ·+ alαl; γ2 = b1α1 + · · ·+ blαl; γ3 = c1α1 + · · ·+ clαl
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where ai, bi, ci are all non-negative integers for 1 ≤ i ≤ l, then aj = bj = cj = 1. Thus

γ1 + γ2 + γ3 = (a1 + b1 + c1)α1 + · · ·+ (al + bl + cl)αl,

where ai + bi + ci are all non-negative integers for all 1 ≤ i ≤ l, and aj + bj + cj = 3. Thus if

γ1 +γ2 +γ3 were a root, then aj+bj+cj ≤ nj = 2, which is a contradiction. Thus γ1 +γ2 +γ3

can never be a root.

To complete the proof of Lemma 4.3.3, we still need to show the claim, which is given in the

following lemma.

Lemma 4.3.4 With the above new linear order of h∗R, if γ =
∑l

i=1 miαi is a non-compact

positive roots, then mj = 1.

Proof For any positive root

γ = k1α1 + · · ·+ kj−1αj−1 + kjαj + kj+1αj+1 + · · ·+ klαl,

we have ki is a non-negative integer for all 1 ≤ i ≤ l and kj ≤ 2. To prove the lemma, it

suffices to show that if kj = 0 or 2, then γ is a compact root.

Denote k =
∑l

i=1 ki. Then there exists a sequence of roots

αi1 , αi1 + αi2 , · · · , αi1 + · · ·+ αik−1
, αi1 + · · ·+ αik = γ, (4.3)

where αis ∈ Π for all 1 ≤ s ≤ k. For any 1 ≤ s ≤ k, denote γs := αi1 + · · · + αis . Then

the root space of γs is a one dimensional space, and we denote it by gγs = SpanC{es},

where es is the generator of the root space. Let us denote the root space of the root αis by

gαis = SpanC{eαis}. Since γs−1 + αis = γs is a root, [eγs−1 , eαis ] 6= 0. Second,

[h, [eγs−1 , eαis ]] = [[h, eγs−1 ], eαis ] + [[eαis , h], eγs−1 ]

= γs−1(h)[eγs−1 , eαis ] + αis(h)[eγs−1 , eαis ],

= γs(h)[eγs−1 , eαis ] for any h ∈ h.
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Thus [es−1, eαis ] is a nonzero root vector of the root γs. Thus we may assume es = [es−1, eαis ].

Case 1: when kj = 0, considering the sequence (4.3), we have αis ∈ Π − {αj} for all

1 ≤ s ≤ k. First we note that each vector in the above sequence (4.3) is a root. We will

show that γ is compact by induction on s. When s = 1, the root αi1 is compact. Suppose now

γs−1 = αi1 + · · ·+αis−1 is a compact root, we need to show that γs = αi1 + · · ·+αis−1 +αis =

γs−1 + αis is also compact. Indeed, since γs−1 is compact, its root vector es−1 ∈ k. Since

eαis ∈ k and [k, k] ∈ k, we have es = [es−1, eαis ] ∈ k, where es is the root vector of γs.

Therefore, γs is also a compact root.

Case 2: when kj = 2, we have that in (4.3), there exists 1 ≤ s1 < s2 ≤ k, such that

αis1 = αis2 = αj, and {αi1 , · · · , αis} − {αis1 , αis2} ∈ Π − {αj}. By realizing that [k, k] ⊆ k

and [k, p] ⊆ p, we can use similar arguments as in Case 1 to determine if γs is a compact or a

non-compact root. In particular, we can conclude that {γ1, · · · , γs1−1} are all compact roots,

{γs1 , · · · , γs2−1} are all non-compact roots, and {γs2 , · · · , γk = γ} are all compact roots.

Definition 4.3.5 Two different roots ϕ, ψ ∈ ∆ are said to be strongly orthogonal if and only

if ϕ± ψ /∈ ∆ ∪ {0}, which is denoted by ϕ ⊥⊥ ψ.

Now we are ready to prove the following main lemma of this section.

Lemma 4.3.6 There exists a set of strongly orthogonal roots {γ1, · · · , γr} ⊆ ∆+
p such that

the maximal abelian subspace a of p is

a =
r∑
i=1

C(eγi + e−γi ).

In particular, the maximal abelian subspace in a0 ⊆ p0 is a0 =
∑r

i=1 R(eγi + e−γi ).

Proof Let ϕ1 be the minimum in ∆+
p , and ϕ2 be the minimal element in {ϕ ∈ ∆+

p : ϕ ⊥⊥ ϕ1},

then we obtain inductively an maximal ordered set of roots Λ = {ϕ1, · · · , ϕr} ⊆ ∆+
p , such

that for each 1 ≤ k ≤ r

ϕk = min{φ ∈ ∆+
p : ϕ ⊥⊥ ϕj for 1 ≤ j ≤ k − 1}.
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Because ϕi ⊥⊥ ϕj for any 1 ≤ i < j ≤ r, we have [e±ϕi , e±ϕj ] = 0. Therefore a =∑r
i=1 C

(
eϕi + e−ϕi

)
is an abelian subspace of p. In particular, a0 =

∑r
i=1 R

(
eϕi + e−ϕi

)
is an abelian subspace of p0. Also because a root can not be strongly orthogonal to itself,

the ordered set Λ contains distinct roots. Thus dimC a = dimR a0 = r.

Now we prove that a0 is a maximal abelian subspace of p0. Suppose towards a contra-

diction that there was a nonzero vector X ∈ p0 as follows

X =
∑

α∈∆+
p \Λ

λα
(
eα + e−α

)
+

∑
α∈∆+

p \Λ

µα
√
−1
(
eα − e−α

)
, where λα, µα ∈ R,

such that [X, eϕi + e−ϕi ] = 0 for each 1 ≤ i ≤ r. We denote cα = λα +
√
−1µα. Because

X 6= 0, there exists ψ ∈ ∆+
p \ Λ with cψ 6= 0. Also ψ is not strongly orthogonal to ϕi for

some 1 ≤ i ≤ r. Thus we may first define kψ for each ψ with cψ 6= 0 as the following:

kψ = min
1≤i≤r

{i : ψ is not strongly orthogonal to ϕi}.

Then we know that 1 ≤ kψ ≤ r for each ψ with cψ 6= 0. Then we define k to be the following,

k = min
ψ∈∆+

p \Λ with cψ 6=0
{kψ}. (4.4)

Here, we are taking the minimum over a finite set in the (4.4) and 1 ≤ k ≤ r. Moreover, we

get the following non-empty set,

Sk = {ψ ∈ ∆+
p \ Λ : cψ 6= 0 and kψ = k} 6= ∅. (4.5)

Recall the notation Nβ,γ for any β, γ ∈ ∆ is defined as as follows: if β + γ ∈ ∆ ∪ {0},

Nβ,γ is defined such that [eβ, eγ] = Nβ,γeβ+γ; if β + γ /∈ ∆ ∪ {0} then one defines Nβ,γ = 0.

Now let us take k as defined in (4.4) and consider the Lie bracket

0 = [X, eϕk + e−ϕk ] (4.6)

=
∑

ψ∈∆+
p \Λ

(
cψ(N

ψ,ϕk
e
ψ+ϕk

+N
ψ,−ϕk

e
ψ−ϕk

) + c̄ψ(N−ψ,ϕke−ψ+ϕk
+N−ψ,−ϕke−ψ−ϕk )

)
. (4.7)

We notice that in the above equality, the only term that belongs to gψ+ϕk is the term

cψNψ,ϕkeψ+ϕk , since if there were δ1, δ2, δ3 ∈ ∆+
p such that ψ + ϕk = δ1 − ϕk = −δ2 + ϕk =
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−δ3 − ϕk, then we would get

ψ + ϕk + ϕk = δ1 ∈ ∆+
p , ψ + ϕk + δ2 = ϕk ∈ ∆+

p , ψ + ϕk + δ3 = −ϕk ∈ ∆−p ,

which are contradictions to Lemma 4.3.3 which states that the sum of any three positive

noncompact roots is not a root. Therefore cψNψ,ϕkeψ+ϕk = 0 for all ψ ∈ ∆+
p \Λ in (4.7).

Similarly, we also have c−ψN−ψ,−ϕke−ψ−ϕk = 0 for all ψ ∈ ∆+
p \Λ in (4.7). Then we have the

simplified expression

0 = [X, eϕk + e−ϕk ] =
∑

ψ∈∆+
p \Λ

(
cψNψ,−ϕk

e
ψ−ϕk

+ c̄ψN−ψ,ϕke−ψ+ϕk

)
. (4.8)

Now let us take ψ0 ∈ Sk 6= ∅. Then cψ0 6= 0. By the definition of k, we have ψ0 is not

strongly orthogonal to ϕk while ψ0 + ϕk /∈ ∆ ∪ {0}. Thus we have ψ0 − ϕk ∈ ∆ ∪ {0}.

Therefore cψ0
N
ψ0,−ϕk

e
ψ0−ϕk

6= 0. Since 0 = [X, eϕk + e−ϕk ], there must exist one element

ψ′0 6= ψ0 ∈ ∆+
p \Λ such that ϕk−ψ0 = ψ′0−ϕk and cψ′0 6= 0. This implies 2ϕk = ψ0 +ψ′0, and

consequently one of ψ0 and ψ′0 is smaller then ϕk. Then we have the following two cases:

(i). if ψ0 < ϕk, then we find ψ0 < ϕk with ψ0 ⊥⊥ ϕi for all 1 ≤ i ≤ k − 1, and this

contradicts to the definition of ϕk as the following

ϕk = min{φ ∈ ∆+
p : ϕ ⊥⊥ ϕj for 1 ≤ j ≤ k − 1}.

(ii). if ψ′0 < ϕk, since we have cψ′0 6= 0, we have

kψ′0 = min
1≤i≤r

{i : ψ′0 is not strongly orthogonal to ϕi}.

Then by the definition of k in (4.4), we have kψ′0 ≥ k. Therefore we found ψ′0 < ϕk such that

ψ′0 < ϕi for any 1 ≤ i ≤ k − 1 < kψ′0 , and this contradicts with the definition of ϕk.

Therefore in both cases, we found contradictions. Thus we conclude that a0 is a maximal

abelian subspace of p0. Therefore, a is a maximal abelican subspace of p.

Remark 4.3.7 We remark that this proposition is a generalization of the same property for

GR when GR/K is a Hermitian symmetric space, which is originally proved in [27, Lemma
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7, Lemma 8]. We will give the original proof in Appendix A Lemma A.2.2 for Lemma 4.3.6,

which is provided in [51] and analogous to the proof of [27, Lemma 7, Lemma 8].

For further use, we also state a proposition about the maximal abelian subspaces of p0

according to [28, Ch V],

Proposition 4.3.8 Let a′0 be an arbitrary maximal abelian subspaces of p0, then there exists

an element k ∈ K such that k · a0 = a′0. Moreover, we have

p0 =
⋃
k∈K

Ad(k) · a0,

where Ad denotes the adjoint action of K on a0.

4.4 Hodge metric

In [25], Griffiths and Schmid defined a Hermitian metric on D, which is the so-called Hodge

metric on the period domain D. Here we will briefly describe this Hermitian metric. As

D ∼= GR/V , the tangent space of D at eV is isomorphic to g0/v0, where e is the identity

element in GR. Moreover, there is an natural isomorphism between n+ = τc(n−) = τ0(n−)

and g0/v0 via the quotient map induced by the embedding i1 : n+ → g0, which is given in

(3.11). And

(X, Y ) = −B(X, τc(Y )), X, Y ∈ n+

defines an adjoint V -invariant inner product on n+. By translation, the inner product gives

rise to a GR-invariant Hermitian metric on D. Because of its homogeneity, this metric turns

D into a complete Hermitian manifold.

By Proposition 4.2.1 for Calabi–Yau type manifolds, we know that ΦZm : Zm → D/Γ,Φ :

T → D are both locally injective. Thus it follows from [25] that the pull-backs of h by ΦZm

and Φ on Zm and T respectively are both well-defined Kähler metrics. By abuse of notation,

we still call these pull-back metrics on Zm and T the Hodge metrics.
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4.5 Boundedness of the period map on the Teichmüller space

Now let us fix a base point p ∈ T with Φ(p) ∈ D. Then according to the discussion in §3.2,

N+ can be viewed as a subset in Ď by identifying it with its orbit in Ď with base point Φ(p).

Thus N+ ∩D ⊆ D. We define

Ť = Φ−1(N+ ∩D).

At the base point Φ(p) = o ∈ N+ ∩ D, the holomorphic tangent space T 1,0
o N+ = T 1,0

o D '

n+ ' N+, then the Hodge metric on T 1,0
o D induces an Euclidean metric on N+. In the proof

of the following lemma, we require all the root vectors to be unit vectors with respect to this

Euclidean metric.

Recall the definition of T 1,0
o,h Ď, as another interpretation of this holomorphic horizontal

bundle at the base point, one has

T 1,0
o,h Ď ' T 1,0

o Ď ∩
n⊕
k=1

Hom(F k
p /F

k+1
p , F k−1

p /F k
p ). (4.9)

In [48], a holomorphic mapping Ψ : M → Ď of a complex manifold M into Ď is called

horizontal if at each point o of M , the induced map between the holomorphic tangent spaces

takes values in the horizontal holomorphic tangent space T 0,1
o,h Ď. It is easy to see that the

period map Φ : T → D is horizontal since Φ∗(T
1,0
p T ) ⊆ T 1,0

o,hD for any p ∈ T . Since D is an

open set in Ď, we have the following relation:

T 1,0
o,hD = T 1,0

o,h Ď
∼= b⊕ g−1,1/b ↪→ g/b ∼= n+. (4.10)

In particular, we may also identify b ⊕ g−1,1/b with g−1,1 by fixing the based point. Thus

Φ∗(T
1,0
p T ) ⊆ T 1,0

o,hD ⊆ g−1,1.

Since the period map is a horizontal map, and the geometry of horizontal slices of the

period domain D is similar to Hermitian symmetric space as discussed in detail in [25], the

proof the following theorem is basically an analogue of the proof of the Harish-Chandra

embedding theorem for Hermitian symmetric spaces, see for example [27, 41].
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Proposition 4.5.1 The restriction of the period map Φ : Ť → N+ is bounded in N+ with

respect to the Euclidean metric on N+.

Proof We need to show that there exists 0 ≤ C <∞ such that for any q ∈ Ť , dE(Φ(p),Φ(q)) ≤

C, where dE is the Euclidean distance on N+.

For any q ∈ Ť , as the period map is horizontal, there exists a vector X+ ∈ g−1,1 ⊆ n+ and

a real number T0 such that β(t) = exp(tX+) defines a geodesic β : [0, T0]→ N+ ⊆ GC from

β(0) = I to β(T0) with π1(β(T0)) = Φ(q), where π1 : N+ → N+B/B ⊆ Ď is the projection

map with the fixed base point Φ(p) = o ∈ D. In this proof, we will not distinguish N+ ⊆ GC

from its orbit N+B/B ⊆ Ď with the fixed base point Φ(p) = o.

Consider X− = τ0(X+) ∈ g1,−1, then X = X+ + X− ∈ (g−1,1 ⊕ g1,−1) ∩ g0. For any

q ∈ Ť , there exists T1 such that γ = exp(tX) : [0, T1]→ GR defines a geodesic from γ(0) = I

to γ(T1) ∈ GR such that π2(γ(T1)) = Φ(q) ∈ D, where π2 : GR → GR/V ' D denotes the

projection map with the fixed base point Φ(p) = o.

Let Λ = {ϕ1, · · · , ϕr} ⊆ ∆+
p be a set of strongly orthogonal roots given in Proposition

4.3.6, such that the maximal abelian subspace a in p is

a =
r∑
i=1

C(eϕi + e−ϕi ).

We denote xϕi = eϕi + e−ϕi and yϕi =
√
−1(eϕi − e−ϕi) for any ϕi ∈ Λ. Then

a0 = Rxϕ1
⊕ · · · ⊕ Rxϕr , and ac = Ryϕ1

⊕ · · · ⊕ Ryϕr ,

are maximal abelian spaces in p0 and
√
−1p0 respectively.

Since X ∈ g−1,1 ⊕ g1,−1 ⊆ p0, by Proposition 4.3.8, there exists k ∈ K such that X ∈

Ad(k) · a0. As the adjoint action of K on p0 is unitary action and we are considering the

length in this proof, we may simply assume that X ∈ a0 up to a unitary transformation.

With this assumption, there exists λi ∈ R for 1 ≤ i ≤ r such that

X = λ1xϕ1
+ λ2xϕ2

+ · · ·+ λrxϕr
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Since a0 is commutative, we have

exp(tX) = exp(
r∑
i=0

λixϕi ) =
r∏
i=1

exp(tλixϕi ).

Now for each ϕi ∈ Λ, we have SpanC{eϕi , e−ϕi , hϕi} ' sl2(C) with

hϕi 7→

 1 0

0 −1

 , eϕi 7→

 0 1

0 0

 , e−ϕi 7→

 0 0

1 0

 ;

and SpanR{xϕi , yϕi ,
√
−1hϕi} ' sl2(R) with

√
−1hϕi 7→

 i 0

0 −i

 , xϕi 7→

 0 1

1 0

 , y−ϕi 7→

 0 i

−i 0

 .
Since Λ = {ϕ1, · · · , ϕr} is a set of strongly orthogonal roots, we have that

gC(Λ) = SpanC{eϕi , e−ϕi , hϕi}
r
i=1 ' (sl2(C))r,

and gR(Λ) = SpanR{xϕi , y−ϕi ,
√
−1hϕi}

r
i=1 ' (sl2(R))r.

In fact, we know that for any ϕ, ψ ∈ Λ with ϕ 6= ψ, since ϕ is strongly orthogonal

to ψ, we have [e±ϕ , e±ψ ] = 0; since h is abelian, we have[h
φ
, h

ψ
] = 0; and [hϕ , e±ψ ] =

√
−1[[eϕ , e−ϕ ], e±ψ ] =

√
−1[e−ϕ , [eϕ , e±ψ ]] = 0.

Then we denoteGC(Λ) = exp(gC(Λ)) ' (SL2(C))r andGR(Λ) = exp(gR(Λ)) = (SL2(R))r,

which are subgroups of GC and GR respectively. With the fixed reference point o = Φ(p),

we denote D(Λ) = GR(Λ)(o) and S(Λ) = GC(Λ)(o) to be the corresponding orbits of these

two subgroups, respectively. Then we have the following isomorphisms,

D(Λ) = GR(Λ) ·B/B ' GR(Λ)/GR(Λ) ∩ V, (4.11)

S(Λ) ∩ (N+B/B) = (GC(Λ) ∩N+) ·B/B ' (GC(Λ) ∩N+)/(GC(Λ) ∩N+ ∩B). (4.12)

With the above notations, we claim the following:

(i). D(Λ) ⊆ S(Λ) ∩ (N+B/B) ⊆ Ď;

(ii). D(Λ) is bounded inside S(Λ) ∩ (N+B/B);
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(iii). S(Λ) ∩ (N+B/B) is totally geodesic in N+B/B.

To prove the claim, notice that since X ∈ g−1,1 ⊕ g1,−1. By Lemma 4.3.2, we know that for

each pair of roots {eϕi , e−ϕi}, either eϕi ∈ g−1,1 ⊆ n+ and e−ϕi ∈ g1,−1, or eϕi ∈ g1,−1 and

e−ϕi ∈ g−1,1 ⊆ n+. For notation simplicity, for each pair of root vectors {eϕi , e−ϕi}, we may

assume the one in g−1,1 ⊆ n+ to be eϕi and denote the one in g1,−1 by e−ϕi . In this way, one

can check that {ϕ1, · · · , ϕr} may not be a set in ∆+
p , but it is a set of strongly orthogonal

roots in ∆p. Therefore, we have the following description of the above groups,

GR(Λ) = exp(gR(Λ)) = exp(SpanR{xϕ1
, yϕ1

,
√
−1hϕ1

, · · · , xϕr , yϕr ,
√
−1hϕr})

GR(Λ) ∩ V = exp(gR(Λ) ∩ v0) = exp(SpanR{
√
−1hϕ1

, ·,
√
−1hϕr})

GC(Λ) ∩N+ = exp(gC(Λ) ∩ n+) = exp(SpanC{eϕ1
, eϕ2

, · · · , eϕr});

GC(Λ) ∩B = exp(gC(Λ) ∩ b) = exp(SpanC(hϕ1
, e−ϕ1

, · · · , hϕr , e−ϕr}).

Thus by the isomorphisms in (4.11) and (4.12), we have

D(Λ) '
r∏
i=1

exp(SpanR{xϕi , yϕi ,
√
−1hϕi})/ exp(SpanR{

√
−1hϕi},

S(Λ) ∩ (N+B/B) '
r∏
i=1

exp(SpanC{eϕi}).

Let us denote GC(ϕi) = exp(SpanC{eϕi , e−ϕi , hϕi}) ' SL2(C), S(ϕi) = GC(ϕi)(o), and

GR(ϕi) = exp(SpanR{xϕi , yϕi ,
√
−1hϕi}) ' SL2(R), D(ϕi) = GR(ϕi)(o). On one hand, each

point in S(ϕi) ∩ (N+B/B) can be represented by

exp(zeϕi ) =

 1 0

z 1

 for some z ∈ C.

Thus S(ϕi)∩ (N+B/B) ' C. One the other hand, denote z = a+ bi for some a, b ∈ R, then

exp(axϕi + byϕi ) =

 cosh |z| z̄
|z| sinh |z|

z
|z| sinh |z| cosh |z|


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=

 1 0

z
|z| tanh |z| 1

 cosh |z| 0

0 (cosh |z|)−1

 1 z̄
|z| tanh |z|

0 1



= exp

[
(
z

|z|
tanh |z|)eϕi

]
exp

[
(− log cosh |z|)hϕi

]
exp

[
(
z̄

|z|
tanh |z|)e−ϕi

]
.

So elements in D(ϕi) can be represented by exp[(z/|z|)(tanh |z|)eϕi ], i.e. the lower triangular

matrix  1 0

z
|z| tanh |z| 1

 ,
Therefore D(ϕi) ⊆ S(ϕi) ∩ N+B/B ∼= C. Moreover, as z

|z| tanh |z| is a point in the unit

disc D of the complex plane, D(ϕi) is isomorphic to unit disc D in the complex plane

S(ϕi) ∩ (N+B/B) ∼= C. Therefore D(Λ) ⊆ S(Λ) ∩N+B/B and

D(Λ) ' Dr and S(Λ) ∩N+ ' Cr.

This proves both (i) and (ii) in the claim. To complete the proof of the claim, we only

need to show that S(Λ) ∩ (N+B/B) is totally geodesic in N+B/B. In fact, the tangent

space of N+ at the base point is n+ and the tangent space of S(Λ) ∩ N+B/B at the

base point is SpanC{eϕ1
, eϕ2

, · · · , eϕr}. Since SpanC{eϕ1
, eϕ2

, · · · , eϕr} is a sub-Lie algebra of

n+, the corresponding orbit S(Λ) ∩ N+B/B is totally geodesic in N+B/B. Here the basis

{eϕ1
, eϕ2

, · · · , eϕr} is an orthonormal basis with respect to the pull-back Euclidean metric.

This proves the claim.

As a consequence, we get that for any q ∈ Ť , Φ(q) ∈ D(Λ). This implies

dE(Φ(p),Φ(q)) ≤
√
r

where dE is the Euclidean distance on S(Λ) ∩ N+B/B. Since S(Λ) ∩ N+B/B is totally

geodesic in N+, it follows that dE(Φ(p),Φ(q)) is also bounded in N+B/B, with dE the

Euclidean distance on N+B/B.
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Although not needed in the proof of the above theorem, we can also show that the above

inclusion of D(ϕi) in D is totally geodesic in D with respect to the Hodge metric. In fact,

the tangent space of D(ϕi) at the base point is SpanR{xϕi , yϕi} which satisfies

[xϕi , [xϕi , yϕi ]] = 4yϕi ,

[yϕi , [yϕi , xϕi ]] = 4xϕi .

So the tangent space of D(ϕi) forms a Lie triple system, and consequently D(ϕi) gives a

totally geodesic in D. The fact that the exponential map of a Lie triple system gives a totally

geodesic in D is from (cf. [28] Ch 4 §7), and we note that this result still holds true for

locally homogeneous spaces instead of only for symmetric spaces. And the pull-back of the

Hodge metric on D(ϕi) is G(ϕi) invariant metric, therefore must be the Poincare metric on

the unit disc. In fact, more generally, we have

Lemma 4.5.2 If G̃ is a subgroup of GR, then the orbit D̃ = G̃(o) is totally geodesic in D,

and the induced metric on D̃ is G̃ invariant.

Proof Firstly, D̃ ' G̃/(G̃∩V ) is a quotient space. The induced metric of the Hodge metric

from D is GR-invariant, and therefore G̃-invariant. Now let γ : [0, 1]→ D̃ be any geodesic,

then there is a local one parameter subgroup S : [0, 1]→ G̃ such that, γ(t) = S(t) ·γ(0). On

the other hand, because G̃ is a subgroup of GR, we have that S(t) is also a one parameter

subgroup of GR, therefore the curve γ(t) = S(t) · γ(0) also gives a geodesic in D. Since

geodesics on D̃ are also geodesics on D, we have proved D̃ is totally geodesic in D.

In order to prove Theorem 4.5.5, we first show that T \Ť is an analytic subvariety of T

with codimC(T \Ť ) ≥ 1.

Recall that for a Calabi–Yau type manifold M , we have that there exists s ≥ [n/2] + 1

such that Hs′,n−s′(M,C) = 0 for any s′ > s, and dimCH
s,n−s
pr (M,C) = 1. Let us also fix

an adapted basis (η0, · · · , ηm−1) for the Hodge decomposition of the base point Φ(p) ∈ D.

The we can identify elements is N+ with nonsingular block lower triangular matrices whose

diagonal blocks are all identity submatrices.
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Lemma 4.5.3 Let p ∈ T be the base point with Φ(p) = {F s
p ⊆ F s−1

p ⊆ · · · ⊆ F n−s
p }. Let

q ∈ T be any point with Φ(q) = {F s
q ⊆ F s−1

q ⊆ · · · ⊆ F n−s
q }, then Φ(q) ∈ N+ if and only if

F k
q is isomorphic to F k

p for all n− s ≤ k ≤ s.

Proof For any q ∈ T , we choose an arbitrary adapted basis {ζ0, · · · , ζm−1} for the given

Hodge filtration {F s
q ⊆ F s−1

q ⊆ · · · ⊆ F n−s
q }. Recall that {η0, · · · , ηm−1} is the adapted basis

for the Hodge filtration {F s
p ⊆ F s−1

p ⊆ · · · ⊆ F n−s
p } for the base point p. Let [Ai,j(q)]0≤i,j≤2s−n

be the transition matrix between the basis {η0, · · · , ηm−1} and {ζ0, · · · , ζm−1} for the same

vector space Hn(M,C), where Ai,j(q) are the corresponding blocks. Recall that elements

in N+ and B have matrix representations with the fixed adapted basis at the base point:

elements in N+ can be realized as nonsingular block lower triangular matrices with identity

blocks in the diagonal; elements in B can be realized as nonsingular block upper triangular

matrices. Therefore Φ(q) ∈ N+ = N+B/B ⊆ Ď if and only if its matrix representation

[Ai,j(q)]0≤i,j≤2s−n can be decomposed as L(q) ·U(q), where L(q) is a nonsingular block lower

triangular matrix with identities in the diagonal blocks, and U(q) is a nonsingular block

upper triangular matrix. By basic linear algebra, we know that [Ai,j(q)]0≤i,j≤2s−n has such

decomposition if and only if det[Ai,j(q)]0≤i,j≤k 6= 0 for any 0 ≤ k ≤ 2s − n. In particular,

we know that [A(q)i,j]0≤i,j≤k is the transition map between the bases of F s−k
p and F s−k

q .

Therefore, det([A(q)i,j]0≤i,j≤k) 6= 0 if and only if F s−k
p is isomorphic to F s−k

q .

Lemma 4.5.4 The subset Ť is an open dense submanifold in T , and T \Ť is an analytic

subvariety of T with codimC(T \Ť ) ≥ 1.

Proof From Lemma 4.5.3, one can see that Ď \N+ ⊆ Ď is defined as a analytic subvariety

by equations

det[Ai,j(q)]0≤i,j≤k = 0 for each 0 ≤ k ≤ 2s− n.

Therefore N+ is dense in Ď, and that Ď \N+ is an analytic subvariety, which is close in Ď

and codimC(Ď\N+) ≥ 1. We consider the period map Φ : T → Ď as a holomorphic map

to Ď, then T \ Ť = Φ−1(Ď \ N+) is the pre-image of the holomorphic map Φ. So T \ Ť
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is also an analytic subvariety and a close set in T . Because T is smooth and connected, if

dim(T \ Ť ) = dim T , then T \ Ť = T and Ť = ∅. But this contradicts to the fact that

the reference point p ∈ Ť . Therefore we have dim(T \ Ť ) < dim T , and as a consequent

codimC(T \Ť ) ≥ 1.

We give another proof for this lemma in a more direct manner in Appendix A Lemma A.2.3.

Theorem 4.5.5 The image of Φ : T → D lies in N+ ∩ D and is bounded with respect to

the Euclidean metric on N+.

Proof According to Lemma 4.5.4, T \Ť is an analytic subvariety of T and the complex

codimension of T \Ť is at least one; by Proposition 4.5.1, the holomorphic map Φ : Ť →

N+ ∩ D is bounded in N+ with respect to the Euclidean metric. Thus by the Riemann

extension theorem, there exists a holomorphic map Φ′ : T → N+ ∩D such that Φ′|
Ť

= Φ|
Ť

.

Since as holomorphic maps, Φ′ and Φ agree on the open subset Ť , they must be the same

on the entire T . Therefore, the image of Φ is in N+ ∩ D, and the image is bounded with

respect to the Euclidean metric on N+. As a consequence, we also get T = Ť = Φ−1(N+).
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CHAPTER 5

A global Torelli theorem for Calabi–Yau type

manifolds

In this chapter, we will prove a global Torelli theorem on the Teichmüller space of polarized

and marked Calabi–Yau type manifolds, which states that the period map Φ : T → D is

injective. The results in this chapter are collaborating work with F. Guan and K. Liu. The

original work can be found in [10, 11].

We take a geometric approach to the problem, which has traditionally been studied via

more algebraic techniques. Our proof consists of two main geometric constructions, the

holomorphic affine structure on the Teichmüller space and the Hodge metric completion

space of the Teichmüller space. Then we use these constructions to prove the theorem

as follows. We extend the affine structure to the Hodge metric completion space, which

together with the completeness allows us to connect any two points with a straight line. We

can thus reduce the question of global injectivity of the extended period map to the question

of injectivity on any such straight line. This can then be proven using the local injectivity

of the period map.

Following the above idea, in § 5.1, we construct the affine structure on the Teichmüller

space. In § 5.2, we construct the Hodge metric completion space and the extended period

map on the Hodge metric completion space. In § 5.3, we prove the global Torelli theorem

on the Teichmüller space of polarized and marked Calabi–Yau type manifolds. In § 5.4, we

prove that the Hodge metric completion of the Teichmüller space is a domain of holomorphy

using the global Torelli theorem.
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5.1 Affine structure on the Teichmüller space

We first review the definition of complex affine manifolds. One may refer to [40, page 215]

for more details.

Definition 5.1.1 Let M be a complex manifold of complex dimension n. If there is a coor-

dinate cover {(Ui, φi); i ∈ I} of M such that φik = φi ◦ φ−1
k is a holomorphic affine trans-

formation on Cn whenever Ui ∩ Uk is not empty, then {(Ui, φi); i ∈ I} is called a complex

affine coordinate cover on M and it defines a holomorphic affine structure on M .

Let us still fix an adapted basis (η0, · · · , ηm−1) for the Hodge decomposition of the base

point Φ(p) ∈ D. Recall that we can identify elements in N+ with nonsingular block lower

triangular matrices whose diagonal blocks are all identity submatrix, and element in B with

nonsingular block upper triangular matrices. Therefore N+ ∩B = {Id}.

By Theorem 4.5.5, we know that T = Φ−1(N+). Therefore, each Φ(q) can be represented

by a block lower triangular matrices whose diagonal blocks are all identity submatrices for

any q ∈ T . In particular, such representation is unique. In fact, for any Φ(q) ∈ N+,

let us assume there are two lower triangular matrices A and A′, whose diagonal matrix

are all identity submatrices, and both represent elements Φ(q) ∈ N+. Then as here we

view N+
∼= N+B/B ⊆ Ď, there exists a matrix C representing an element in B such that

A = A′C. Since (A′)−1A = C ∈ N+ ∩B = {Id}, the matrix C mush be the identity matrix.

Thus A = A′. We denote by φ(q), which is nonsingular block lower triangular matrices

whose diagonal blocks are all identity submatrices and represents the point Φ(q) ∈ N+

under the fixed adapted basis for the Hodge decomposition of the base point. Let us denote

φ(q) = [φij(q)]0≤i,j≤m−1 = [φi,j(q)]0≤i,j≤2n−s, where φij(q) is the (i, j)-th entry of φ(q), and

φi,j(q) is the (i, j)-th block of φ(q). Thus we can define a holomorphic map

τ : T → CN ∼= Hs,n−s
p , τ(q) = (τ1(q), τ2(q), · · · , τN(q)) = (φ10(q), φ20(q), · · · , φN0(q)).

Notice that according to our convention of block matrix in (3.10), τ(q) is actually the trans-

pose of the (1, 0)-block of φ(q). The following Proposition 5.1.3, which originally given in
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[10, 11], will show that τ gives desired affine structure on T .

Remark 5.1.2 If we define the following projection map with respect to the base point and

the its pre-fixed adapted basis to the Hodge decomposition,

P : N+ ∩D → Hs,n−s
p

∼= CN , ψ 7→ (η1, · · · , ηN)ψ(1,0) = ψ10η1 + · · ·+ ψN0ηN , (5.1)

where ψ(1,0) is the (1, 0)-block of the unipotent matrix F , according to our convention in

(3.10), then τ = P ◦ Φ : T → CN .

Proposition 5.1.3 The holomorphic map τ = (τ1, · · · , τN) : T → CN defines a coordinate

chart around each point q ∈ T .

Proof We have that the generator {η0} ⊆ Hs,n−s
p , the generators {η1, · · · , ηN} ⊆ Hs−1,n−s+1

p ,

and the generators {ηN+1, · · · , ηm−1} ∈ ⊕k≥n−s+2H
n−k,k
p .

Recall that φ(q) = [φij(q)]0≤i,j≤m−1 = [φi,j(q)]0≤i,j≤2s−n is a block lower triangular matrix

with the diagonal blocks all equal to identity submatrices, where φij(q) is the (i, j)-th entry

of φ(q), and φi,j(q) is the (i, j)-th block of φ(q). On one hand, the submatrix [φi0(q)]0≤i≤m−1

allows one to define the following map:

Ω : T → F s
q , Ω(q) = (η0, · · · , ηm−1)(φ00(q), φ10(q), · · · , φN0(q), · · · )T .

As φ00(q) = φ0,0(q) = 1, we have Ω(q) = η0 + τ1(q)η1 + τ2(q)η2 + · · · τN(q)ηN + g0(q) ∈ F s
q ,

where g0(q) ∈
⊕

k≥n−s+2H
n−k,k
p . On the other hand, the submatrix [φij(q)]0≤i≤m−1,1≤j≤N

allows up to define the following map:

(θ1, · · · , θN) : T → F s−1
q , (θ1(q), · · · , θN(q)) 7→ (η1, · · · , ηm−1)[φij(q)]0≤i≤m−1,1≤j≤N .

Again, as [φij(q)]1≤i,j≤N = φ1,1(q) = IN×N , where IN×N is the N × N identity matrix, we

can also write,

θ1(q) = η1 + g1(q), · · · · · · , θN(q) = ηN + gN(q) ∈ F s−1
q , (5.2)

where gk(q) ∈
⊕

k≥n−s+2H
n−k,k
p .
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As {Ω(q), θ1(q), · · · , θN(q)} are linear independent, it forms a basis for F s−1
q for each

q ∈ T . By Proposition 4.2.1, we also know that for any holomorphic coordinate {σ1, · · · , σN}

around q, {Ω(q), ∂Ω(q)
∂σ1

, · · · , ∂Ω(q)
∂σN
} forms a basis of F s−1

q . Thus as both {Ω(q), θ1(q), · · · , θN(q)}

and {Ω(q), ∂Ω(q)
∂σ1

, · · · , ∂Ω(q)
∂σN
} are bases for F s−1

q , there exists {X1, · · · , XN} with

Xk =
N∑
i=1

aik
∂

∂σi
for each 1 ≤ k ≤ N

such that

θk = Xk(Ω(q)) + λkΩ(q) = ηk + gk(q)

= Xk(τ1(q))η1 + · · ·+Xk(τN(q))ηN +Xk(g0(q)) + λk(η0 + τ1(q)η1 + · · · τN(q)ηN + g0(q))

for all 1 ≤ k ≤ N , as Ω(q) = η0 + τ1(q)η1 + τ2(q)η2 + · · · τN(q)ηN + g0(q). By comparing the

coefficient of η0 for the expressions of θk, we get λk = 0. Thus we have

Xk(Ω(q)) = θk(q) = ηk + gk(q) for each 1 ≤ k ≤ N. (5.3)

Since {θ1(q), · · · , θN(q)} is a linearly independent subset of F s−1
q , we know that {X1, · · · , XN}

is also linearly independent in T 1,0
q (T ). Therefore {X1, · · · , XN} forms a basis for T 1,0

q (T ).

Without loss of generality, we may assume Xk = ∂
∂σk

for each 1 ≤ k ≤ N . Thus by (5.3), we

have
∂Ω(q)

∂σk
= θk = ηk + gk(q) for any 1 ≤ k ≤ N.

Since we also have

∂Ω(q)

∂σk
=

∂

∂σk
(η0 + τ1(q)η1 + τ2(q)η2 + · · · τN(q)ηN + g0(q)),

we get
[
∂τi(q)
∂σj

]
1≤i,j≤N

= IN . This shows that τ∗ : T 1,0
q (T )→ Tτ(q)(CN) is an isomorphism for

each q ∈ T , as { ∂
∂σ1
, · · · , ∂

∂σN
} is a basis for T 1,0

q (T ).

By Proposition 5.1.3, the global holomorphic map τ : T → CN defines local coordinate

map around each point q ∈ T . In particular, the map τ itself gives a global holomorphic

coordinate for T . Thus the transition maps are all identity maps. Therefore,
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Theorem 5.1.4 The global holomorphic coordinate map τ : T → CN defines a holomorphic

affine structure on T .

Remark 5.1.5 This affine structure on T depends on the choice of the base point p. Affine

structures on T defined in this ways by fixing different base point may not be compatible with

each other.

5.2 Hodge metric completion spaces

Recall that we assume that there exists m0 ∈ Z such that for any m ≥ m0, the moduli

space Zm is a connected quasi-projective smooth complex manifolds with a versal family

XZm → Zm of projective manifolds with level m structures, containing M as a fiber and

polarized by an ample line bundle LZm on XZm . We then proved that the Teichmüller space

T is the universal cover of Zm for anym ≥ m0 with the universal covering map πm : T → Zm.

Then by the work of Viehweg in [63], we can find a smooth projective compactification Z̄m

such that Zm is open in Z̄m and the complement Z̄m\Zm is a divisor of normal crossing.

Therefore, Zm is dense and open in Z̄m with the complex codimension of the complement

Z̄m\Zm at least one. Moreover, as Z̄m a compact space, it is a complete space. Let us

now take ZH
m

to be completion space of Zm with respect to the Hodge metric on Zm. Then

ZH
m

is the smallest complete space with respect to the Hodge metric that contains Zm. In

particular, ZH
m
⊆ Z̄m. Therefore, the complex codimension of the complement ZH

m
\Zm is at

least one. Moreover, we have the following properties of the completion space ZH
m

, which is

originally proved in [10, 11].

Lemma 5.2.1 The Hodge metric completion ZH
m

is a dense and open smooth submanifold

in Z̄m, and the complex codimenison of ZH
m
\Zm is at least one.

Proof It suffices to show that ZH
m

is an open subset in Z̄m. Since Z̄m\Zm is a normal

crossing divisor in Z̄m , any point q ∈ Z̄m\Zm has a neighborhood Uq ⊂ Z̄m such that

Uq ∩ Zm is biholomorphic to (∆∗)k ×∆N−k. Given a fixed reference point p ∈ Zm, and any
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point p′ ∈ Uq ∩ Zm, there is a piecewise smooth curve γp,p′ : [0, 1] → Zm connecting p and

p′ since Zm is a path connected manifold. There is also a piecewise smooth curve γp′,q in

Uq ∩Zm connecting p′ and q. Therefore, there is a piecewise smooth curve γp,q : [0, 1]→ Z̄m
connecting p and q with γp,q((0, 1)) ⊂ Zm. Thus for any point q ∈ Z̄m , we can define the

Hodge distance between q and p by

dH(p, q) = inf
γp,q

LH(γp,q),

where LH(γp,q) denotes the length of the curve γp,q with respect to the Hodge metric on Zm,

and the infimum is taken over all piecewise smooth curves γp,q : [0, 1] → Z̄m connecting p

and q with γp,q((0, 1)) ⊂ Zm .

Then ZH
m

is the set of all the points q in Z̄m with dH(p, q) <∞, and the complement set

Z̄m\ZHm contains all the points q in Z̄m with dH(p, q) = ∞. Now let {qk}∞k=1 ⊂ Z̄m\ZHm be

a convergent sequence and assume that the limit of this sequence is q∞. Then the Hodge

distance between the reference point p and the limiting point q∞ is clearly d(p, q∞) = ∞

as well, since d(p, qk) = ∞ for all k. Thus q∞ ∈ Z̄m\ZHm . Therefore, the set of the points

of Hodge infinite distance form p is a close set in Z̄m . We conclude that ZH
m

is an open

submanifold of Z̄m .

We give an another proof of the above in Appendix A Lemma A.2.4, which is also originally

given in [10].

We recall some basic properties about metric completion space we are using in this paper.

We know that the metric completion space of a connected space is still connected. Therefore,

ZH
m

is connected.

Suppose (X, d) is a metric space with the metric d. Then the metric completion space of

(X, d) is unique in the following sense: if X̄1 and X̄2 are complete metric spaces that both

contain X as a dense set, then there exists an isometry f : X̄1 → X̄2 such that f |X is the

identity map on X. Moreover, as mentioned above that the metric completion space X̄ of

X is the smallest complete metric space containing X in the sense that any other complete

space that contains X as a subspace must also contains X̄ as a subspace.
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Moreover, suppose X̄ is the metric completion space of the metric space (X, d). If there

is a continuous map f : X → Y which is a local isometry with Y a complete space, then

there exists a continuous extension f̄ : X̄ → Y such that f̄ |X = f .

In the rest of the thesis, unless otherwise pointed out, when we mention a complete space,

the completeness is always with respect to the Hodge metric.

Let T H
m

be the universal cover of ZH
m

with the universal covering map πH
m

: T H
m
→

ZH
m

. Thus T H
m

is a connected and simply connected complete smooth complex manifold

with respect to the Hodge metric. The complete manifold T H
m

is called the Hodge metric

completion space with level m structure. Since ZH
m

is the Hodge metric completion of Zm,

we have the continuous extension map ΦH
Zm

: ZH
m
→ D/Γ. In particular, we obtain the

following commutative diagram:

T im //

πm

��

T H
m

πH
m
��

Φ
H

m // D

πD

��
Zm i // ZH

m

ΦHZm // D/Γ,

(5.4)

with i the inclusion map, im a lifting map of i ◦ πm, πD the covering map and Φ
H

m
a lifting

map of ΦH
Zm
◦πH

m
. By Lemma A.3.1 in Appendix A, which is originally proved in [10, Lemma

A.1], there exists a suitable choice of im and ΦH
m

such that ΦH
m
◦ im = Φ. We will fix such

choice of im and Φ
H

m
in the rest of the thesis. Moreover, we have the following result which

is also originally proved in Proposition 4.3 in [10].

Proposition 5.2.2 The image Tm := im(T ) equals to the preimage (πH
m

)−1(Zm).

Proof Because of the commutativity of diagram (5.6), we have that πH
m

(im(T )) = i(πm(T )) =

Zm. Therefore, Tm = im(T ) ⊆ (πH
m

)−1(Zm). For the other direction, we need to show that

for any point q ∈ (πH
m

)−1(Zm) ⊆ T H
m

, one has q ∈ im(T ) = Tm.

Let p = πH
m

(q) ∈ i(Zm), Let x1 ∈ π−1
m (i−1(p)) ⊆ T be an arbitrary point, then

πH
m

(im(x1)) = i(πm(x1)) = p and im(x1) ∈ (πH
m

)−1(p) ⊆ T H
m

.
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As T H
m

is a connected smooth complex manifold, T H
m

is path connected. Therefore, for

im(x1) and q ∈ T H
m

, there exists a curve γ : [0, 1] → T H
m

with γ(0) = im(x1) and γ(1) = q.

Then the composition πH
m
◦ γ gives a loop on ZH

m
with πH

m
◦ γ(0) = πH

m
◦ γ(1) = p. Lemma

A.3.2 implies that there is a loop Γ on Zm with Γ(0) = Γ(1) = i−1(p) such that

[i ◦ Γ] = [πH
m
◦ γ] ∈ π1(ZH

m
),

where π1(ZH
m

) denotes the fundamental group of ZH
m

. Because T is universal cover of Zm,

there is a unique lifting map Γ̃ : [0, 1] → T with Γ̃(0) = x1 and πm ◦ Γ̃ = Γ. Again since

πH
m
◦ im = i ◦ πm, we have

πH
m
◦ im ◦ Γ̃ = i ◦ πm ◦ Γ̃ = i ◦ Γ : [0, 1]→ Zm.

Therefore [πH
m
◦ im ◦ Γ̃] = [i ◦ Γ] ∈ π1(Zm), and the two curves im ◦ Γ̃ and γ have the same

starting points im◦Γ̃(0) = γ(0) = im(x1). Then the homotopy lifting property of the covering

map πH
m

implies that im ◦ Γ̃(1) = γ(1) = q. Therefore, q ∈ im(T ), as needed.

Since Zm is an open submanifold in ZH
m

and πH
m

: T H
m
→ ZH

m
is a holomorphic covering

map, the preimage Tm is then a connected open submanifold in T H
m

. In particular, since

the complex codimension of ZH
m
\Zm in ZH

m
is at least one, the complex codimension of

T H
m
\Tm is at least one in T H

m
as well. On the other hand, it is easy to check that Φm is a

holomorphic map from Tm to N+ ∩D, where N+ is identified with its unipotent orbit in Ď

by fixing the base point Φ(p) ∈ D with p ∈ T . In fact, according to the commutativity of

the diagram (5.6), we have im : T → Tm is the lifting of i ◦ πm, im is locally invertible. Since

πH
m
|Tm : Tm → Zm is holomorphic covering map, im is also holomorphic. As Φ = Φm ◦ im as

im(T ) = Tm with Φ and im both holomorphic and im locally invertible, Φm is holomorphic.

In particular, since Φm(Tm) = Φm(im(T )) = Φ(T ) ⊆ N+ ∩D, the map Φm is a holomorphic

map from Tm to N+ ∩D. Therefore, as Φm is locally bounded, we can apply the Riemann

extension theorem to Φm : Tm → N+ ∩D to first conclude that there exists a holomorphic

map Φ′m : T H
m
→ N+∩D such that Φ′m|Tm = Φm. Then since Φ′m and ΦH

m
are both continuous

extension of Φm and they agree on the open dense subset Tm, we conclude that ΦH
m

and Φ′m
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must agree on the whole set of T H
m

. Moreover, since Φ = im · Φm is bounded, so is Φm.

Therefore ΦH
m

is also bounded. Thus we get the following proposition.

Proposition 5.2.3 The map ΦH
m

is a bounded holomorphic map from T H
m

to N+ ∩D with

respect to the Hodge metric on N+.

In the rest of this section, we will prove affineness results about the space Tm and T H
m

. We

remark that the affine structures on Tm and T H
m

are induced from the affine structure on T .

Let P be the projection map given by (5.1) with the same fixed base point Φ(p) ∈ D

and p ∈ T and the fixed adapted basis (η0, · · · , ηm−1) for the Hodge decomposition of Φ(p).

Then based on the above proposition, we can define the following holomorphic map

τH
m

= P ◦ ΦH
m

: T H
m
→ CN . (5.5)

Moreover, we also have τ = P ◦ Φ = P ◦ ΦH
m ◦ im = τH

m
◦ im. Let us denote the restriction

map τm = τH
m
|Tm : Tm → CN in the following context. Then τH

m
is the continuous extension

of τm and τ = τm ◦ im. By the definition of τH
m

, we can easily conclude the following lemma,

which is originally in [10, 11].

Lemma 5.2.4 The restriction map τm : Tm → CN ∼= Hs,n−s
p is a local embedding. In

particular, τm defines a holomorphic affine structure on Tm.

Proof We know that i : Zm → ZHm is the natural inclusion map, πm, πH
m

are both universal

covering map. Since i ◦ πm = πH
m
◦ im, we have that im is locally biholomorphic. On the

other hand, we showed in Proposition 5.1.3 that τ is also a local embedding. Consider an

open cover {Uα}α∈Λ of Tm. We may assume that for each Uα ⊆ Tm, im is biholomorphic

on Uα and thus the inverse (im)−1 is also an embedding on Uα. We may also assume that

τ is an embedding on (im)−1(Uα). In particular, the relation τ = τm ◦ im implies that

τm|Uα = τ ◦ (im)−1|Uα is also an embedding on Uα. This shows that τm is a local embedding

on Tm. In particular, τm : Tm → CN defines a local coordinate map around each point of Tm.

Thus τm gives a holomorphic coordinate cover on Tm whose transition maps are all identity

maps. To conclude, we get that τm defines a holomorphic affine structure on Tm.
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As a corollary of the above lemma, we conclude the following property of the map τH
m

.

One may refer to [10, Lemma 4.7] for the original proof.

Corollary 5.2.5 The map τH
m

: T H
m
→ CN ∼= Hs,n−s

p is a local embedding.

Proof The proof uses mainly the affineness of τm : Tm → CN ∼= Hs−1,n−s+1
p . By Proposition

5.2.2, we know that Tm is dense and open in T H
m

. Thus for any point q ∈ T H
m

, there exists

{qk}∞k=1 ⊆ Tm such that limk→∞ qk = q. As τH
m

(q) ∈ Hs−1,n−s+1
p , we can take a neighborhood

W ⊆ Hs−1,n−s+1
p of τH

m
(q) with W ⊆ τH

m
(T H

m
).

Consider the projection map P : N+ → CN with P (F ) = F (1,0) the (1, 0) block of the

matrix F , and the decomposition of the holomorphic tangent bundle

T 1,0N+ =
⊕

n−s≤l≤k≤s

Hom(F k/F k+1, F l/F l+1).

In particular, the subtangent bundle Hom(F s, F s−1/F s) over N+ is isomorphic to the pull-

back bundle P ∗(T 1,0CN) of the holomorphic tangent bundle of CN through the projection

P . On the other hand, the holomorphic tangent bundle of Tm is also isomorphic to the

holomorphic bundle Hom(F s, F s−1/F s), where F s and F s−1 are pull-back bundles on Tm via

Φm from N+ ∩D. Since the holomorphic map τm = P ◦ Φm is a composition of P and Φm,

the pull-back bundle of T 1,0W through τm is also isomorphic to the tangent bundle of Tm.

Now with the fixed adapted basis {η1, · · · , ηN}, one has a standard coordinate (z1, · · · , zN)

on CN ∼= Hs−1,n−s+1
p such that each point in CN ∼= Hs−1,n−s+1

p is of the form z1η1+· · ·+zNηN .

Let us choose one special trivialization of

T 1,0W ∼= Hom(F s
p , F

s−1
p /F s−1

p )×W

by the standard global holomorphic frame (Λ1, · · · ,ΛN) = (∂/∂z1, · · · , ∂/∂zN) on T 1,0W .

Under this trivialization, we can identify T 1,0
o W with Hom(F s

p , F
s−1
p /F s

p ) for any o ∈ W .

Then (Λ1, · · · ,ΛN) are parallel sections with respect to the trivial affine connection on T 1,0W .

Let Uq ⊆ (τH
m

)−1(W ) be a neighborhood of q and let U = Uq∩Tm. Then the pull back sections

61



(τH
m

)∗(Λ1, · · · ,ΛN) : Uq → T 1,0Uq are tangent vectors of Uq, we denote them by (µH1 , · · · , µHN)

for convenience.

According to the proof of Lemma 5.2.4, we know that the restriction map τm is a local

embedding. Therefore the tangent map (τm)∗ : T 1,0
q′ U → T 1,0

o W is an isomorphism, for any

q′ ∈ U and o = τm(q′). Moreover, since τm is a holomorphic affine map, the holomorphic

sections (µ1, · · · , µN) := (µH1 , · · · , µHN)|
U

form a holomorphic parallel frame for T 1,0U . Under

the parallel frames (µ1, · · · , µN) and (Λ1, · · · ,ΛN), there exists a nonsingular matrix function

A(q′) = (aij(q
′))1≤i≤N,1≤j≤N , such that the tangent map (τm)∗ is given by

(τm)∗(µ1, · · · , µN)(q′) = (Λ1(o), · · · ,ΛN(o))A(q′), with q′ ∈ U and o = τm(q′) ∈ D.

Moreover, since (Λ1, · · · ,ΛN) and (µ1, · · · , µN) are parallel frames for T 1,0W and T 1,0U

respectively and τm is a holomorphic affine map, the matrix A(q′) = A is actually a

constant nonsingular matrix for all q′ ∈ U . In particular, for each qk ∈ U , we have

((τm)∗µ1, · · · , (τm)∗µN)(qk) = (Λ1(ok), · · · ,ΛN(ok))A, where ok = τm(qk). Because the tan-

gent map (τH
m

)∗ : T 1,0Uq → T 1,0W is a continuous map, we have that

(τH
m

)∗(µ
H
1 (q), · · · , µHN(q)) = lim

k→∞
(τm)∗(µ1(qk), · · · , µN(qk)) = lim

k→∞
(Λ1(ok), · · · ,ΛN(ok))A

= (Λ1(ō), · · · ,ΛN(ō))A, where ok = τm(qk) and ō = τH
m

(q).

As (Λ1(ō), · · · ,ΛN(ō)) forms a basis for T 1,0
ō W = Hom(F s

p , F
s−1
p /F s

p ) and A is nonsingular,

we can conclude that (τH
m

)∗ is an isomorphism from T 1,0
q Uq to T 1,0

ō W . This shows that

τH
m

: T H
m
→ CN ∼= Hs−1,n−s+1

p is a local embedding.

Theorem 5.2.6 The holomorphic map τH
m

: T H
m
→ CN is a local embedding, and it defines

a holomorphic affine structure on T H
m

.

Proof Since τH
m

: T H
m
→ CN is a local embedding and dim T H

m
= N , thus the same argu-

ments as the proof of Lemma 5.2.4 can be adopted to conclude τH
m

defines a global holomor-

phic affine structure on T H
m

.
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5.3 Global Torelli Theorem on the Teichmüller space

In this section, we prove that the global Torelli theorem on the Teichmüller space of polarized

and marked Calabi–Yau type manifolds, which states that the period map Φ : T → D is

injectitive. The main idea is that by realizing the following commutative diagram,

T

Φ

��
im // T H

m

Φ
H

m // D ,

we prove that the map Φ
H

m
and im are both injective to conclude that the period map Φ is

also injective.

In the proof of injectivity of ΦH
m

, the affine structure on the Hodge metric completion

space together with the completeness allows us to connect any two points with a straight

line. Then to prove the global injectivity of the extended period map, it suffices to prove the

injectivity of the period map on any such straight line. And finally the local injectivity of

the period map implies its injectivity on any such straight line. In the proof of the injectivity

of im, the properties that ΦH
m

is injective, that there are markings on the polarized Calabi–

Yau type manifolds, and that the Teichmüller space is simply connected come in to play

substantially

Proposition 5.3.1 The holomorphic map ΦH
m

: T H
m
→ D is injective.

Proof Since τH
m

= P ◦ΦH
m

: T H
m
→ CN , where P is a projection map, to show ΦH

m
is injective,

it is enough to prove τH
m

is injective, which is given by the following Lemma 5.3.2.

Lemma 5.3.2 The holomorphic map τH
m

: T H
m
→ CN is injective.

Proof Note that as T H
m

is a complex affine manifold, we have the notion of straight lines in

it with respect to the affine structure. We first claim that for any two points in T H
m
, there is

a straight line in T H
m

connecting them. Let us take an arbitrary point p ∈ T H
m

, and S ⊆ T
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be the set so that for any q ∈ S, there exists a straight line in T H
m

that connects p and q.

Then to show the claim, we need to show S = T H
m

, and this is enough to show that S is an

open and closed set in T H
m

.

We first show that S is a closed set. Let {qi}∞i=1 ⊆ S be a Cauchy sequence with respect

to the Hodge metric. Then for each i we have the straight line li connecting p and qi such

that li(0) = p, li(Ti) = qi for some Ti ≥ 0 and vi := ∂
∂t
li(0) a unit vector with respect to the

Euclidean metric on n+. We can view these straight lines li : [0, Ti] → T Hm as the solutions

of the affine geodesic equations l′′i (t) = 0 with initial conditions vi := ∂
∂t
li(0) and li(0) = p in

particular Ti = dE(p, qi) is the Euclidean distance between p and qi. It is well-known that

solutions of these geodesic equations analytically depend on their initial data.

Proposition 5.2.3 showed that ΦH
m

: T H
m
→ N+ ∩ D is a bounded map, which implies

that the image of ΦH
m

is bounded with respect to the Euclidean metric on N+. Because

a linear projection will map a bounded set to a bounded set, we have that the image of

τH
m

= P ◦ΦH
m

is also bounded in CN with respect to the Euclidean metric on CN . Passing to

a subsequence, we may therefore assume that {Ti} and {vi} converge, with limi→∞ Ti = T∞

and limi→∞ vi = v∞, respectively. Let l∞(t) be the local solution of the affine geodesic

equation with initial conditions ∂
∂t
l∞(0) = v∞ and l∞(0) = p. We claim that the solution

l∞(t) exists for t ∈ [0, T∞]. Consider the set

E∞ := {a : l∞(t) exists for t ∈ [0, a)}.

If E∞ is unbounded above, then the conclusion is obvious. Otherwise, let a∞ = supE∞,

and then we need to show a∞ > T∞. Suppose towards a contradiction that a∞ ≤ T∞. One

defines the sequence {ak}∞k=1 so that ak/Tk = a∞/T∞. We have ak ≤ Tk and limk→∞ ak = a∞.

Then the continuous dependence of solutions of the geodesic equation on initial data implies

that the sequence {lk(ak)}∞k=1 is a Cauchy sequence. Note that T H
m

is a completion space,

thus the sequence {lk(ak)}∞k=1 converges to some q′ ∈ T H
m

. Define l∞(a∞) := q′. Then

the solution l∞(t) exists for t ∈ [0, a∞]. On the other hand, q′ is an inner point of T H
m

since T H
m

is a smooth manifold. Thus the affine geodesic equation has a local solution at
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q′ that extends the geodesic l∞. That is, there exists ε > 0 such that the solution l∞(t)

exists for t ∈ [0, a∞ + ε). This contradicts the fact that a∞ is an upper bound of E∞. We

have therefore proven that l∞(t) exists for t ∈ [0, T∞]. Then again since the continuous

dependence of solutions of the affine geodesic equations on the initial data, we conclude that

l∞(T∞) = lim
k→∞

lk(Tk) = lim
k→∞

qk = q∞. This means the limit point q∞ ∈ S, and hence S is a

closed set.

We now show that S is an open set. For any point q ∈ S, there exists a straight line l

connecting p and q. Then for each point x ∈ l there exists an open neighborhood Ux ⊂ T Hm
with diameter 2rx. Therefore the collection {Ux}x∈l forms an open cover of l. Since l is a

compact set, there is a finite subcover {Uxi}Ki=1 of l. Let r = min{rxi : 1 ≤ i ≤ K}, then

the straight line l is covered by a cylinder Cr of radius r in T H
m

. As Cr is a convex set,

each point in Cr can be connected to p by a straight line. Therefore we have found an open

neighborhood Cr ⊆ S of q ∈ S. This implies that S is an open set.

Therefore, we have proved the claim that any two points in T H
m

can by connected by a

straight line.

Let p, q ∈ T H
m

be two different points. Suppose towards a contradiction that τH
m

(p) =

τH
m

(q) ∈ CN . On one hand, we have showed there is a straight line l ⊆ T H
m

connecting p and

q. Since τH
m

: T H
m
→ CN is affine, we have that τH

m
|l is a linear map. Thus the restriction

of τH
m

to the straight line l is a constant map. On the other hand, Corollary 5.2.5 shows

that τH
m

: T H
m
→ CN is locally injective. Therefore, let us take Up to be a neighborhood of

p in T H
m

such that τH
m

: Up → CN is injective. Then the intersection of Up and l contains

infinitely many points, but the restriction of τH
m

to Up ∩ l is a constant map. Therefore, we

get the contraction that τH
m

is both injective and constant on Up ∩ l. Thus τH
m

(p) 6= τH
m

(q)

for any different p, q ∈ T H
m

.

Corollary 5.3.3 For any two integers m,m′ ≥ m0, let Zm and Zm′ be smooth moduli space

of Calabi–Yau type manifolds with level structure and T H
m

and T Hm′ be the universal cover

spaces of ZH
m

and ZHm′ respectively. Then the complete complex manifolds T H
m

and T Hm′ are
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biholomorphic to each other.

Proof First, Proposition 5.3.1 shows that Φm and Φm′ are embeddings for any m,m′ ≥ 3.

Therefore, we have the isomorphisms Tm ∼= Φm(Tm) and Tm′ ∼= Φm′(Tm′). Secondly, since

Φ = Φm ◦ im = Φm′ ◦ im′ , and Φ is independent of m and m′, we have Φm(Tm) = Φm′(Tm′) =

Φ(T ). Therefore Tm ∼= Tm′ ∼= Φ(T ) biholomorphically. Finally, since T H
m

is the completion

space of Tm, T H
m′

is the completion space of Tm′ , and that the metric completions space is

unique up to biholomorphism, we conclude that T H
m

is biholomorphic to T Hm′ .

Proposition 5.3.4 The map im : T → T H

m
is an embedding.

Proof Recall that we have the following commutative diagram,

T im //

πm

��

T H
m

πHm
��

Φ
H

m // D

πD

��
Zm i // ZH

m

ΦHZm // D/Γ.

(5.6)

Since Tm = im(T ) = (πH
m

)−1(Zm) by Proposition 5.2.2, the map πH
m

: Tm → Zm is a

covering map. Thus the fundamental groups satisfies π1(Tm) ⊆ π1(Zm) for any m ≥ m0.

Therefore, the universal property of the universal covering map πm : T → Zm and that

i ◦ πm = πH
m
|Tm ◦ im implies that im : T → Tm is a covering map for any m ≥ m0.

We now claim that π1(Tm) is a trivial group. To prove the claim, let {m1,m2, · · · ,mk, · · · }

be a sequence of positive integers satisfying mk|mk+1 and mk < mk+1 for each k ≥ 1. Be-

cause each point in Zmk+1
is a polarized Calabi–Yau type manifold with a basis γmk+1

for

the space (Hn(M,Z)/Tor)/mk+1(Hn(M,Z)/Tor) and mk|mk+1, then the basis γmk+1
induces

a basis for the space (Hn(M,Z)/Tor)/mk(Hn(M,Z)/Tor). Therefore we get a well-defined

map Zmk+1
→ Zmk by assigning to a polarized Calabi–Yau type manifold with the ba-

sis γmk+1
the same polarized Calabi–Yau type manifold with the basis (γmk+1

(mod mk)) ∈

(Hn(M,Z)/Tor)/mk(Hn(M,Z)/Tor). Moreover, using the versal properties of both the fam-

ilies Xmk+1
→ Zmk+1

and Xmk → Zmk , we can conclude that the map Zmk+1
→ Zmk is
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locally biholomorphic. Therefore we get a natural covering Zmk+1
→ Zmk . Thus the funda-

mental group π1(Zmk+1
) is a subgroup of π1(Zmk) for reach k. Hence, the inverse system of

fundamental groups

π1(Zm1) π1(Zm2)oo · · · · · ·oo π1(Zmk)oo · · ·oo

has an inverse limit, and this limit is the fundamental group of T .

On the other hand, recall that in the proof of Lemma 5.3.3, we also showed that Tm is

biholomorphic to any Tm′ for any m′ ≥ m0. Thus π1(Tm) = π1(Tm′) for any m′ ≥ m0. Since

π1(Tm) = π1(Tmk) ⊆ π1(Zmk) for each k, the fundamental group of Tm is also a subgroup

of inverse limit π1(T ). However, simply-connectedness of T implies that π1(T ) is a trivial

group. Therefore π1(Tm) is also a trivial group. Thus the covering map im : T → Tm is a

one-to-one covering and therefore im : T → T H

m
is an embedding.

There is an alternate proof of the above proposition given in Appendix A Proposition A.2.5.

One may find the original proof in [10].

Theorem 5.3.5 (Global Torelli) The period map Φ : T → D is injective.

Proof Since the period map Φ = Φ
H

m
◦im for any m ≥ m0, and we have showed in Proposition

5.3.1 that Φ
H

m
is injective, and in Propostion 5.3.4 that im is also injective, we can conclude

that Φ is injective as well.

5.4 Hodge metric completion space of the Teichmüller space and

Domain of holomorphy

Corollary 5.3.3 shows that up to biholomorphisms, T H
m

is independent of the choice of the

level m structure. Therefore, it allows us to give the following definition.

Definition 5.4.1 We define the completion space T H = T H
m

, the holomorphic map iT :

T → T H by iT = im, and the holomorphic map ΦH : T H → D by ΦH = ΦH
m

for any

m ≥ m0.
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Notice that with these new notations, we obtain the following commutative diagram

T iT //

πm

��

T H

πHm
��

ΦH // D

πD
��

Zm i // ZH
m

ΦHZm // D/Γ,

(5.7)

which satisfies Φ = ΦH ◦ iT . Moreover, by the above definitions, we can also combine

Theorem 5.2.6, Proposition 5.3.1 and Proposition 5.3.4 to conclude the following corollary.

Corollary 5.4.2 The complete manifold T H is a smooth holomorphic affine manifold, which

can be embedded into a bounded domain in CN ; and it is the completion space of T with

respect to the Hodge metric. Moreover, the holomorphic map ΦH : T H → N+ ∩ D is a

holomoprhic injection.

The main theorem we will prove in this section is the following.

Theorem 5.4.3 The completion space T H is a bounded domain of holomorphy in CN ; thus

there exists a complete Kähler–Einstein metric on T H .

We recall that a C2 function ρ : Ω→ R on a domain Ω ⊆ Cn is plurisubharmornic if and only

if its Levi form is positive definite at each point in Ω. Given a domain Ω ⊆ Cn, a function

f : Ω → R is called an exhaustion function if for any c ∈ R, the set {z ∈ Ω | f(z) < c}

is relatively compact in Ω. The following well-known theorem Proposition 5.4.4 provides a

definition for domains of holomorphy. For example, one may refer to [29] for details. The

other theorem we will use is from [25, Section 8], which gives us basic ingredients to construct

a plurisubharmoic exhaustion function on T H .

Proposition 5.4.4 An open set Ω ∈ Cn is a domain of holomorphy if and only if there

exists a continuous plurisubharmonic function f : Ω→ R such that f is also an exhaustion

function.

Proposition 5.4.5 On every manifold D, which is dual to a Kähler C-space, there exists an

exhaustion function f : D → R, whose Levi form, restricted to T 1,0
h (D), is positive definite

at every point of D.
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We remark that in this proposition, in order to show f is an exhaustion function on D,

Griffiths and Schmid showed that the set f−1(−∞, c] is compact in D for any c ∈ R.

Lemma 5.4.6 The extended period map ΦH : T H → D still satisfies the Griffiths transver-

sality.

Proof Let us consider the tangent bundles T 1,0T H and T 1,0D as two differential manifolds,

and the tangent map (ΦH)∗ : T 1,0T H → T 1,0D as a continuous map. We only need to show

that the image of (ΦH)∗ is contained in the horizontal tangent bundle T 1,0
h D.

The horizontal subbundle T 1,0
h D is a close set in T 1,0D, so the preimage of T 1,0

h D under

(ΦH)∗ is a close set in T 1,0T H . On the other hand, because the period map Φ satisfies the

Griffiths transversality, the image of Φ∗ is in the horizontal subbundle T 1,0
h D. This means

that the preimage of T 1,0
h D under (ΦH)∗ contains both T 1,0T and the closure of T 1,0T , which

is T 1,0T H . This finishes the proof.

Proof of Theorem 5.4.3 By Corollary 5.4.2, we can see that T H is a bounded domain in

CN . Therefore, once we show T H is domain of holomorphy, the existence of Kähler-Einstein

metric on it follows directly from the well-known theorem by Mok–Yau in [42].

In order to show that T H is a domain of holomorphy in CN , it is enough to construct a

plurisubharmonic exhaustion function on T H .

Let f be the exhaustion function on D constructed in Proposition 5.4.5, whose Levi form,

when restricted to the horizontal tangent bundle T 1,0
h D of D, is positive definite at each point

of D. We claim that the composition function f ◦ ΦH is the demanded plurisubharmonic

exhaustion function on T H .

By the Griffiths transversality of ΦH , the composition function f ◦ ΦH : T H → R is

a plurisubharmonic function on T H . Thus it suffices to show that the function f ◦ ΦH

is an exhaustion function on T H , which is enough to show that for any constant c ∈ R,

(f◦ΦH)−1(−∞, c] = (ΦH)−1 (f−1(−∞, c]) is a compact set in T H . Indeed, it has already been

shown in [25] that the set f−1(−∞, c] is a compact set in D. Now for any sequence {pk}∞k=1 ⊆
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(f ◦ ΦH)−1(−∞, c], we have {ΦH(pk)}∞k=1 ⊆ f−1(−∞, c]. Since f−1(−∞, c] is compact in

D, the sequence {ΦH(pk)}∞k=1 has a convergent subsequence. We denote this convergent

subsequence by {ΦH(pkn)}∞n=1 ⊆ {ΦH(pk)}∞k=1 with kn < kn+1, and denote limk→∞ΦH(pk) =

o∞ ∈ D. On the other hand, since the map ΦH is injective and the Hodge metric on

T H is induced from the Hodge metric on D, the extended period map ΦH is actually a

global isometry onto its image. Therefore the sequence {pkn}∞n=1 is also a Cauchy sequence

that converges to (ΦH)−1(o∞) with respect to the Hodge metric in (f ◦ ΦH)−1(−∞, c] ⊆

T H . In this way, we have proved that any sequence in (f ◦ ΦH)−1(−∞, c] has a convergent

subsequence. Therefore (f ◦ ΦH)−1(−∞, c] is compact in T H , as was needed to show.
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CHAPTER 6

Applications

In this chapter, we give some applications of the result of global Torelli theorem for Calabi–

Yau type manifolds we proved in Chapter 5, and adopt the technique we use in the proof

of global Torelli theorem to study periods of more general projective manifolds. The results

in this chapter are collaborating work with F. Guan and K. Liu. The original work can

be found in [11, 12]. We remark that there are also applications about the results of the

existence of a global section on the Hodge bundles of Teichmüller spaces, as well as a global

splitting property of the Hodge bundles by using the affine structure on the Teichmüller

space in [12].

In § 6.1, we use the injectivity of the period map on the Teichmüller space for Calabi–Yau

type manifolds to prove that the period map on the moduli space is a covering map onto

its image if given smoothness condition on the moduli space. We also conclude a corollary

of an injectivity result for the period map on a finite cover of moduli space under certain

assumptions. In § 6.2, we first prove a simple result about when the extended period map is

biholomorphic from the Hodge metric completion space of Teichmüller space to the period

domain. Then we apply it to give a simple proof of the surjectivity for the period maps of

K3 surfaces, cubic fourfolds. Moreover, we consider modified period maps when the period

domain can be realized as a ball. Then we adopt our technique to conclude an injectivity

result for such types of period maps.
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6.1 Period map on the moduli space of polarized Calabi–Yau type

manifolds

In this section, we make two assumptions: the moduli space M of polarized Calabi–Yau

type manifolds is smooth and that the global monodromy group acts on the period domain

freely. Then we use the global Torelli theorem on Teichmüller space of polarized and marked

Calabi–Yau type manifolds to show that the period map on the moduli space of polarized

Calabi–Yau type manifolds is a covering map onto its image. As a consequence, we derive

that the generic Torelli theorem on the moduli space of polarized Calabi–Yau type manifolds

implies the global Torelli theorem on the moduli space.

Let Γ denote the global monodromy group which acts properly and discontinuously on

D. Then for the smooth moduli space M, we consider the period map ΦM : M → D/Γ.

Thus for the two period maps Φ and ΦM, we have the following commutative diagram,

T
Φ̃

""
πT
��

� � Φ // D

πD
��

M ΦM // D/Γ,

where πT : T → M is a covering map and Φ̃ = πD ◦ Φ. The image of the period map ΦM

is an analytic subvariety of D/Γ. We refer the reader to page 156 of [23] for details of the

analyticity of the image of the period mapping.

Global Torelli problem on the moduli space M asks when ΦM is injective, and generic

Torelli problem asks when there exists an open dense subset U ⊆ M such that ΦM|U is

injective. In both cases, we need to understand the global Torelli property of the period map

ΦM on the moduli space.

Furthermore, we assume Γ acts on D freely, thus the quotient space D/Γ is a smooth

analytic variety. Therefore the quotient map πD : D → D/Γ is a covering map. Then we

will show the following theorem.

Proposition 6.1.1 Let M be the moduli space of polarized Calabi–Yau type manifolds. If
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M is smooth and the global monodormy group Γ acts on D freely, then the period map

ΦM : M→ D/Γ is a covering map from M to its image in D/Γ. As a consequence, if the

period map ΦM is generically injective, then it is globally injective.

Proof of Theorem 6.1.1 First, we show that ΦM is a covering map from M to its image

in D/Γ. This follows from the following lemma,

Lemma 6.1.2 Let Φ̃ : T → D → D/Γ be the composition of Φ and the covering map

πD : D → D/Γ. If p1, p2 ∈ T are distinct points such that Φ̃(p1) = Φ̃(p2), then there

exist V1 and V2, which are neighborhoods of p1 and p2 respectively, such that Φ̃(V1) = Φ̃(V2),

V1 ∩ V2 = ∅, and the map

Φ̃ : Vi → Φ̃(Vi)

is biholomorphic for each i = 1, 2.

Proof of Lemma 6.1.2 For any p ∈ T , we can identify a point Φ(p) = {F s
p ⊂ F s−1

p ⊂ · · · ⊂

F n−s
p } ∈ D with its Hodge decomposition Φ(p) = {Hk,n−k

p }sk=n−s. Therefore, let Φ(p1) =

{Hk,n−k
p1

}sk=n−s and Φ(p2) = {Hk,n−k
p2

}sk=n−s be the corresponding Hodge decompositions and

thus a fixed adapted basis of the Hodge decomposition. Then the condition Φ̃(p1) = Φ̃(p2)

implies that there exists some α ∈ Γ ⊆ Aut(Hn(M,Z)) such that α · Φ(p1) = Φ(p2), where

“·” means α acts on a fixed adapted basis of the Hodge decomposition {Hk,n−k
p1

}sk=n−s.

We fix an adapted basis {η(1)

0 , η
(1)

1 , · · · , η(1)

N , · · · , η
(1)

m−1} for the Hodge decomposition of

Φ(p1). Let (η
(2)

0 , η
(2)

1 , · · · , η(2)

N , · · · , η
(2)

m−1) = (α · η(1)

0 , α · η(1)

1 , · · · , α · η(1)

N , · · · , α · η
(1)

m−1). Then

(ζ0, ζ1, · · · , ζN , · · · , ζm−1) forms an adapted basis for the Hodge decomposition of Φ(p2).

Let (Upi , {τ
(i)

1 , · · · , τ (i)

N }) be the local Kuranishi coordinate chart associated to the basis

{η(i)
0 , η

(i)

1 , · · · , η
(i)

N } of Hs,n−s
pi

⊕ Hs−1,n−s+1
pi

for i = 1, 2 respectively, which are defined in

Section 5.1. Then Proposition 5.1.3 shows that we have the following embeddings,

ρ1 : Up1 → CN ' Hs−1,n−s+1
p1

, ρ2 : Up2 → CN ' Hs−1,n−s+1
p2

.

with ρi(p
(i)

) =
∑N

j=1 τ
(i)

j (p
(i)

)η
(i)

j for any p
(i) ∈ Upi and i = 1, 2.
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Since dimC Upi = dimCH
s−1,n−s+1
pi

= dimC T and that ρi is an embedding, the image

ρi(Upi) is open in Hs−1,n−s+1
pi

for each i = 1, 2. This implies that α · ρ1(Up1) and (α ·

ρ1(Up1)) ∩ ρ2(Up2) are also open in Hs−1,n−s+1
p2

. Together with the fact that α · ρ1(p1) =

ρ2(p2) ∈ (α · ρ1(Up1)) ∩ ρ2(Up2) 6= ∅, we get that there exists a neighborhood W of ρ2(p2) in

Hs−1,n−s+1
p2

, such that

W ⊆ (α · ρ1(Up1)) ∩ ρ2(Up2).

Let V1 = ρ−1
1 (α−1 ·W ) ⊆ Up1 and V2 = ρ−1

2 (W ) ⊆ Up2 , then the restriction maps

ρ1|V1 : V1 → W, ρ2|V2 : V2 → W (6.1)

are biholomorphic maps since the ρ1 and ρ2 are embeddings. Therefore, we get the following

composition maps,

α · Φ1|V1 : V1 ' W ↪→ CN ∼= Hs−1,n−s+1
p2

, Φ2|V2 : V2 ' W ↪→ CN ∼= Hs−1,n−s+1
p2

.

Notice that the composition maps from W to Hs−1,n−s+1
p2

in the above two maps are the

same. Together with the isomorphisms between V1 ' W and V2 ' W as defined in (6.1),

we now can conclude that α · Φ(V1) = Φ(V2), which implies Φ̃(V1) = Φ̃(V2) = πD(W ). By

shrinking W properly, we can make V1 and V2 disjoint, and also the map

Φ̃ : Vi
Φ //W

πD // Φ̃(Vi)

is biholomorphic for each i = 1, 2.

Proof of Theorem 6.1.1(continued). Notice that in the following commutative diagram:

T � � Φ //

πT
��

Φ̃

""

D

πD
��

M ΦM // D/Γ,

since T and M are both smooth, the map πT is a covering map. This implies that πT is

locally biholomorphic.
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For any Hodge structure {Hk,n−k}sk=n−s ∈ D/Γ, if the preimage Φ−1
M({Hk,n−k}sk=n−s) =

{p′i| i ∈ I} is not empty, then take {pj| j ∈ J} = π−1
T

({p′i| i ∈ I}). By Lemma 6.1.2, for each

j ∈ J , we get Vj ⊆ T which is a neighbourhood around pj such that

Φ̃ : Vj → Φ̃(Vj)

is biholomorphic, ∪jVj is a disjoint union, and all the Φ̃(Vj) are the same for any j ∈ J .

Now take {V ′k ⊆ M| k ∈ K} = {πT (Vj)| j ∈ J}. By shrinking the set W properly, we may

assume that ∪kV ′k is a disjoint union and that the images ΦM(V ′k) = πD(W ) are still all the

same for any k. Moreover, since πT is covering map, the map

ΦM : V ′k → ΦM(V ′k)

is still biholomorphic for each k ∈ K. This shows that the holomorphic map ΦM : M →

ΦM(M) is a covering map. In particular, if the map ΦM : M → ΦM(M) is generically

injective, then ΦM : M → ΦM(M) is a degree one covering map, which must be globally

injective.

Note that in many cases it is possible to find a subgroup Γ0 of Γ, which is of finite index

in Γ, such that its action on D is free and D/Γ0 is smooth. In such cases we can consider

the lift ΦM0 : M0 → D/Γ0 of the period map ΦM, with M0 a finite cover of M. Then our

argument can be applied to prove that ΦM0 is actually a covering map onto its image for

polarized Calabi–Yau type manifolds with smooth moduli spaces.

In this subsection, we require that the moduli space M of Calabi–Yau type manifolds

are smooth, and there are many nontrivial examples satisfying this requirement. As in

the special cases of Calabi–Yau manifolds, one may see from Popp [45], Viehweg [63] and

Szendroi [55] that the moduli spaces Zm of Calabi–Yau manifolds are smooth.

Let (M,L) be a polarized Calabi–Yau type manifold of dimension n. Let Diff be the

group of oriented diffeomorphisms and Diff0 the group of isotopies, which is a connected

component of the group Diff. Then we call the quotient Diff/Diff0 the mapping class group,
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and denote it by MCG. Let us denote the following subset

MCGL = {φ ∈MCG|φ∗L = L}.

Then the moduli space of polarized Calabi–Yau type manifolds is

M = T /MCGL.

Consider the homomorphism induced by the action of the diffeomorphism group on the

global monodromy group

σ : MCGL → Γ.

With the above notation, we have the following result provided the kernel of σ is finite.

Corollary 6.1.3 If the kernel of the map σ : MCGL → Γ is finite, then there exists a finite

cover M′ such that the map Φ′ : M′ → D/Γ is injective.

Proof Let us denote the kernel of σ by Ker(σ). Then since it is finite, there exists MCG′L :=

MCGL/Ker(σ) such that of T /MCG′L → T /MCGL is a finite cover. Let us denote M′ :=

T /MCG′L, and thus we have a lifting map Φ′ : M′ → D/Γ as MCG′L = MCGL/Ker(σ).

Moreover, since the period map Φ : T → D is injective and that MCG′L = MCGL/Ker(σ),

we conclude that Φ′ :,M′ → D/Γ is also injective.

Remark 6.1.4 One can show that the kernel of this map for Calabi–Yau manifolds is finite.

Thus the above corollary is true for Calabi–Yau manifolds.

6.2 Surjectivity of the period map on the Teichmüller space

In this section we use our results on the Hodge completion space T H to give a simple proof

of the surjectivity of the period maps of K3 surfaces and cubic fourfolds. First we have the

following general result,
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Theorem 6.2.1 Let T be the Teichmüller space of polarized and marked Calabi–Yau type

manifolds. If dim T H = dimD, then the extended period map ΦH : T H → D is surjective.

Proof Since dim T H = dimD, the property that ΦH : T H → D is an local isomorphism

shows that the image of T H under the extended period map ΦH is open in D. On the other

hand, the completeness of T H with respect to Hodge metric implies that the image of T H

under ΦH is close in D. As T H is not empty and that D is connected, we can conclude that

ΦH(T H) = D.

It is well known that for K3 surfaces, which are two dimensional Calabi–Yau manifolds,

we have dim T H = dim T = dimD = 19; for cubic fourfolds, they are Calabi–Yau type

manifolds, and dim T H = dim T = dimD = 20. Thus applying the above theorem, we can

easily conclude the following corollary.

Corollary 6.2.2 Let T H be the Hodge metric completion space of the Teichmüller space for

K3 surfaces or cubic fourfolds. Then the extended period map ΦH : T H → D is surjective.

The period domain is generally too big to be dominant for the period map. In fact, if

we consider all the projective hypersurfaces of Calabi–Yau type manifolds of dimension 2l

of weight 2l-Hodge structure of K3-type, that is, the hodge numbers satisfy hk,2n−k = 0 for

any k ≥ l − 2, and hl−1,l+1 = 1, K3 surfaces and cubic fourfolds are the only ones satisfying

the condition that the dimension of the Teichmüller space and the period domain are the

same. It would be interesting to find such examples for complete intersections or weighted

projective hypersurfaces.

Remark 6.2.3 Let T be the Teichmüller space of marked and polarized projective hyperkähler

manifolds, H2
pr(M,C) the degree 2 primitive cohomology group, and D the period domain of

weight two Hodge structures on H2
pr(M,C). Then our method can be applied without change

to prove that the period map from T to D is also injective. Furthermore, let T H be the Hodge

completion of T with respect to the Hodge metric induced from the homogeneous metric on
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D, then the extended period map from T H to D is also surjective. This follows from the

same argument of above theorem. See [30] and [62] for different injectivity and surjectivity

results for more general hyperkähler manifolds.

As mentioned above, the period domain is generally too big for the period map defined

in Chapter 3 to be dominant. Recall that the construction of the affine structure on the

Teichüller space is based on the property that the period map is a bounded map. Then

we can construct the global affine coordinate by embedding the Techmüller space to a much

smaller Eulidean space of the period domain. However, if the period domain is already known

to be bounded affine space, has the same dimension as the Teichmüller space or moduli

space and that the period map is locally injective, then there is an induced affine structure

on the Teimüller space or moduli space from the bounded domain. With this induced

affine structure and together with the above construction of Hodge metric completion of the

Teichmüller space, we may conclude the injectivity of the period on the Teichüller space.

To summarize, we set up the above discussions as follows. Suppose we can define a

period map ΦM : M → B/Γ from the moduli space M of polarized projective manifolds

to a ball quotient B/Γ with dimCM = dimCB, and there exists lifting map Φ : T → B

from Teichmüller space of polarized and marked projective manifolds to the period domain.

Here, we assume that the Teichmüller space is a smooth and connected and simply connected

complex manifold. We also assume that the period map above is local injective. Then with

the above assumption, we can conclude the following,

Lemma 6.2.4 There is an induced affine structure on the Teichmüller space from B.

Proof Consider an open cover {Uα}α∈Λ of the T . Since Φ : T → B ⊆ CN is locally injective

and dimC T = dimCB = N , we may assume that for each Uα ⊆ T , Φ is biholomorphic. Let

us define

τ |
Uα

:= Φ|Uα : Uα → CN .
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Then τ |
Uα

defines a local coordinate on Uα. As τ is globally defined to be the global period

map, τ gives a global holomorphic coordinate cover on T whose transition maps are all

identity maps. In conclude, we get that τ defines a holomorphic affine structure on T .

Based on this construction of affine structure on the Teichmüller space, we can use the

same construction of the metric completion of Teichmüller space T H in §5.2 to conclude the

following.

Lemma 6.2.5 There exists a completion space T H of the Teichmüller space T , which is

holomorphic affine space with the affine structure induced from T .

Finally, with the completion space T H and the induced affine structure on T H , we can prove

the following.

Proposition 6.2.6 The period map Φ : T → B is injective.

Remark 6.2.7 We remark that there are many cases where one can construct the modified

period map such that the moduli space can be realized as a ball quotient. One may refer to

examples in [2, 3, 4, 6, 39] for modified period map for cubic surfaces and cubic threefolds.
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APPENDIX A

Appendix A

A.1 Hypersurfaces in projective space

In this section, we assume that X is a hypersurface in Pn+1 which is defined to be the zero

set of a nondegenerate homogeneous polynomial f of degree d. In another word, X ⊂ Pn+1

is a dimension n smooth projective hypersurface, which is defined by

X = {z ∈ Pn+1 : f(z) = 0 degf = d and f is nondegenerate}.

Let M(n, d) denote the moduli space of stable hypersurfaces of degree d in Pn+1. Let

C[x0, · · · , xn+1]d be the space of all homogeneous polynomials of degree d in variable x0, · · · , xn+1

and let K be the open subset of P(C[x0, · · · , xn+1]d) consisting of all points are stable for the

action of SL(n+ 2,C). Then the moduli spaceM(n, d) is the quotient of K by SL(n+ 2,C)

(see [43]). It is easy to see that the dimension of SL(n+2,C) is (n+2)2−1, and the dimension

of P(C[x0, · · · , xn+1]d) is

n+ 1 + d

n+ 1

− 1. Therefore, we have the following proposition.

Proposition A.1.1 LetM be the moduli space of projective hypersurface X, with dimCX =

n, deg(X)=d. Then

dim(M) =

 n+ 1 + d

n+ 1

− (n+ 2)2.

We are interested in the case infinitesimal Torelli theorem holds. According to [16,

Theorem 3.1], the infinitesimal Torelli theorem holds for X except when n = 2, d = 3.
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Moreover, we may consider the case when d < n + 2 with (d, n) 6= (3, 2), and we denote

n+ 2 = αd+ β with β < d. We will also use the notations in [14] as follows,

V = H0(Pn+1,O(1)), dimV = n+ 2

S = S∗V : the homogeneous function ring of Pn+1.

J ⊂ S : the homogeneous ideal generated by the partial of f.

R = S/J : the Jacobian ring of f.

St, J t, Rt : homogeneous pieces of degree t in S, J,R respectively.

We will use the following basic results from [9] to carry out our computations.

Theorem A.1.2 There are natural isomorphisms, depending holomorphically on f :

λa : Rta → F a/F a+1 ' Ha,n−a
pr (X) ∼= Hn−a,a

pr (X),

where ta = (n− a+ 1)d− (n+ 2), d = deg(X), n = dim(X).

Based on the above notations and results, we can compute the dimensions of the first two

non-zero n-th primitive cohomology of X and we may conclude the following proposition:

Proposition A.1.3 When d < n + 2 and d|n + 2, X is a Calabi–Yau type manifold. In

particular, when d = n+ 2, X is a Calabi–Yau manifold.

Proof Using Theorem A, we may can compute the dimensions of the first two non-zero n-th

primitive cohomology of X as in the following cases.

Case 1: β = 0, i.e. n+ 2 = αd:

Case 1.1: α = 1, i.e. n+ 2 = d:

(i) when n− a = 0: ta = 0, then hn,0 = dimR0 = 1;

(ii) when n− a = 1: ta = d, then hn−1,1 = dimRd;

(iii) when n− a = k > 1: ta = kd, then hn−k,k = dimRkd.
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Case 1.2: α > 1:

(i) when n− a = k < α− 1: ta < 0, then hn−k,k = 0;

(ii) when n− a = α− 1: ta = 0, then hn−α+1,α−1 = dimR0 = 1;

(iii) when n− a = α: ta = d, then hn−α,α = dimRd;

(iv) when n− a = k > α: ta = (k − α)d and hn−k,k = dimRta .

Case 2: β 6= 0, i.e. n+ 2 = αd+ β with 0 < β < d. Then

(i) when n− a = k < α, ta < −1 < 0, then hn−k,k = 0.

(ii) when n− a = α, ta = d− β, hn−α,α = dimRd−β = n+ 2.

(iii) when n− a = α + 1, ta = 2d− 1, hn−α−1,α+1 = dimR2d−β.

(iv) when n− a = k > α + 1, ta = (k − α + 1)d− 1 and hn−k,k = dimRta .

One can easily conclude from the computation in Case 1: when d < n+2 and d|n+2, X is a

Calabi–Yau type manifold. In particular, when d = n+ 2, X is a Calabi–Yau manifold.

Corollary A.1.4 (Corollary 2.4 in [14]) dimRta only depends on a and on d = deg(f).

By this corollary, we can choose f = xd1 + xd2 + · · · + xdn+2 to compute the dimension of

dimRta . Therefore J =< xd−1
1 , · · · , xd−1

n+2 >.

Let us denote n+ 2 = αd+ β with β < d. Then we have the following lemma about the

dimension of Rt.

Proposition A.1.5 The dimension of Rt for t ≤ 2d− 2 is listed as follows:

(1). dimRt = 0 for any t < 0, and dimR0 = 1;

(2). dimRd−β =

n+ 1 + d− β

n+ 1

 for any 1 < β < d;

(3). dimRd−1 =

n+ d

n+ 1

− (n+ 2);
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(4). dimRd =

n+ 1 + d

n+ 1

− (n+ 2)2;

(5). dimR2d−β =

n+ 1 + 2d− β

n+ 1

− (n+ 2)

n+ 1 + d+ 1− β

n+ 1

 for any 2 < β < d;

(6). dimR2d−2 =

n+ 1 + 2d− 2

n+ 1

− (n+ 2)

n+ d

n+ 1

+

n+ 2

2

 .

(7). dimR2d−1 =

n+ 1 + 2d− 1

n+ 1

− (n+ 2)

n+ 1 + d

n+ 1

+ 2

n+ 2

2

+ 3

n+ 2

3

.

Proof (1) is obvious.

For the rest, we notice that Rk = Sk/Jk with dimSk =

n+ 1 + k

n+ 1

 . Thus, we need to

check the dimension of Jk.

For (2), with 1 < β < d, we have dim Jd−β = 0.

For (3), Jd−1 = n+ 2.

For (4), since a basic of Jd contains all monomials that have the form of xix
d−1
j for any

0 ≤ i, j ≤ n+ 1. Thus dim Jd = (n+ 2)2.

For (5), it is easy to see that J2d−β ∼= Sd+1−β ⊗ Jd−1 for 2 < β < d. Thus

dim J2d−β = dimSd+1−β × dim Jd−1 = (n+ 2)

n+ 1 + d+ 1− β

n+ 1

 .

For (6), a basis of J2(d−1) contains all the the monomials of the form xI = xi11 x
i2
2 · · · x

in+2

n+2

with at least one of the ik ≥ d− 1 and i1 + · · ·+ in+2 = 2d− 2. Thus

dim J2(d−1) = (n+ 2)

 n+ d

n+ 1

−
 n+ 2

2

 .
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For (7), a basis of J2d−1 contains all the monomials of the form xI = xi11 x
i2
2 · · ·x

in+2

n+2 with

at least one of the ik ≥ d− 1 and i1 + · · · in+2 = 2d− 1. Thus

dim J2d−1 = (n+ 2)

n+ 1 + d

n+ 1

− 2

n+ 2

2

− 3

n+ 2

3

 .

Remark A.1.6 Using Proposition A.1.3 and Proposition A.1.5, and the isomorphism of D

we discussed in §3.2.3, we may compute the dimension of D for projective hypersurfaces.

Moreover, comparing the dimension of the moduli spaces of projective hypersurfaces, we can

find the examples of projective hypersurfaces when the dimensions of D and the moduli space

are the same. In fact, by simple computation, we found that the only K3-type (see § 6.2)of

Calabi–Yau type of projective surfaces are the K3-surfaces and cubic fourfolds.

A.2 Alternate proofs for some lemmas and propositions

The following proof is an alternate proof for Propostion 4.3.1.

Proposition A.2.1 There exists a Cartan subalgebra h0 of g0 such that h0 ⊆ k0 and h0 is

also a Cartan subalgebra of k0.

Proof It suffices to show that k0 and g0 have equal rank, one realizes that that g0 in our

case is one of the following real simple Lie algebras: (1). sp(2l,R), or (2). so(p, q) with

p + q odd, or so(p, q) with p and q both even. Let us write s(GR/K) = rank(GR/K) −

rank(GR) + rank(K). Then according to [28, Ch. X, Table V] and [5, Table 7], (1). when

g0 = sp(2l,R), s(GR/K) = rank(GR/K) = l; (2). when g0 = so(p, q), if p + q is odd,

then s(GR/K) = rank(GR/K) = min{p, q}; if p + q is even with p, q are both even, then

s(GR/K) = rank(GR/K) = min{p, q}. Thus in both cases, rank(GR) = rank(K).

The following provides an alternate proof of Lemma 4.3.6, which is originally given in [51].
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Lemma A.2.2 There exists a set of strongly orthogonal roots {γ1, · · · , γr} ⊆ ∆+
p such that

the maximal abelian subspace a of p is

a =
r∑
i=1

C(eγi + e−γi ).

In particular, the maximal abelian subspace in a0 ⊆ p0 is a0 =
∑r

i=1 R(eγi + e−γi ).

Proof For any subset Q in ∆+
p , let us denote

p(Q) =
∑
γ∈Q

(gγ + g−γ)

Let us also denote the generator of gγ by eγ. If β is the lowest root in Q, we define

Q(β) = {γ ∈ Q|γ 6= β, γ ± β ∈ ∆}.

We claim that the centralizer z of e
β

+ e−β in p(Q) is equal to

C(e
β

+ e−β) + p(Q(β)).

To prove the claim, let X be an element in p(Q) and Q′ = Q−{β}. Then X can be written

as

X = c
β
e
β

+ c−βe−β +
∑
γ∈Q′

(cγeγ + c−γe−γ )

If X ∈ z, then [X, e
β

+ e−β ] = 0, that is,

(c
β
− c−β)[e

β
, e−β ] +

∑
γ∈Q′

(
cγ [eγ , eβ ] + cγ [eγ , e−β ] + c−γ [e−γ , eβ ] + c−γ [e−γ , e−β ]

)
= 0 (A.1)

In (A.1), (c
β
− c−β)[e

β
, e−β ] is the only term that is in h, thus (c

β
− c−β) = 0, that is

cβ = c−β. (A.2)

Moreover, for each γ ∈ Q′, cγ [eγ , eβ ] is the only term that belongs gγ+β. In fact, if there

were δ1, δ2, δ3 ∈ Q′ such that β + γ = δ1 − γ = −δ2 + γ = −δ3 − γ, then we would get

β + γ + γ = δ1 ∈ ∆+
p , β + γ + δ2 = γ ∈ ∆+

p , β + γ + δ3 = −γ ∈ ∆−p ,
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which are contradictions to Lemma 4.3.3. Therefore

cγ [eγ , eβ ] = 0 for any γ ∈ Q. (A.3)

Similarly, we can also conclude that

c−γ [e−γ , e−β ] = 0 for any γ ∈ Q′. (A.4)

Therefore (A.1) becomes ∑
γ∈Q′

(
cγ [eγ , e−β ] + c−γ [e−γ , eβ ]

)
= 0

We will show that

cγ [eγ , e−β ] = 0, and c−γ [e−γ , eβ ] = 0 (A.5)

In fact, let us suppose towards a contradiction that cγ [eγ , e−β ] 6= 0 for some γ ∈ Q′, then

there exists δ ∈ Q′ such that γ − β = −δ + β. Therefore, β = δ + γ − β > γ ∈ Q since β is

the lowest root in Q. However, it is a contradiction that β > γ since β is the lowest root in

Q.

From (A.2), (A.3), (A.4), and (A.5), we know that if either γ − β ∈ ∆ or γ + β ∈ ∆ for

some γ ∈ Q′, then cγ = c−γ = 0. Therefore, we showed that the cneterlizer z of e
β

+ e−β in

p(Q) is equal to C(e
β

+ e−β) + p(Q(β)).

Now we are ready to finish the prove of Proposition 4.3.6. Let Q1 = ∆+
p and let γ1 be

the lowest positive root in Q1. Let p2 denote the centralizer of gγ1 + g−γ1 in p1 = p(Q1).

Let Q2 = Q1(γ1), then p2 = p(Q2). Denoting by γ2 the lowest positive root in Q2. Let p3

denote the centralizer of gγ2 + g−γ2 in p2. Let Q3 = Q2(γ2), then p2 = p(Q3). Recursively, if

we have defined γk and Qk, then take Qk+1 = Qk(γk), then pk+1 = p(Qk+1), which is exactly

the centralizer of gγk + g−γk in pk. Then we denote the lowest root in Qk+1 by γk+1. In this

way, we can define a sequence of spaces p = p1 ⊇ p2 ⊇ · · · ⊇ ps+1 = {0}, each of which has

the form pi = p(Qi), where (Qi ⊆ ∆+
p ); and the set of roots γ1, · · · , γs. First, it is obvious

that {γ1, · · · , γs} is a set of strongly orthogonal sets. Let us denote

a =
s∑
i=1

C(eγi + e−γi ).
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Then by the construction it is easy to see that a is abelian. Moreover, suppose X ∈ p

commutes with each element in a. We claim that X ∈ a. Followed from the claim, we

can conclude that a is the maximal subspace in p. To prove the claim, suppose this were

false. Then there exists an integer r (1 ≤ r ≤ s) such that X ∈ pr + a but X /∈ pr+1 + a.

Let X = Y + Z with X ∈ pr and Z ∈ a. Since X and Z commutes with eγr + e−γr , the

same is true of Y . Thus the property that the centralizer z of e
β

+ e−β in p(Q) is equal to

C(e
β

+ e−β) + p(Q(β)) implies that

Y = c(eγr + e−γr ) + Y1

where Y1 ∈ pr+1 and c ∈ C. Now we have

X = Y + Z = Y1 + c(eγr + e−γr ) + Z.

Since Z ∈ a, we have c(eγr + e−γr ) + Z ∈ a. Since Y1 ∈ pr+1, we conclude X ∈ pr+1 + a, a

contradiction to the definition r. Thus we proved the claim.

The following gives another proof for Lemma 4.5.4.

Lemma A.2.3 The subset Ť is an open dense submanifold in T , and T \Ť is an analytic

subvariety of T with codimC(T \Ť ) ≥ 1.

Proof We can also prove this lemma in a more direct manner. Let p ∈ T be the base point.

For any q ∈ T , let us still use [A(q)i,j]0≤i,j≤2s−n as the transition matrix between the adapted

bases {η0, · · · , ηm−1} and {ζ0, · · · , ζm−1} to the Hodge filtration at p and q respectively. In

particular, we know that [A(q)i,j]0≤i,j≤k is the transition map between the bases of F s−k
p and

F s−k
q . Therefore, det([A(q)i,j]0≤i,j≤k) 6= 0 if and only if F s−k

q is isomorphic to F s−k
p . We recall

the inclusion

D ⊆ Ď ⊆ F̌ ⊆ Gr (f s, Hn(X,C))× · · · ×Gr
(
fn−s, Hn(X,C)

)
where F̌ =

{
F s ⊆ · · · ⊆ F n−s ⊆ Hn(X,C) | dimC F

k = fk
}

and Gr(fk, Hn(X,C) is the

complex vector subspaces of dimension fk of Hn(X,C). For each n − s ≤ k ≤ s the
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points in Gr
(
fk, Hn(X,C)

)
whose corresponding vector spaces are not isomorphic to the

reference vector space F k
p form a divisor Yk ⊆ Gr

(
fk, Hn(X,C)

)
. Now we consider the

divisor Y ⊆
∏s

k=n−sGr
(
fk, Hn(X,C)

)
given by

Y =
s∑

k=n−s

(∏
j<k

Gr
(
f j, Hn(X,C)

)
× Yk ×

∏
j>k

Gr
(
f j, Hn(X,C)

))
.

Then Y ∩D is also a divisor in D. Since by Lemma 4.5.3, we know that Φ(q) ∈ N+ if and

only if F k
q is isomorphic to F k

p for all n − s ≤ k ≤ s, so we have T \ Ť = Φ−1(Y ∩ D).

Finally, by local Torelli theorem for Calabi–Yau manifolds, we know that Φ : T → D is a

local embedding. Therefore, the complex codimension of (T \Ť ) in T is at least the complex

codimension of the divisor Y ∩D in D.

The following is another proof of Lemma 5.2.1.

Lemma A.2.4 The Hodge metric completion ZH
m

is a dense and open smooth submanifold

in Z̄m, and the complex codimenison of ZH
m
\Zm is at least one.

Proof Since Z̄m is a smooth manifold and Zm is dense in Z̄m , we only need to show that

ZH
m

is open in Z̄m . We can use a compactification D/Γ of D/Γ and a continuous extension

of the period map ΦZm → D/Γ to

Φ̄Zm : Z̄m → D/Γ.

Then since D/Γ is complete with respect to the Hodge metric, the Hodge metric completion

space ZH
m

= Φ̄−1
Zm(D/Γ). Notice that D/Γ is open and dense in the compacification in D/Γ,

ZH
m

is therefore an open subset of Z̄m .

To define the compactification space D/Γ, there are different approaches from literature.

One natural compactification is given by Kao-Usuai following [49] as given in [31] and dis-

cussed in page 2 of [18], where one attaches to D a set B(Γ) of equivalence classes of limiting

mixed Hodge structures, then define D/Γ = (D ∪B(Γ))/Γ and extend the period map ΦZm

continuously to Φ̄Zm . An alternative and more recent method is to use the reduced limit
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period mapping as defined in page 29 and 30 in [18] to enlarge the period domain D. Dif-

ferent approaches can give us different compactification spaces D/Γ. It is clear that both

compactifications can be used for our above proof of the openness of ZH
m

= Φ̄−1
Zm(D/Γ).

The following gives another approach to Proposition 5.3.4.

Proposition A.2.5 The map im : T → T H

m
is an embedding.

Proof We will prove is a proof by contradiction. Suppose towards a contradiction that there

were two points p 6= q ∈ T such that im(p) = iT (q) ∈ T H
m

.

On one hand, since each point in T represents a polarized and marked Calabi–Yau

manifold, p and q are actually triples (Mp, Lp, γp) and (Mq, Lq, γq) respectively, where γp and

γq are two bases of Hn(M,Z)/Tor. On the one hand, each point in Zm represents a triple

(M,L, γm) with γm a basis of (Hn(M,Z)/Tor)/m(Hn(M,Z)Tor). By the assumption that

im(p) = im(q) and the relation that i ◦ πm = πH
m
◦ im, we have i ◦ πm(p) = i ◦ πm(q) ∈ Zm.

In particular, the image of (Mp, Lp, γp) and (Mq, Lq, γq) under πm are the same in Zm. This

implies that there exists a biholomorphic map fpq : Mp → Mq such that f ∗pq(Lq) = Lp and

f ∗pq(γq) = γp · A, where A is an integer matrix satisfying

A = (Aij) ≡ Id (mod m) for any m ≥ m0. (A.6)

Let |Aij| be the absolute value of the ij-th entry of the matrix (Aij). Since (A.6) holds for

any m ≥ m0, we can choose an integer m0 greater than any |Aij| such that

A = (Aij) ≡ Id (mod m0).

Since each Aij < m0 and A = (Aij) ≡ Id (mod m0), we have A = Id. Therefore, we found

a biholomorphic map fpq : Mp →Mq such that f ∗pq(Lq) = Lp and f ∗pq(γq) = γp. This implies

that the two triples (Mp, Lp, γp) and (Mq, Lq, γq) are equivalent to each other. Therefore, p

and q in T are actually the same point. This contradicts to our assumption that p 6= q.
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A.3 Two topological lemmas

Lemma A.3.1 There exists a suitable choice of im and ΦH
m

such that ΦH
m
◦ im = Φ.

Proof Fix a reference point p ∈ T . The relations i ◦πm = πH
m
◦ im and ΦH

Zm ◦π
H
m

= πD ◦ΦH
m

imply that πD ◦ ΦH
m
◦ im = ΦH

Zm ◦ i ◦ πm = ΦZm ◦ πm. Therefore ΦH
m
◦ im is a lifting map of

ΦZm . On the other hand Φ : T → D is also a lifting of ΦZm . In order to make ΦH
m
◦ im = Φ,

one only needs to choose the suitable im and ΦH
m

such that these two maps agree on the

reference point, i.e. ΦH
m
◦ im(p) = Φ(p).

For an arbitrary choice of im, we have im(p) ∈ T Hm and πH
m

(im(p)) = i(πm(p)). Considering

the point im(p) as a reference point in T Hm , we can choose ΦH
m

(im(p)) to be any point from

π−1
D (ΦH

Zm(i(πm(p)))) = π−1
D (ΦZm(πm(p))). Moreover the relation πD(Φ(p)) = ΦZm(πm(p))

implies that Φ(p) ∈ π−1
D (ΦZm(πm(p))). Therefore we can choose ΦH

m
such that ΦH

m
(im(p)) =

Φ(p). With this choice, we have ΦH
m
◦ im = Φ.

Lemma A.3.2 Let π1(Zm) and π1(ZHm ) be the fundamental groups of Zm and ZHm respec-

tively, and suppose the group morphism

i∗ : π1(Zm)→ π1(ZHm )

is induced by the inclusion i : Zm → ZHm . Then i∗ is surjective.

Proof First notice that Zm and ZHm are both smooth manifolds, and Zm ⊆ ZHm is open.

Thus for each point q ∈ ZHm \ Zm there is a disc Dq ⊆ ZHm with q ∈ Dq. Then the union of

these discs ⋃
q∈ZHm\Zm

Dq

forms a manifold with open cover {Dq : q ∈ ∪qDq}. Because both Zm and ZHm are second

countable spaces, there is a countable subcover {Di}∞i=1 such that ZHm = Zm ∪
∞⋃
i=1

Di, where

the Di are open discs in ZHm for each i. Therefore, we have π1(Di) = 0 for all i ≥ 1. Letting
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Zm,k = Zm ∪
k⋃
i=1

Di, we get

π1(Zm,k) ∗ π1(Dk+1) = π1(Zm,k) = π1(Zm,k−1 ∪Dk), for any k.

We know that codimC(ZHm\Zm) ≥ 1. Therefore since Dk+1\Zm,k ⊆ Dk+1\Zm, we have

codimC[Dk+1\(Dk+1\Zm,k)] ≥ 1 for any k. As a consequence we can conclude that Dk+1 ∩

Zm,k is path-connected. Hence we can apply the Van Kampen Theorem on Xk = Dk+1∪Zm,k

to conclude that for every k, the following group homomorphism is surjective:

π1(Zm,k) = π1(Zm,k) ∗ π1(Dk+1) // // π1(Zm,k ∪Dk+1) = π1(Zm,k+1).

Thus we get the directed system:

π1(Zm) // // π1(Zm,1) // // · · · · · · // // π1(Zm,k) // // · · · · · ·

By taking the direct limit of this directed system, we get the surjectivity of the group

homomorphism π1(Zm)→ π1(ZHm ).
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Torelli problem, Géoméerie algébrique Angers 1979, A. Beauville Ed., Sijthoff and
Noordhoff (1980), 51–76.

[10] X. Chen, F. Guan and K. Liu, Hodge metric completion of the Teichmüller space of
Calabi–Yau manifolds, arXiv:1305.0231.

[11] X. Chen, F. Guan and K. Liu, Global Torelli theorem for projective manifolds of
Calabi–Yau type, arXiv:1205.4207.

[12] X. Chen, F. Guan and K. Liu, Applications of the affine structures on the Teichmüller
spaces, arXiv:1402.5570.
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