UC Berkeley

UC Berkeley Electronic Theses and Dissertations

Title
Design and Measurement of Parameter-Specific Ring Oscillators

Permalink
https://escholarship.org/uc/item/6zx4839m|

Author
Wang, Lynn

Publication Date
2010

Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Diqital Library

University of California


https://escholarship.org/uc/item/6zx4839m
https://escholarship.org
http://www.cdlib.org/

Design and Measurement of Parameter-Specific Ring Oscillators

by

Lynn Tao-Ning Wang

A dissertation submitted in partial satisfaction of the requirements for ¢needef
Doctor of Philosophy
in
Engineering - Electrical Engineering and Computer Sciences
in the
Graduate Division
of the

University of California, Berkeley

Committee in charge:

Professor Andrew R. Neureuther
Professor Tsu-Jae King Liu
Professor Elad Alon
Professor Fiona M. Doyle

Fall 2010



Design and Measurement of Parameter-Specific Ring Oscillators

Copyright © 2010
by
Lynn Tao-Ning Wang

All rights reserved



Abstract

Design and Measurement of Parameter-Specific Ring Oscillators

By

Lynn Tao-Ning Wang

Doctor of Philosophy in Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Andrew R. Neureuther, Chair

Electronic monitoring utilizing process-specific Ring OscillatéRO) is explored as a
means of identifying, quantifying, and modeling sources of variatiaircuit performance due
to manufacturing and layout design parameters. This approaclotigatad by the need to
mitigate the increased impact of process variability on ¢inparformance in the scaling of
CMOS. To reduce such impact, there is a need to monitor, anatydejralerstand process
variation in order to improve current design methodologies. This workaiosnthe first
measured silicon results for the utilization of parameterdspenodification of ring oscillator
layouts to electronically monitor particular process variation.igbeand testing for this work
were made possible through the Berkeley Wireless ReseantbrC&he working circuits were
fabricated by ST Micro in a 45 nm fabrication process that was under development.

The design was based on a process design kit (PDK) provided by &®. Mihe
lithography simulation was carried out using generic models intdleGraphics Calibre. Five
systematic process effects were considered: etch, focualigniment, and capping layer and
Shallow Trench Isolation (STI) stress. In all cases, inveagouts were modified in order to
increase sensitivity to a particular parameter within desige constraints. Due to the
dependence of layout geometries on parasitic capacitance, alsmsecessary to pre-correct
measurements for this effect. A total of 32 different inverter layouts vesigrabd.

For monitoring etch, the presence or absence of adjacent dumesyagak pre-correction
for residual lithographic effects were used. For monitoring fgates, spillover functions and
Pattern Matching were used as an initial guide to place asidenoundings to the gate; this was
followed by systematic optimization via Mentor Graphics Calgineulations. A bias was added
to the gate length, but it was assumed that other Optical Atpxtarrection (OPC) methods
typically used in production, such as scatter-bar insertion, would nappked. A focus
sensitivity of 1.5 times that of a dense gate was achieiWed.monitoring gate-to-active
misalignment, a set of 5 pre-programmed offsets on an ‘H-sldiffedion’ was designed. The
RO frequency versus offset relationship in design showed a parabalpe with a speed up of
3.2% for 15nm misalignment. The capping layer and lateral $8$ssmonitors were designed



based on changes in the lateral size of the source and drain, indidgggof asymmetrical
source/drain areas.

Each RO monitor consists of 13 inverter stages of one of the adotiemed inverter
types. The thirty-two inverter layouts were formed into an img&ton that was then repeated 12
times in a local block. This RO block was instantiated 3 timi#smthe 2x2 mrh chip such that
there are 36 instantiations for each RO monitor type per chip.chip was merged with other
chips to form a large overall field size, ensuring that thetguli test chips were likely more than
1 cm apart.

Seventeen chips were received, packaged, and automatically testedrigg oscillator
worked for every chip. The measured range of the across-watetismawas 11.1% for control-
case RO with minimum sized gate area. Fifteen chips redadl block-to-block variation of
~1.3%. For a given monitor on a typical chip, the variation amon@&hO instantiations
normalized to its mean is 0.2-0.3 %, with the larger value occuiointhe smaller gate areas.
When these values were multiplied by the square root of the proti®& instances time 26
transistors per RO, the average threshold slope (AVT) of 2.3mV/as abtained in an
equivalent Pelgrom model.

The measured RO frequency sensitivity to gate focus monitors shatvhey are about
4% slower than the control ROs. This decrease is attributed tsitaedfects as well as the
non-uniform ‘hour-glass’ shape produced at the top and bottom of the gat¢hizdmorizontal
extensions used to increase focus sensitivity. The pre-progchgeteto-active misalignment
monitors show a 2-4 nm overlay error for 17 chips. The fact teatxperimental measurements
are less sensitive than predicted during the design stage ig iatp@uted to the fact that the
wafer was run under unusually good control without any programmed treasuehtas defocus.
This observation is supported by the fact that the measured raRg2 foéquency was typically
centered and 1/6-1/4of the SS-FF guard band. The unanticipated requirement to apply strong
OPC techniques with scatter-bars to the monitor designs in ardprarantee that they would
not impact product yield also resulted in considerable sensitivity loss. Thisdbsnly occurred
for the layout monitors with isolated gates, but also for the acdkivehape’ misalignment
monitors where process variation of the active layout includingdight and curvature at the
off-set gate position was reduced.

The Nitride Contact Etch Stop Liner (CESL) strain-induced monigirsw a ring
oscillator frequency increase of 5.3% and 13.9% for 1.8X and long lsagthe/drain diffusion
(LOD) respectively as compared to minimum LOD, after the nbzateoon of raw data to
simulation data so as to correct for parasitic effects. Tiusease is due to increased CESL-
induced strain for large LOD. For the same LOD, asymmetdesigns show a 3% ring
oscillator frequency increase for larger source LOD thandh#arger drain LOD, indicating
transistor injection velocity as well as mobility is importaihese layout geometries are
simulated by Nuo Xu in order to model CESL’s impact on mobility aettion velocity. The
measured RO frequencies show that the 45nm devices operate ime begween the mobility
and velocity injection models.

The random variation of RO circuit performance for a given layout tmowithin a chip
is examined for 3 sources of variations: changes in gate lékigthgate oxide thicknesa{ o),
and channel doping\N¢). The strategy here is to make a linear approximation of #esuned
RO frequency sensitivity to these 3 parameters under 5 distindbirations of operating
voltages and temperatures using the 45nm PDK BSIM4/PSP modele sffategy is
implemented using least mean square (LMS) analysis. Measurddn@ns were used on one



outlier chip that showed 5% slower RO frequency in a third block. For all of the ptbeksMS
results indicate that the source of random within-chip variatialomsinated by random dopant
fluctuations in comparison with changesAbh andAT,y. Since the decrease in RO frequency for
the third block was similar for the two focus and control monitor-ptiesdecrease in measured
RO frequency is unlikely to be due to a change in focus.

This thesis demonstrates that “parameter-specific ringllaiscs” are suitable for
multiple critical applications in quantifying systematic aaddom effects in the co-optimization
of process development and circuit design. While parameterispB&f monitors provide a
permanent record of process effect, they are best used during pamedspment and
calibration, when less stringent design rules, no-OPC drop-ingpragdammed treatments can
be accommodated, yielding inverter layouts with higher as wedlliractly verifiable sensitivity
to process variation.
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Chapter 1
Introduction

1.1 Motivation

For the past 30 years in the semiconductor industry, advances irls@dtnology have
been occurring at an exponential rate, with density doubling aspeostunction has been
decreasing by approximately 50% every two years. Howevertivaria electrical performance
relative to mean frequency has been increasing with the introdust smaller feature sizes.
For example, the measured 3-standard-deviation-to-mean-rataobbkd from 90nm to 45nm
technology [1]. The introduction of advanced techniques like stressxesthants, and advanced
process treatments, such as laser-assisted annealingstlsd in the increasing importance of
layout-induced variability [2] [3]. Thus, variability has becomehallenge to further CMOS
scaling and to maintaining high yield.

Monitoring and characterizing variability can have an importardtigad impact. Circuit
designers are concerned about their most vulnerable circuits asoluttees that are contributing
to their loss of operating margins. A good example is the SRditdom Access Memory
(SRAM) and the asymmetries observed in the write margins. Uaddisg the causes of
performance variation would allow circuit designers to implemawcuit solutions to reduce
systematic variation in their designs. Currently, process-inducadtgerformance variation is
controlled by ensuring that designs obey design rule checksaatlapd satisfy process corner
models in simulations. In typical design methodologies, obeying thaseheck points results
in a working chip. However, the process corner approach incorporbtesraier of variation,
including that of across chip, which may be overly pessimistic.

The impact of variability on circuit performance needs to bentifatéively monitored,
measured, and characterized in order to reduce its magnitude atigeneffact on yield. Since
they reflect circuit performance variation caused by syatierand random physical effects, ring
oscillators are good monitors of variability [4]. Ring oscillat@sable real-time on-chip
monitoring with only a few contact pads and are small in termered, simple to design, and
easy to implement. When used in conjunction with on-chip scan-chains atglewats, ring
oscillator frequency can be measured easily, rapidly and accurately.

A natural generalization of the ring oscillator automated nreasent approach is that of
introducing layout modifications of the inverter gates that enhancsetisitivity of the electrical
performance to particular process parameters. A suitabtengtpoint for this enhancement is
to use the physical understanding of fabrication processes to iggstegnatic levels of a given
process effect through layout design. The understanding of phgfieels must be moved up
from the wafer to the layout level, where various layout choicesbea made to increase
sensitivity to a given process parameter while attemptingetiuce the response to other
parameters. The choice of layout changes can be guided by comipetidesign (CAD)
simulation tools. This strategy has been used to design individualSNN&Yices as process
defocus monitors [5]. An electronic circuit in the form of ring atrs designed with this
methodology that can be automatically measured is introduced inthiasss and termed
“Parameter-Specific Ring Oscillators”.



This work is a synergy of device/process, circuits, and computet-dielggn (CAD).
Device/process physics and CAD tool simulation are used to das@ytune the layouts to be
sensitive to a specific process parameter. These layout mceméotisen implemented into a 13-
stage ring oscillator circuit platform designed by Pang tabk automatic electronic
characterization to take place [1]. These designs are taped ouglihthe Berkeley Wireless
Research Center (BWRC) and are fabricated at ST Micrasied RO frequencies show
promising sensitivity to process parameters, correlation witANbRead-write performance
asymmetries and new device models (including stress effects) develoged &jj7].

More specifically, this dissertation explores the feasibityelectronically diagnosing
process-induced circuit performance variation that is causegdpliysical causes: lithography
focus, lithography gate-to-active overlay, gate etch, nitrid&SICiBduced stress, and STI-
induced stress. A set of 32 different layout monitors were debigaeg ST Micro’'s 45nm
Process Design Kit (PDK) and process simulations using Mentghias Calibre. The layout
dimensional changes induced by variation in process conditions aaetedtusing the process
simulator. These extracted changes then serve as inputs int®iBE Simulators in order to
predict ring oscillator frequency sensitivity for specific processmeters.

A 45nm test chip was designed and fabricated in collaboration witiMBTo to
characterize and quantify the effectiveness of parameteifispéng oscillator layout monitors.
The 36 ring oscillator instantiations were made on a small 2x2 dhip in 3 blocks of 12
replications for each of the 32 layout monitor designs. Ring asxilfiequencies for 17
different chips on one wafer were electronically measured araitpreted for parameter
specificity. These measurements are used to identify the saafrcecuit performance variation
as well as to quantify systematic, residual random, within-chip, and across-chtpmar

1.2 Dissertation Content and Contributions

Chapter 2 details the literature and work most relevant tadtbsertational research. It
begins by describing components of variability and their impact muitiperformance. It
explains the sources of systematic variation in manufacturinggses and layout dependencies.
It also discusses why Ring Oscillators (RO) are good pre@sstion monitors and why fast-
CAD tools like Pattern Matching are needed to facilitate th&igdeof parameter-specific
inverter layout for ring oscillators. Lastly, this chapter repants lithography focus layout
monitors designed for CDSEM and electric-probe monitoring.

Chapter 3 investigates the challenge of how off-axis illuminatikelyli influences
pattern-dependent effects. An extension to Pattern Matching fdusioc of off-axis
illumination is developed and applied to the design of defocus invertautlayonitors for ring
oscillators. Here defocus sensitivities are confirmed withatkdeof Mentor Graphics Calibre
process variation (PV) band simulation. This chapter also exploredetsign challenge of
obtaining a 2-4 times focus sensitivity as compared to controlR&se within design rule
checks (DRC). Through an iterative design cycle of DRC, mPatidatching, and Calibre
simulation, RO monitors with 1.5x gate lithography focus sensitixifgrovement compared to
the control are achieved.

Chapter 4 is devoted to the study of measured noise in ring asciflatjuency caused
by the automated testing methodologies and variation due to systematg\aafesand random
within-chip sources for control-case RO monitors. This chaptefigssgxpedient data analysis
assumptions that will be utilized in later chapters. One maiteciga@ delved into in this chapter
is that of determining the source of random within-chip variatioralysis shows that, since
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measured noised correlates with the inverse of square root oh#éimmet area, within-chip
variation is likely due to electrical fluctuations in the devidthemselves. Measured RO
frequency standard deviation to mean ratio is converted to soRefgot that shows an average
threshold slope (AVT) of 2.3, with respect to the inverse square root of the channel area

Chapter 5 reports on and analyzes the measured RO frequencyisgnsityate etch,
gate lithography focus, and gate-to-active misalignment. Tha ctzllenge here is that of
determining the sources of discrepancies between simulations aslnee RO frequency
sensitivity. For such detective work to occur, various methodolegesssed, such as comparing
measured RO frequency sensitivity to process corner simulatiomspacing the process
variation (PV) bands generated by the generic lithography models topitossged by ST Micro,
and comparing the measured results with SPICE-simulated &Qelncy sensitivities mapped
from PV bands. Measured RO frequency sensitivity shows a dedregage and active focus
effects when compared to that of the generic simulations.i§ mspart attributed to the fact that
the wafer appears to have been run under unusually good control. eBserad range of RO
frequency is typically centered and 1/6*16f that of the SPICE-simulated Slow Slow-Fast Fast
(SS-FF) guard band.

Chapter 6 describes the measured ring oscillator sensitiviittide CESL-strain and
STI-stress induced variation, including the effect of asymmésamarce/drain active areas. One
of the main challenges in determining the impact of streasistn RO performance lies in
isolating the stress-induced effects from that of the paradfitects. Measured RO frequencies
are thus normalized with that simulated from SPICE using the #dikhprovided by ST Micro
to extract the parasitic effects. Normalized measured Buéncies show that a 13.9% increase
in RO frequency can be achieved with long source/drain activeaareampared to that of the
minimum area. RO monitors with larger sources than drains o@¥aftaster than the RO with
larger drains than sources. This observation indicates that thetimipajection velocity is
present in 45nm devices. Measured and simulated RO frequencyvessiare compared, in
which the simulated sensitivities are predicted using a newd&&y model developed by Xu
with the inclusion of stress, mobility, and injection velocity effects [7].

While the previous two chapters report on and analyze measuredrdg@ericy
sensitivity, Chapter 7 shows the challenge of isolating process granthat cause random
residual effects. Thus, the main contribution of this chapter iggp#cation of the least mean
square (LMS) approach to isolate these sources. This methodolagyessshat the main
sources of variation are likely attributed to changes in 3 paeasnejate length, gate oxide
thickness, and doping. Since ring oscillators are expected to showewkiffeensitivity under
varying operating conditions, in order to improve the accuradyi®fpproach, RO monitors are
measured under 5 combinations of varying temperatures and operaitages. Using SPICE
simulations, the methodology first linearizes RO frequency wipeaet to a process parameter.
Then, using LMS, the measured RO frequency is related to themmgiars, and the relative
contribution of each parameter is determined.

Chapter 8 summarizes the contributions of this dissertation and @#espectives in
regard to the future work. A consolidated overall summary of stediland measured
parameter-specificities is presented.



Chapter 2
Characterizing Variability

Characterizing the impact of variability is quite important uamgnteeing working chip
designs. This literature review identifies the current cirpeitformance issues, describes the
techniques for quantifying measured variability, and gives an overakewwrocess-aware
computer-aided-design (CAD) simulation tools. This chapter is argdninto 6 sections.
Section 2.1 describes the components of variability and their impactrant performance.
Section 2.2 reports on the known sources of variability from the perspeadtsemiconductor
manufacturing. Section 2.3 discusses the various techniques avadlabtanitor variability as
well as the circuits developed for monitoring variability. 8ect2.4 reports on the CAD tools
that enable the design of layout monitors to occur, while Section 2.5 giamples of single
transistor NMOS gate lithography focus monitors that are dedigising a combination of the
CAD tools that are described in Section 2.4. Finally, Section 2.6 summarizes thex.chapt

2.1 Modeling Within-Chip/Across-Chip, Random/Systemtic and
Dynamic/Static Variability

Process variability is categorized based on intra-chip (withip) and inter-chip (across-
chip) distinctions. These variations are caused by random or sygtgrhysical sources. Circuit
performance variability caused by random variation is non-detestie, and the performance
could change rapidly over small distances (i.e. no correlatiorthlengCircuit performance
variability caused by systematic variation induces deternurssifts, which vary gradually over
a wafer and even within a chip. Table 2.1 presents an example raftgine within-chip and
across-chip variation (3 standard deviationto mean, {, ratio) for 90nm and 45nm ST Micro
Technology [1].

90nm 45nm
Across-Chip (3s/ 1) 15% 15%
Within-Chip (3 6/ L) 3.5% 6.6%

Table 2.1: Across-chip and within-chip variation for 90nm and 45nm ST Technology [1]

Both within-chip and across-chip variation are spatially caedla i.e. circuit
performance variability is highly dependent on the location of troeliit with respect to the
position of the chip or on the wafer. The length of scale for syie effects is process
dependent here. Lithography variation (other than layout dependences)uislmm, while the
length of scale for Chemical Mechanical Polishing (CMP) is about 40-100um [8].

Random variation is unpredictable and is attributed to device p&earfluctuation.
Atomic-scale variation causes random non-uniformity in gate hefigt gate oxide thickness
(Tox), and dopant density in the channel regionNO][10][11]. With scaling and, thus, a
decrease in channel area, the number of random dopant atoms decreasehatng the
random dopant fluctuation (RDF) impact and causing larger variatitieithreshold voltage,
Vi [10]. The Pelgrom model, which correlates standard deviation, iwith the inverse square
root of the gate area, is commonly used to characterize random variation [12].
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Oxide Thickness Fluctuation

Random Dopant Fluctuation (RDF)

Figure 2.1: The transistor cross-section and sources of random variability

Much of systematic variability is predictable and is attridui® non-uniformity in the
following manufacturing steps: lithography/etch, deposition/oxide g¢roaltemical-mechanical
polishing (CMP), and rapid thermal annealing [3]. The evidence o&ragsic variability is
shown in Figure 2.2 by plotting the measured RO frequency vdrsysosition on the wafer for
a 45nm technology node [13]. Recently, layout dependent variation fress-enhancement
process technology, such as tensile or compressive Contacsteie Liner (CESL) and Shallow
Trench Isolation (STI) have become dominant sources of systematic variajions [

Fitted across-wafer frequency map
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Figure 2.2: A RO frequency measurement fitted across a wafer showsayste
parabolic behavior [13].

While systematic variation is generally predictable, mssially unknown at design time
or is too complex to be included in circuit simulations in currenigdesiethodologies. Thus,
current designs are typically created to satisfy worst-casners, consisting of the total within
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and across-chip variation. Process-corner design methodologynstafigpessimistic and does
not correlate well with layout-induced systematic effecigufe 2.3 illustrates the problematic
points associated with the current design methodology.

=—— 36 chips, 4032 data =3 fastestchlp

coynt simulation slowest chip

a0] |TT ‘ FF I]

2‘(’) | I=E= Tl 3a

40 '

20 IEIE]  Tile 4a
0

;

20 (B N B} Tile 5a
0

RO frequency (F)

Figure 2.3: The typical process-corner design methodology is not wellatedatith
layout-induced systematic variation [1].

Figure 2.3 reports the results from the 90nm testchip for RO amenitiles 3a, 4a, and
5a [1]. Tile 3a has two dummy polys, while Tiles 4a and 5a havelumeny poly. The SS-TT-
FF corner model is rather conservative in suggesting a sginaads twice that of the across
wafer measurement. In addition, this model fails to captureldieut-dependent effects.
Compared to the measured RO frequency distribution for Tile 3dea$0% RO frequency
increase is the same for the asymmetric monitor Tiles 4&anid is unlikely that this result is
due to an imaging effect, such as coma. Process variation inamdt®ns of the gate that was
imaged through focus shows a change of 4%. This observation is mutlersthan the
measured 10% shift, indicating that this increase is unlikelyetalue to a lithography error
(Chapter 3).The measured across-chip RO frequeny 3¢pread is ~20% and is 5x wider than
the fastest/slowest chip. Such a result shows that acrosssyatematic effects dominate over
within-chip random distribution.

In addition to the measured RO frequency sensitivities to the thoeétors, which is
described in Figure 2.3, the systematic results from thersogeef the Ring Oscillator (RO)
layout monitors developed by Pang for 90nm and 45nm ST Micro Technategsummarized
in Table 2.2 [1]. At 90nm, the main source of variation is attribteetch/lithography, while at
45 nm the dominant source of variation is attributed to a nitride CESL-induced strai

Layout 90nm 45nm

Source /Drain Stress N/A Afrg ~5%
STI N/A Afro ~3%
Etch/Lithography Afro>10% Afro ~2%

Table 2.2: The layout-induced variation reported for 90nm and 45nm technology nodes [1]

Variability can also be categorized as being dynamic éics@ynamic variation is time-
varying and changes with respect to the utilized operating emmslit Sources that contribute to
dynamic variation include: Random Telegraph Signals (Figure [ebative Bias Temperature



Instability (NBTI) [16], temperature, a voltage drop across tlve wesistance, or capacitive
coupling. Static variation is independent of the time and operatinditmms. Static process
variation is studied in this research.

Single Hole Trap Multiple Hole Trap
2 r T v T 2 T T T T
Trap Gate |:I Multiple traps
15} = Gate oxide 1 1.5 'e%% Multiple holos] Multiple states
< Well Hole =~ [ -Cfl
5—5 1} E 1f :
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0 05 1 15 2 0 5 015 20
Time (s) Time (s)

Figure 2.4: Random telegraph signals (RTS), a dynamic source of véyjatalise the
threshold voltage, ¥, to vary with time [14][15].

2.2 Sources of Process and Layout-Induced Variation

Circuit design parameters are affected by sources oftiearitom the manufacturing
steps and layout geometries. The design parameters reportad wotk are: gate length (L),
gate oxide thickness {l), threshold voltage (M), and mobility/injection velocity (pAr).
Table 2.3 summarizes the systematic sources that induce design pavamniebdity.

Circuit Design Parameter Sources of Variability from
Manufacturing
Gate length (L) and Gate width (W) Lithography, etch, layout-

dependent proximity effects,
overlay error

Gate Oxide Thickness (Tx) Oxide growth non-uniformity

Threshold Voltage (Mn) Non-uniformity in anneal
temperature, channel area variations

Mobility/injection velocity (1/ vt) Layout dependency in the

source/drain area, non-uniformity jn
strain/stress distribution from
source/drain asymmetries

Table 2.3: Design-parameter variation is caused by process-inducedurdapendent effect

The main sources of process variation that are relevantstovttk are described in the
following sections. Section 2.2.1 discusses the possible variability esourclithography, in
particular exposure dose, focus, and misalignment. Section 2.2.2 disthiesssurces of
variability that are induced by other manufacturing steps, suchessical mechanical polishing,
stress engineering, and etch. A summary of the relevant pregesason is described in Table
2.4.



Process Variations

Description

Etch

Etch effects refer to the dependence of gate length on etch
loading.

Focus

Focus effects refer to the dependence of gate length on len
wafer distances.

Misalignment

Misalignment effects refer to the dependence of gate length
gate width due to a gate-to-active overlay error.

and

Stress/Strain

In 45nm, due to non-uniform stress in the silicon substrate,
use of strained-silicon technology introduces mobility and

injection velocity variation. The stress that is induced is layd
dependent here. Sources of stress include: shallow trench

the

ut-

isolation and a strained capping layer.

Table 2.4: Relevant layout-induced variations

2.2.1 Variations in the Lithography Exposure System

The two key requirements for lithography in manufacturing iatiegh circuits are critical
dimension (CD) and overlay control [17]. Many different featuressin layout designs must
remain precise within each field, across a wafer, and frommrntafwafer. Maintaining CD and
overlay control are quite important to the overall transistor peeoc@ Variability in CD is
caused by two main physical sources: (1) the depth of focus (BA@F)2) the exposure dose.
Variability in misalignment is due to the error of aligningeticle to the features on the wafer
during lithography exposure steps.

A typical lithographic imaging system (Figure 2.5) is goverbgdtwo fundamental
guantities: the resolution and the depth of focus (DOF).

Light Source

-ArF Laser (A=193nm)

/ llluminator/Condenser Lens

- Provides Uniform-illumination

'

'

———— €—— Reticle

‘\ Reticle Stage
-Glass Slide that holds and moves the reticle
C - T,

\ Lens
-High NA

-Low Aberrations

N Wafer Stage
-Holds and moves the wafer beneath the lens

Figure 2.5: A typical lithography imaging system [18]
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The smallest resolution achieved, or the smallest printakieatrdimension, is defined
by the Raleigh criterion and the resist process:

CD = ky = (2.1)

where/ is the wavelengthNAis the numerical aperture of the lens, &nd the “k-factor” for a
given process. The k-factor changes if a different photoresist prodesagsused.
The DOF is a range of lens-wafer distances over which the &id resist profiles are
maintained within specifications.
Point of
Reference
(vertical line)

DOF I ll Defocus Plane

Figure 2.6: The DOF concept is a range of lens-wafer distances sutttethedpective
CDs are maintained within specifications.

A rigorous derivation of the DOF is defined as:

DOF =221 (2.2)
4n

wherel is the wavelength is the refractive index, andA is the numerical aperture of the lens.
If NA << 1, then DOF is approximated as:

A
DOF = 05— (2.3)

Currently, lithography stepper systems use a step-and-sdamdee: the mask (reticle)
and the wafer are simultaneously moved in opposite directions such shiaof the light scans
the entire mask and projects the image onto the wafer [8]. Ntaimdahe wafer stage, in order
that the lens-wafer distance is uniform throughout the step<ard{srocedure, is extremely
difficult. Furthermore, in printing smaller feature sizes thaproving the resolution (refer to
equation (2.1)), NA is increased in order to capture higher orddighvfwaves, subsequently
decreasing the DOF (refer to equation (2.3)). Thus, the problem @fugehon-uniformity is



particularly difficult in optical lithography, where the DOF Haecome so small that there is a
concern about whether optical steppers are capable of maintaining thanneages.

In addition to concerns about the DOF control, the lithography systest pnovide
uniform exposure dose illumination to maintain CD control across the exposdr@-igire 2.7)
[19][20].
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Figure 2.7: Bossung plot shows that DOF and exposure dose control are quitanmport
in maintaining a uniform CD [20].

A uniform dose on the wafer is maintained by controlling theewstfage scanning speed
and the intensity of the laser source. The exposure dose for astjiverdth, W, is expressed
as:

Ws =V (2.4)

|3

whereVy, is the maximum wafer stage scan speed, the number of pulses required to achieve
the specified dose, arids the laser source repetition rate. The exposure dose vamatiga is
typically 1-2% [8].

Alignment of the reticle to the wafer is also an importanta®of variability. Integrated
circuits are manufactured through a series of patterning. f@ph new layer must be placed on
top of the preceding layers, and proper alignment of the new laylee {previous circuit pattern,
already imaged on the wafer, is essential for correctrelalccontact to occur. This alignment
error, commonly referred to as an overlay error, must be kepinvgertain tolerances. Current
state-of-the art ArF lithography scanners can maintain overlay @fr8rd nm [21].

Other sources of variation in the lithography patterning stepsd@@ost-exposure bake
(PEB), which causes systematic across-chip variation [2B¢ ré@sist here is first spun onto the
wafer, exposed, and then baked. After it is exposed through thie,retiPEB is used to drive
additional chemical reactions or the diffusion of components within ékestrfilm. If the
temperature is uneven, this non-uniformity will result in critidi@hension (CD) variation. This
effect is manifested in a parabolic profile across wafers.



2.2.2Variation in Patterning and Other Manufacturing Steps

Other patterning and manufacturing steps are important sourcpsocéss-induced

variation. This section lists and discusses such sources angbdkemtial impact on transistor
performance, organized by their respective magnitude of radius of influence

Chemical Mechanical Polishing (CMP) causes a difficult lenge for maintaining
overlay-error control. The purpose of CMP is to produce planarizedcearf€ MP is
helpful to lithography because CMP reduces thin-film effebtsyever, CMP makes
overlay control difficult because it reduces the contrast of alignments48jet

Dry etching is an important step in the patterning of the palyesilgates. This process
suffers from microscopic loading effects in which densely-spagates experience a
lower etch rate than isolated ones. This difference causes gitieseto have larger CDs
than those of isolated ones.

Developer fluid dissolves

Mask b ’
N the exposed resist Gate length
Positive
resist ~dm l
SiN
Si0,—

Figure 2.8: The fabrication steps of poly-silicon gates show that CDs buffeetch
loading effects [1]

Applying mechanical stress to transistors improves theirezambbilities. NMOS and
PMOS devices respond differently to tensile and compressives,sttegending on the
transistor type [23]. To apply mechanical stress to NMOS dsya nitride contact etch
stop liner (CESL) is deposited using Chemical Vapor DepositiorD)CVhis capping
layer has tensile strain. The discontinuity of the film at #uge of the MOSFET
gate/spacer impacts the stress/strain in the channelreF&y9 shows the mechanical
stress distribution beneath the channel area. While the additiggmahgdayer enhances
NMOS performance, it also increases layout-induced varialilieyto different diffusion
areas.
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Figure 2.9: The distribution of mechanical stress beneath the gateitithiaged by the
contact etch stop liner, which is also commonly referred to as the cappin{Rlalye

2.3 Process Characterization Methodologies

In order to monitor process-induced variation, a variety of prochssacterization
techniqgues can be employed, such as: optical scatterometnnirggaelectron microscopy
(SEM), electrical linewidth measurements (ELM), and automatedtrenic testing. These
process characterization methods are used for process controll ass W@ evaluate process
corners.

Optical methods like scatterometry are used to inspect featae are large enough for
optical linewidth measurement systems. Their high throughput advantag8EMs is a major
reason why they are used for minimizing tool-induced shifts in dwiaugt overlay errors and
process drifts. Most optical methods have been replaced mgéhef SEMs as the primary tool
for measurements. SEMs have high resolution levels. They ase afed for process
monitoring and to calibrate OPC models. Though the process of using iISEMsv, with the
utilization of automation they can be used for extensive studies.

Electrical Linewidth Metrology (ELM) is an electrical nsemement method that serves
to supplement SEM measurements. It is used to characterisenayis CD variation from a
variety of sources, for example, illumination non-uniformity acrbesslit, wafer level effects
during the Post Exposure Bake (PEB), and etch steps [24][25H®6F this method has a speed
advantage over SEMs, it is used when a large number of linewidguneezents are needed in a
small amount of time.

Electronic testing in the form of ring oscillators, StatianBom Access Memories
(SRAMS), and leakage test structures has commonly beenagsdrhine circuit performance
variation induced by physical effects in greater detail.tEde@ testing is both easily automated
and provides a permanent silicon record on the wafer. It afsssahe important benefit of
examining the overall performance, as the final electnaformance of a circuit is what
ultimately matters.

2.3.1 Frequency

Ring Oscillators (RO) are commonly used to characterizaitiperformance variability
by examining physical effects. They are small in areasamgle to implement. RO frequency
can be measured easily, rapidly, and accurately through automdtiem they are used. In
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conjunction with scan-chains and multiplexers, only a few input and outgstgsa needed for
automatic measurements.

Since ROs with a large number of inverter-stages can averagieeot#ndom variations
of the individual stages, systematic variation is easily cagtiry long RO-inverter chains.
Random variation is easily captured by short RO-inverter chaonause ROs with a small
number of stages experience less averaging at each inverter stage.

RO frequency is sensitive to gate length, mobility/injectiorocigy, threshold voltage,
and parasitic capacitances. RO frequency is approximated as:

fro ® — (2.5)

CVNstages

wherefrois frequencyl is the transistor curreng is the load capacitance for a single stages,
the supply voltage, anlilsiageis the number of RO-inverter stages.

Ring oscillators have been used to characterize the effectes€onnect [4], parasitic
capacitances [27], and even the exposure dose [28]. Modified ROalsma to be used to
measure individual transistor gate delay with a high degree of accuraf80[29]

2.3.2 Current: Iy sat and Iy, Leax

Techniques that measure subthreshold leakage curientak) are very sensitive to
threshold voltage, . For example, gate leakage ang Were measured in an addressable array
of devices in IBM’s 65nm SOI technology [31]. Like frequencyusation current {sar) is
sensitive to similar design metrics, excluding capacitandealba affects circuit performance.
For instance, transistor saturation current has been measuredafraddressable array of
transistors, and the transistor gate lengths are inferred §rem[B2].

2.4 CAD Tools for Monitor Design Enablement

Computer-aided-design (CAD) tools are used to simulate praodissed variation at the
design stage prior to fabrication. They are often used teldecimeasured silicon results and
will be used to explore ways to enhance parameter specifatgy in this work. Fortunately,
Mentor Graphics Calibre using generic models for exposure tadlsesist effects is available.
ST Micro’s 40nm Process Design Kit (PDK) with electrieatraction and BSIM4/PSP models
is available under NDA with BWRC. The CAD tools that are reievim this work are
summarized in Table 2.5. Of particular help are the Paraaméé&ld Simulator (PYS) developed
by Poppe, and Pattern Matching, which will be delved into in Sections 2.4.1 and 2.4.2 [5][33].
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CAD Tools Purpose

SPLAT (NA < 1) Rigorous Lithography Simulations for NA < 1
Mentor Graphics Calibre Rigorous Lithography Simulations

ELDO, SPICE Circuit Simulations

Sentaurus Stress/Strain TCAD Device Simulations
Parametric Yield Simulator (Simulation Simulation flow that converts 2-D gate

flow that contains: Calibre, Non- lithography contours into a 1-D effective gate
Rectangular Transistor Modeling/BSIM, lengths for HSPICE simulations

and HSPICE)

Pattern Matching Fast-CAD Lithography Simulations

Table 2.5: A summary of the CAD tools used in this work

2.4.1 Parametric Yield Simulator (PYS)

The Parametric Yield Simulator (PYS) is a comprehensive aiioul flow that translates
a 2-D gate lithography contour into a 1-D effective gate lenigthbe injected into circuit
simulators like HSPICE [5]. Automated simulation flow from GB® HSPICE outputs is
implemented using Mentor Graphics Calibre Work Bench, BSIM, and EISPin which
automation is enabled by Perl and TCL scripts. A non-rectangalasistor model using BSIM
is the basis of the PYS, as it translates a physical shape (the outputaiibre €imulations) into
an equivalent gate length that serves as an input to HSPICE.

Calibre

Module 1
Processing

BSI_M Module 2
fransistor Device
model

¥

Circuit Simulation
across characterized
process window

Non-rectangular
transistors

Figure 2.10: Parametric Yield Simulator (PYS) flow [5]

As illustrated in Figure 2.10, the PYS flow contains 3 simoatnodules. Module 1
(Processing) uses Calibre to simulate the lithography contiowglesr specific process conditions.
Module 2 (Device) uses the simulated geometrical gate shapefalibre and builds a BSIM
transistor model to calculate equivalent transistor gateHseng@he third module (Circuit) injects
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all of the calculated transistor lengths into an HSPICE nédirscircuit simulations. The flow
here is automated using scripts for simulating circuit performances acpossess window.

2.4.2 Pattern Matching Physics

The concept of modeling process effects at the mask planeagwnvolutions with
maximal lateral influence kernel functions was introduced in a&efPatMatcher system by
Gennari [34]. The influence functions for aberrations, including f@ng polarization, were
introduced by Robins and Mcintyre [35] [36]. Extensions for illumoraeffects and for focus
as a large aberration are included by Rubinstein, Wang, and M3II¢38][39]. The lateral
influence function for focus as adjusted for partial coherenceld@oniiations in Chapter 3 will
be used to guide the selection of focus sensitive monitors prioriteyiséematic analysis using
Calibre.

As shown in Figure 2.11, the Pattern Matcher contains a patteena@nthat uses lens
aberrations (including focus) and mask illumination to creatéatieeal influence pattern of the
kernel. The Pattern Matcher then makes an analog weighted convalfitioa chip layout and
reports the degree of similarity, or the Pattern Match Fad@KF). Circuit designers can use
such outputs from the Pattern Matcher to determine the sensgitiat their layouts have to
residual process effects.

Pattern Patterns (Py, Py, P,)

DSO

|
l_ L [Mas
111 |Layout

Generator

Match

Location(s)
&

Match

Figure 2.11: The Pattern Matcher Concept and Flow [34]

Aberrations like focus contribute lateral spillovers among featureaddition to, and
independent of, those due to proximity effects. The spillover funabioprbximity and several
of the even aberrations in Figure 2.12 from Robins et al [40] arersho be the Fourier
transform of the Zernike terms in the pupil. These kernels cleaizet the lateral
electromagnetic spillover due to no aberration (Z0), defocus &pBrical (Z8), and higher-
order spherical Zernike. Note that the defocus contribution is orthototte unabated electric
field point-spread-function. These spillover functions are actually Patterns that are
rotationally symmetrical with radial cut-line intensity, @ be seen in Figure 2.12(a). Pattern
Matcher’s pattern generation functions create these spillovetidnacand discretize them in
pixels on a grid for convolution.
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Figure 2.12: The above kernels in (a) are computed by taking the inverse Foamigiorm of
the corresponding Zernike terms [38], while (b) is an example of a focus monitor

The physics behind Pattern Matching is explained below. A statittevgraphy system

is shown in Figure 2.13.

Mask

E diff

Figure 2.13: A typical lithography system

Eimage

Based on the system in Figure 2.13, the electric field at thgeinpdane, Fage IS
represented as a 2-D inverse Fourier Transform (IFT):

Eimage(6,Y) % [y Eairy (f, 9)e /2T Ux+90)e~IOPP U0 cire(\[f2 + g2)dfdg  (2.6)



whereEg; is the diffracted light from the mask, " is the Optical Path Difference (OPD)
caused by an aberration in the lithography system that resudtsmall phase change, and the
circ function represents the pupil lens, which acts as a low frequency filter.

Assuming that the aberration is small, Taylor Expansion can lk taseepresent the
OPD exponential term,

e JOPD(1.9) ~ 1 — jOPD(f, g) &)

Since the mask in Figure 2.13 contains an infinitesimally smialighe, a delta function
centered at the origia(0,0), is used to represent the mask. Its IFT resultg#r{fig) = 1.
The above assumptions simplify Equation (2.6) to:

Eimage(x,y) = IFT[circy[f? + g2| + IFT[jOPD(f, 9)] (2.8)

where the first term is the electric field produced from proty (Airy Function), and the second
term is the electric field spillover produced from the aberration.
Using proximity electric fields as a reference, the changenigdean be represented as:

AEimage(xJ y) ~ IFTUOPD(fr g)] (29)

The patterns or kernels used in Pattern Matching are pixel-lrapeesentations of
Equation (2.9), allowing one to use the IFT of the OPD (i.e. IFT[ZerRi&lynomial]) and to
work at the image plane instead of at the mask plane [38].

To assess the degree of spillover, the Pattern Matcher convolvésythg with the
kernel represented in Equation (2.9). The Pattern Matcher computstsean Match Factor
(PMF), which is defined as a normalized 2D discrete correlatompatation. This computation
is similar to an image convolution. The PMF at layout position) (ipj an X by Y kernel is
calculated as:

PMF(i+X j+Yy)~> > Layou(x+i,y+ j)-Kernel(x,y) (2.10)
X y .

The resulting PMF is an indication of the severity of electramatig spillover due to
lithography aberrations at a particular location (i,j) in alayFigure 2.14 offers some examples
of the results from pattern matching simulations.
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Figure 2.14: In the Pattern Matcher, electric field spillover is condbamo an

observation pixel (¥ from surrounding pixels (), as shown in (a) via a convolution
computation. In (b), examples of different kernels matched onto a point on the poly (red)
layout are shown.

Since image quality correlates with intensity rather than kbetrie field, Miller et al
developed a new Pattern Matching metric called a compositehnfattor (CMF) that more
accurately correlates Pattern Matching outputs with changes in tptE88i

2.5 Design of Gate Lithography Focus Monitors usingthe
Parametric Yield Simulator and Pattern Matching

Defocus is a source of variability that is increasingly morgortant with increasingly
high NA lithography. The effect of defocus dependencies on layouteggemhas been studied
extensively in the literature [41]. A basis for the automatedtednic testing in this thesis is the
study of how the individual transistor layouts can be used in designiagpanse to a focus
made with Parameter Yield Simulations [5]. Using Calibteoljraphy simulations, Poppe’s
PYS platform systematically screens for layout geomethes &re sensitive to focus. The
platform converts the 2-D lithography images into a 1-D effecgate length using a non-
rectangular sliced-transistor model which is then plotted across spnoelow for analysis.

One example of the layout-dependent effect is that of defocus.eFglb shows the
simulated response of five-line gate arrays to defocus as aofurdtpitch, where the critical
dimension (CD) shift is determined by taking the difference éetwthe CD of the center (dense)
line and that of the right most (semi-dense) line [5].
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Figure 2.15: The post-OPC simulated CD shift of 80nm gates for four diffieneels of
defocus reveals that some pitches exhibit high sensitivity to focus while atfeer
insensitive to focus.

In Figure 2.15, a high sensitivity to focus for a particular géttsh is observed. Hence,
since transistors at this gate pitch have a higher measuredr@than the rest, they can serve
as defocus monitors. Wafers can be intentionally exposed to mehasuresponse of these
monitors to various exposure dose/defocus conditions and to identify the mostes@itsies.

Since isolated gates are sensitive to focus, the response ofseaads80nm gate through
focus and exposure dose is observed and will serve as a refésermmnparison with other
hyper-sensitive monitors (Figure 2.16).
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Figure 2.16: Bossung plot ot#eciveVS. DOF across different dose conditions for an
80nm isolated line [5]

For the purpose of comparison, the process variation (PV) baefinedi from -80nm to
40nm DOF at a 100% (typical) dose. TAEgsecive = 3% for an isolated 80nm gate. Poppe and
Rubinstein developed layout monitors for gate lithography focus dayng@ features to an
isolated gate in order to enhance focus sensitivity.
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A reticulated monitor is a non-rectangular monitor that consists of hammerhdadap,
and a poly elbow, where the synergy of these carefully added featauses two significant
pinch points through focus [5]. Figure 2.17(a) shows that when a mongionugated with a 6%
overdose and a -120nm defocus, it exhibits drastic changes in the CD.

Leffective vs. Defocus: Non-Rectangular Geometry
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Figure 2.17: A simulated aerial image using PYS for a retiedlmonitor is shown in (a),
and the monitor’s response through focus and dose is illustrated in (b) [5].

Figure 2.17(b) shows a Bossung Plot akckive Versus DOF across different dose
conditions. AALeteciive = 12.8% change is observed within the PV bands defined above. The
curvature change is twice as sensitive as the isolated 80nm gate reference.

Much higher sensitivity can be achieved with the use of a phaseesjich of 99 on the
mask that tends to respond linearly rather than quadraticalbcts.f For example, probe-based
Zernike aberration monitors have been shown to be hyper-sensitiedotmus but they require
SEM for metrology [43]. The defocus monitor developed by Robins has rneéified by
Rubinstein and Poppe into a transistor to enable electrical measirgsj44]. This monitor
uses an attenuated phase shift mask and a center probe withpha@@ etch. The result is a
layout monitor that can detect the sign as well as magnitudefous. A hyper-sensitive layout
monitor developed by Poppe using & §base shift probe is shown in Figure 2.18.
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Figure 2.18: A simulated aerial image of a Zernike aberration monitay BY'S is

shown in (a), and the monitor’s response through focus and dose is given in (b). Since the
center 98 probe region is hyper-sensitive to defocus, the gate CD is expected to change
dramatically in response to the defocus in the scanner [5].

Figure 2.18(a) shows a hyper-sensitive layout monitor. This moritesists of a gate
with the source on the left and the drain on the right. The box represeftplaag@ shift area on
top of the gate. The light coming through the boxed region interatistie spillovers from
defocus and, depending on the direction of defocus, the phase shifitleealigs in or out of
the gate. Figure 2.18(b) presents a Bossung plot«é:ile versus DOF across different dose
conditions for the layout monitor presented in Figure 2.18(a). Noterar Irelationship across
focus in Figure 2.18(bALefeciive = 27.8% is observed within the PV bands defined above. This
change is 5 times more sensitive than that of the point of reference, thedigflam gate.

To be representative of a production process in which Optical Proximitgd@iorr (OPC)
is used to improve gate length control, the point of reference fiegho that of the focus
variations of the dense gates. It is well known that the variation gbe$igld for isolated gates
is typically twice that for dense gates. Table 2.6 now alltvespercentage change to be related
to dense gates. Here reticulated monitors have about a 2x greatavigetwsiocus as compared
to that of the isolated gates, and they are 4x more sensto@ngpared to dense gates. With the
use of a 98 phase shift mask, probe-based Zernike aberration monitors are 5xsemsitve
than that of an isolated gate and 10x more sensitive than that aletis® gates. Thus,
considerable leverage exists for the construction of transesgouts for focus sensitivities that
can be measured through electrical monitoring.
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Gate Lithography Focus AL efteciive (PV Band: -80nm to | Sensitivity Improvement

Layout Monitors 40nm DOF) using Dense Gates as the
Control

Isolated (Reference) 5.5% 2

Reticulated (non- 12.8% 4

rectangular)

Phase Shift 27.8% 10

Table 2.6: A summary afLefective fOr gate lithography monitors

2.6 Summary

In current design methodologies, the impact of circuit performaadation is usually
not carefully characterized in circuit simulations. Insteadlfent designs are typically made to
satisfy design rule checks and worst-case corners. The smggagaumber of design rule checks
with scaling exacerbates design time. Process corner dasitpodology is often too pessimistic
and is not well-correlated with layout-induced systematic effeldius, process variation needs
to be carefully monitored and analyzed in order to both improve thentutesign methodology
and to optimize process conditions in manufacturing.

Simulations can be used to design process-sensitive monitorslas welhelp decipher
measured results leveraging industrial CAD tools and promisasgGAD approaches like
Pattern Matching. Preliminary simulated results and elettmesasurements demonstrate that
probe-based Zernike aberration gate lithography focus monitors caesigmet to show 12x
more focus sensitivity than that of a dense gate.

Such work leads to the design of parameter-specific rimglaier monitors for the
electronic monitoring of sources of process-induced variabilitysef of layout monitors
developed by Pang is used for screening process conditions. Thests legn be modified to
enhance the effects of gate etch, gate focus, gate-to-adsaégmment, and nitride CESL/STI-
induced stress. Pattern Matching, Calibre, and Sentaurus dreulpdy useful tools for
guantitatively modeling diverse lithographic and stress impacts. veniety of variability
sources increases with new device stressors as well as the number sf pteps.
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Chapter 3
45nm Ring Oscillator Monitors
Experimental Design

This chapter extends the RO layout monitoring approach to enhansertsiévity and
selectivity to particular process parameters by adding gdlysiodeling and simulation of the
sources of variability in order to tune the layouts. These paearsgecific and simulation-
calibrated ring oscillator inverter layouts are described Her itlentification and quantitative
modeling of the sources of circuit performance variation for gete, gate lithography, gate-to-
active overlay, nitride contact stop layer (CESL)-induced straid, &hallow Trench Isolation
(STN-induced stress. Generic conceptual results are gived basexperiences garnered from
the preparation of proprietary layouts that pass design rule cfogck<l5 nm ST Micro process
under development. Poly and diffusion layout sensitivity enhancement sh@igce been guided
by fast-CAD Pattern Matching. The accuracy of the fast-G&bmate by the Pattern Matcher
for lithography is then tuned in a detailed manner using simulatioMentor Graphics Calibre.
RO monitors are also described to characterize the stifesssedissociated with diffusion area
size.

This chapter is organized into 7 sections. Section 3.1 analyzes th&eB@ency
sensitivity to 90nm RO monitors designed by Pang so as to soreearious sources of process
variation [1]. Section 3.2 introduces the 45nm RO array circuit desigengtics and layout
floor planning. Section 3.3 summarizes the 45nm parameter-specifiradd@ors. Sections 3.4
and 3.5 discuss the methodology to assess and guide the design obR® Usyng lithography-
based simulations, including Pattern Matching. Section 3.6 describdsediga of nitride CESL
and STI stress RO monitors. Finally, Section 3.7 summarizes the chapter.

3.1 RO Frequency Sensitivity Analyses for 90nm TestChip
Measurements

The purpose of this section is to determine whether lithographiasffao explain the
across-wafer and layout-to-layout RO frequency differencesnatasdoy Pang from his set of
screening layouts with various dummy gates, as can be seeyune B.2 in Chapter 2 [1]. One
may recall that the measured within-chip/g() = 3% and an across-wafersB() = 20% are
observed. The analysis begins by investigating the RO frequeamsytigity to gate length
changes and the differences in electrical parasitic sffectong the three layouts. Next, the
physical changes in gate length with respect to focus, exposureathaséyout are examined
using a generic lithography model. Then, the lithographic gatéhl@hgnges are mapped to RO
frequency changes. This mapping then allows one to infer a qtiaatgatimate of the expected
across- wafer RO frequency variation that is due to lithographaisd enables the frequency
shift from layout-to-layout differences to be quantitativetynpared to the shift seen in Figure
2.2.
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3.1.1 RO Frequency Sensitivity to Gate Length and|Ectrical Parasitics

The parasitic impact on the RO frequency due to the presence ncaldelummy gates
is examined for three layout monitors using ST Micro’s 90nm Psdoesign Kit. In Figure 3.1,
the RO frequency versus channel length relationship for Tile4a3and 5a is simulated in the
following manner. First, the drawn channel length for allhef ting oscillator inverter layouts is
modified by the same fraction. Next, the SPICE netlist fomtloelified ring oscillator layout is
extracted. Lastly, the ring oscillator frequency is simulated ubmgxtracted netlist.
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Figure 3.1: The RO Frequency versus the Channel Length simulations fomibméeers
show that the presence or the lack of dummy gates has little effect oriezktesults for
a drawn gate length. The sensitivity at (1,1) is -1.8.

Simulation results in Figure 3.1 show that a 10.1% change in drawn tHangth
causes an 18.1% change in RO frequency as given by the slope)at{ice the three RO
frequency versus channel length sensitivity curves show minoratiffes here, this observation
indicates that the RO frequency increase observed in the medsueetbr Tiles 4a and 5a in
Figure 2.2 is not due to changes in parasitic effects due tpréisence or absence of dummy
gates.

For further references in modeling non-rectangular transifeote using the Parametric
Yield Simulator (PYS), the RO frequency sensitivity to chanigethe channel length for the
NMOS and PMOS devices are considered separately. Followirggniiogation procedure stated
above, the sensitivity to only the NMOS or PMOS is examined, viherdrawn channel length
of one device remains fixed while the other is varied.
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Normalized Channel Length vs. Normalized RO Frequen cy
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Figure 3.2: Sensitivity to the individual NMOS or PMOS device is half as Itigeas
sensitivity to both devices.

The sensitivity to gate length change is 0.91 if only eitherNNMOS or the PMOS
channel length is changed. When both of these gates are changibeitdy the same fraction,
the sensitivity is 1.81. The combined effect of varying both the mrelmannel length of the
NMOS and PMOS devices yields twice the sensitivity as thataofing the NMOS'’s or the
PMOS’s channel lengths in an individual manner.

3.1.2 RO Frequency Sensitivity to Gate Lithographypose and Focus

The PYS is used to model gate length with the inclusion ofditquhy effects. The
layouts designed by Pang [1] for the 90nm ST Micro PDK apeits to the PYS. A generic
90nm BSIM3 model card developed for predictive modeling by Arizona &taiversity for a
bulk CMOS technology is used for this conversion [45].

Lithography modeling in the PYS is generic and without cdiifmaagainst actual silicon
results for the ST Micro 90nm process. More specifically,tfe 193 nm dry lithography, a
numerical aperture (NA) of 0.78 and annular illumination with sigma_60188 and sigma_in=
0.4 is assumed. This produces a Raleigh depth of focus (RU) of 159 nminTilated focus
range is $00 nm, and the simulated dose range6%-rom nominal (Dose=100). The impact
of coma is not included in the lithography modeling because theuneellRO frequency for the
asymmetrically biased layout monitors (i.e. Tiles 4a and 5a) ghovwmal differences. A
variable threshold resist model is utilized to obtain contours using Calibre.

Using PYS simulation, Bossung plots of the variation in effeatiole-rectangular gate
length (Lefrective VeErsus defocus and exposure dose are shown in Figure 3.3 foraaed€finm
gate and in Figure 3.4 for a dense 90nm gate. These simulation edhilig¢ the expected
parabolic Bossung shape. Due to the properties of the resist nmodasymmetric shift of
+20nm is observed in the Bossung plots. For purposes of sensitivifisianalbservations are
referenced from 2% of the exposure dose from nominal (i.e. Dose=100) and at a rarfe of
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nm to +120 nm defocus, which is a 100 nm range from the edge to the ckfbeus, or
approximately +2/3 of a RU.

The percentage of the variation in thegdive Caused by defocus dgeciive, focu} are
calculated from the curvatures under nominal dose conditions (Dosé¥1@Mile variations
caused by the exposure dosesfkive, dosp are calculated at +20nm defocus. For the sensitivity
range of -80nm to a +120nm depth of focus, an isolated monitor (RBgRirshows a\L efective,
focus, NMos = 5.5%, while the dense layout (Figure 3.4) shows oMy @eciive, focus, Nnmos 3.0%
for the same range. For a sensitivity range o2%-exposure dose, the isolated monitor (Figure
3.3) shows &L effeciive, dose, n\Mos 8.1%, while the dense monitor shows onWlasective, dose, NMOS
= 6.8%. In general, the additional bias from the dummy gates desrteg\L cfeciveSENSItiVity
to focus and the exposure dose by 1-2%.

Leffective vs. Defocus: 90nm Isolated Gate
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Figure 3.3: A simulated plot of thedecive Versus defocus for different dose conditions
for anisolated90nm gate showsA Lefective, focus, Nmos=2.5%.
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Figure 3.4: A simulated plot of theecive versus defocus for different dose conditions
for adense90nm gate shows/MA Letective, focus, Nmos=3.0%.

3.1.3 Prediction of RO Sensitivity from PYS Lithogaphy Modeling

Figure 3.5 shows a Bossung plot for Tile 3a of the RO frequensyvehe DOF and
exposure dose for NMOS devices only. This figure, as well a®ftéagure 3.6, is obtained by
taking the lefeciive Of the NMOS transistors and mapping thgelive to the RO frequency using
the RO frequency versus channel length relationship from Fi@relt does not include any
changes in the PMOS devices and should predict only about half of tagovaexperimentally
observed. The Bossung plots of the RO frequency versus that ofQReae not perfectly
parabolic due to discretization errors from the PYS when congelitimography contours to

L effective.
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Figure 3.5: Tile 3a’s simulated plot of ring oscillator frequency versusdefior
different dose conditions is used to examine the measured across-wafer R@clyeque
spread.



Figure 3.5 is used to quantitatively determine whether lithogrégha possible source of
across-wafer RO frequency variation for RO monitor Tile 3anfFFigure 2.2, the measured
across-wafer 3{u) RO frequency variation is approximately 18-20%. Assuming argss
window of a_£% dose and an -80nm to 120nm defocus, Figure 3.5 shows a variation in the RO
frequency Af ro, nmos = 6% (A f ro, bose, nMos= 4% +A f ro, Focus, nmos= 2%). This variation
must be doubled when the PMOS effects are included; thus, the sohatatess-wafer spread
due to lithography isAfro cmos=12%. This estimate shows that lithography variation from
exposure dose and defocus contribute significantly to the 18-20% neasvoss-wafer spread,
but that other independent sources likely contribute more. The meastess-wafer variation,
oiotal, IS @pproximated as the square root of the sum of the variation dtlmgrelphy,csznmography,
and the variation due to other source%ner- Since Giithography Ototal = 12%/18%_<0.7, this
implieS thatoother > Glithography

Figure 3.6 is used to make a quantitative estimate on the laytayetat differences and
to examine the pattern-induced RO frequency shift among thedtifeent RO monitors. Here,
little focus and dose-dependent RO frequency shift is observed. At ko, nmos = 4% IS
observed for a few very high defocus conditions; this variation is dbuklen the PMOS
effects are includedAfro, cmos = 8%). Thus, lithography variation does not account for the
observed pattern dependent systematic shift in RO frequency, amet#seired\fro that equals
10% is likely associated with etch.

RO Freq vs. Defocus: Tiles 3a, 4a, and 5a
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Figure 3.6: A simulated plot of the RO frequency versus defocus for different dose
conditions shows that the pattern dependent shift among monitors Tiles 3a, 4a, and 5a is
likely due to a non-lithographic source, such as etch.

3.2 Ring Oscillator Schematics and Floor Plans fot5nm

To accommodate for the 32 parameter-specific ring oscillai@stbnm test chip design,
a scan-chain architecture utilized by [4] was adopted. Individuatddge ring oscillators are
used, and each ring oscillator is considered as a tile. A riogjats tile also contains
additional control logic both to enable the ring oscillator and to nhestiphe ring oscillator
signal from the ring oscillator output to the final output pad, as showigure 3.7(a). These
ring oscillator tiles are arrayed into a matrix, as candensn Figure 3.7(b). The on-chip
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frequency divider reduces the ring oscillator frequency beforeinleoscillator signal reaches
the final output pad. This divider allows off-chip automatic measenésnto be made in the

megahertz range. Note that just a few pads are required teuraete thousands of ring
oscillator circuits.

In 1 tile tile | tile | tile - — 4 tile - — -
F _| Divide BN
T "] byN > tile | tile | tile tile
T
RO RO - !

% sel sel tile | tile | tile
row1 ; ; L
row2 .

column column Tlle array

() (b)

Figure 3.7: The schematic of a ring oscillator tile arrayed in a row isrsho(@). A 2-D
array with a set of vertical and horizontal scan-chains along the perimeteler to
enable row and column select can be seen in (b) [1].

The layout corresponding to the schematics in Figure 3.7 is showgureR3.8(a). The
vertical and horizontal scan-chains, multiplexers, and a frequeimicier are located along the
perimeter of the final array. On the left of the layout is gbe of vertical scan-chains for the
selection of the row tiles, while at the bottom is the set azbotal scan-chains used to select
the column tiles. On the right of the layout is a set of mettigis which route the chosen RO
signal down to a single signal line that feeds into the on-chip frequency divider.

In the middle of the layout, the smaller rectangular box reptesetile, and the larger
rectangular box represents a set of 32 tiles, given the testaritiation.” One instantiation is
replicated 3 times horizontally and four times vertically dototal of 12 identical instantiations
of each RO type in a block. In order to capture the lithography and across slit direction
variation, the block layout (which measures 230 x 278 )i replicated in 3 locations on a
2x2mnt chip in the manner shown in Figure 3.8(b).
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Figure 3.8: The layout view of the 45nm ring oscillator array is shown in (a). (H¢re,
shows the layout in (a) replicated at 3 different locations across the 2%2hipin
order to capture the variation due to the lithography scanner’s slit and scaiomstec

3.3 Summary of the RO Inverter Layouts and the Nmenclature

The nomenclature used for the 45nm RO monitors is detailed in BahleCartoon
examples of the inverter layouts for the different RO monitasggaren in Figure 3.9.The ROs
are grouped into families according to the process paramete to@nitored: C=0Gntrol (with
two dummy gates on each side of the gategdtated gate, EtEh, F=Focus, M=Msalignment,

N=Nitride CESL strain, and S =T¥stress.

The naming convention is as follows: (1) family name, (2) gadéhwW for a_ wde gate
width, where Wnos = 300nm, and S for ahert gate width, where Wos =130nm;
WpenmodWamos = 1.4), (3) drawn gate length (40nm, 50nm, or 60nm), and (4) subscripts
enumerating the different variations of the same monitor. Monitoresawithout subscripts
indicate that there is only one variation for that monitor. Fomg@ CW40 represents a
Control monitor with a Vile gate and a drawn gate length ofid0

M= H-Shaped Misalignment
W = Wedge-shaped
Misalignment

N= Nitride CESL

S = Shallow Trench Isolation

Family Name Gate Width Drawn Gate Length
(nm) (nm)

C = Control W: Wymos= 300 | 40

I= | solated S: Wamos= 130 | 50

E =Etch 60

F= Focus

Table 3.1: Nomenclature used for RO monitors
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Etch

Poly Focus

IW60 EW60 CW60 CS40 FS40  IW60 FW60
(a): Inverter layouts for etch monitors (b): Inverter layouts foraate fmonitors
Misalignment Misalignment

o _ <«<—u__
Offset Offset
MS40;1 53,45, WS40(; 53,45

(c): Inverter layout for misalignment monitors

Multi-Level CESL S/D Asymmetry
Sx1 LOD Sx2 LODs LODo
NW40(1,2,3,4,5,6,7,8)

(d): Inverter layouts for CESL-induced strain monitors

STI Stress

Syl g
Sy2

Sy3 i

SS40(1,2,3)

(e): Inverter layout for STI-induced stress monitors.

Figure 3.9: Summary of inverter layouts
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Table 3.2 presents the block map for all of the 32 different types of RO monitors.

NW40, EWA40 SS40* WS405*
NW40, CWe0 SS40* CS40™
NWA40; EW60 SS4Q* MS40.*
NW40, IW50 SS40Q* MS40,*
NW40; CS40 WS40, MS403*
NW40s FS40 WS40,* MS404*
CW40 (NW4Q) IW60 WS40:* MS40s*
NWA4G0s FW60 WS40+ MS40¢*

Table 3.2: The block map for the RO monitors—RO monitors in (*) have additional
capacitors inserted between each inverter stage.

3.4 Pattern Matching Guidance for Design of the RMonitors for
Lithography

A generic annular illumination optical model at the 45nm technology node isrubethi
the generation of the pattern matching kernel and in aseassrhthe sensitivity improvement
by incremental layout modification using Mentor Graphics Calibtee designs shown in this
section are created with a generic model without regard toRiGzlidit have a gate length bias of
10nm per edge to approximately compensate for the OPC. The veofidmsse RO monitor
designs for inclusion in the test chip are simulated by STdMising proprietary 45nm optical,
resist, and OPC models.

3.4.1 A Strehl Ratio Test for Process Variation (PYBand Calibration

A Strehl ratio test is used to calibrate focus limits widmeyic parameters for Calibre
simulation. The calibration test consists of plotting the peaksitiefrom a transparent square
measured 0.4fNA) on a side. An NA=1.15 and annular illumination with sigma_out=0.9 and
sigma_in= 0.75 are used to set the focus limits (although tophimaination is also shown).
The intensity peaks at and decreases on either side of thetestDue to the properties of the
generic resist model, for the generic simulation model used, #leipshifted to -30nm. Since
2/3 of a Rayleigh Unit (RU) corresponds to a 0.9 intensity dropdebéh of focus (DOF) range
from the annular curve is found to be -67 nm to +7 nm. These focusysdtir /3 RU are
used throughout this work to assess layout sensitivity to focus for bothapdl active layer
imaging.
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Figure 3.10: A Strehl ratio test for a light square measuring\iBlA)per side at tophat
and annular illumination using Calibre simulation.

3.4.2 Using the Pattern Matcher to Optimize RO Mortor Design

The starting point in creating focus RO monitors is to overlayrtagimum lateral test
pattern (MLTP) at the middle of the gate in the ring oscill&gout. The MLTP are described
in Section 2.4.2 for a given lithography effect, such as gate ldpbgr focus. Then, by
modifying the poly or diffusion layout, the similarity to theelal influence function and, thus,
the sensitivity to focus, can be enhanced. The increase in PMiRei.eonvolution of the kernel
with the layout, is used as a guide for the sensitivity improneiioe the process effect, such as
the lithography focus. Only changes that are consistent with design ruédoee.

Figure 3.11 illustrates the method for enhancing the focus setysdfivihe layouts. The
goal in Figure 3.11(a) is to enhance the sensitivity of the tgatiee lithography focus. In this
case, the MLTP for focus is overlaid and centered on the gatdodinre pattern suggests adding
additional poly features to block the light in the green rings tedtice focus sensitivity,
allowing the light through the red rings to increase focus ®atsi Using this guidance, the
initial choices for additional rectangles can then be adjustsimulation with Calibre to obtain
the layout design.

However, it is quite important to modify the MLTP to include theeeffof the partial
coherence from the annular illumination, as discussed in [36]. Tha effthis modification can
be seen in the change in the PMF in going from Figure 3.11(apgtoer3.11 (b). The goal in
Figure 3.11(b) is to increase the sensitivity of the transisidith with focus during printing of
the diffusion layer. The MLTP is located where the poly crodsesttive (diffusion) mask in
this H-shaped diffusion area that is prone to corner rounding wititcaief In this case, annular
illumination is used, and the defocus MTLP has been multiplied éyrttual coherence for
annular illumination [4]. This function is also oscillatory and predumore nulls and thus a
greater green area in the kernel function.
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(@) (b)

Figure 3.11: (a) shows a coherent defocus MTLP matched at the poly layetayfottie
(b) shows a defocus MTLP with annular illumination that matches at the diffasjien |
of the layout.

3.5 Specific Designs for Etch and Lithography Monibrs

3.5.1 RO Monitors for Etch Dependence of Poly

At 90nm, lithography/etch dependence on proximity to the neighboring dummy gates wa
determined to be an issue [1]. This same style of RO layitluta single and two-sided dummy
gate is replicated for the 45nm process. In order to decouplecthefégcts from the lithography
effects, the optical effects on these layout monitors arbrasdid with Calibre. The contours are
obtained from aerial image simulations for 60 nm gates in the gga@giation band conditions
determined above. Simulations in Figure 3.12 show nearly identical changesleng#tedue to
focus. Thus, it can be concluded that if there are any measngedscillator frequency shifts,
they are more likely due to contributions from etch rather than the lithogfapis.
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The effect of adding neighboring dummy
polys is insensitive to focus.

Figure 3.12: Etch RO monitors are designed to show nearly identical changes in ga
length due to defocus.

3.5.2 RO Monitors for Focus Dependence of Poly

This section looks at the design and process variation (PV) baawibeof gate focus.
The concept of using pattern matching, as noted in Section 3.4.2, is appiedinitial layout
design. After these layouts are made design-rule-check (D&@patible, they are tuned using
Calibre for an optimal response. The focus monitors are desigd@amatand 60nm drawn gate
lengths. The MLTP for focus is overlaid, as shown in Figure 3.11, anthyut is adjusted to
increase the similarity of the poly overlap to the color ofciwetral red area. Hammerheads are
added to the gate. The dummy polys are truncated where they are on green githiefeteral
influence function in order to make these RO monitors specifioatise sensitive to focus. As
required by DRC, the 40nm monitors have dummy polys, while the 60nm nsoaiternot
required to have them. As compared to the control, the new ROarsgsehow an increase in
sensitivity to a focus of 1.5x in the simulation and still meet DRC (Figds.3.



Variation in L: 15% Variation in L: 23%

(b)

© (d)

Figure 3.13: (a) and (c) contain the control RO monitors, and (b) and (d) contain
the 1.5x focus sensitive RO monitors at 40nm and 60nm, respectively.

3.5.3 RO Monitors for Gate-to-Active Overlay UsingPre-Programmed Offsets

Gate-to-Active Overlay monitors are designed based on the liffiagreorner rounding
of an H-shaped and a wedge-shaped active area. Figure 3.14 showylta aninimum sized
gate is fairly immune to pre-programmed gate-to-active of3ehtours from image simulation
using Calibre for the rectangular active area show only a i8age in gate width, with a
deliberate offset of 15nm from the center of the gate. For an pedhactive area, the same
offset causes a stronger impact. As shown in Figure 3.14(b), theoaddithe large diffusion
area increases the curvature, and the same amount gate«toedistet shows a 4% change in
width, increasing the sensitivity 4-fold as compared to that of the minimurh gedé.
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Figure 3.14: (a) shows the simulation contours for a minimum-sized active area.
(b) presents the H-shaped active area gate-to-active misalignmenoR@r.

The relative sizing of transistors in SRAMs often introducesigeeshaped diffusion
areas, creating sensitivity to misalignment. This inspired tbation of the wedge-shaped RO
monitor, which can be seen in Figure 3.15. Here the active areaslesras the gate position
shifts from left to right. A 10nm shift of the gate leads toategwidth change of 3%, thus
increasing the sensitivity by 3 times when compared to thdieofectangular diffusion layout
for the minimum width gate seen in Figure 3.15(b).

() (b)

Figure 3.15: (a) shows the simulation contours for a minimum-sized actaze are

(b) presents the wedge-shaped active area gate-to-active misalidgd@e
monitor.
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H-shaped and wedge-shaped programmable misalignment monitorssayeedewith
five pre-programmed gate-to-active offsets. Pre-programmealignment mapped to changes
in gate width is shown in Figure 3.16. For each pre-programmed dfisegjate width at the
offset is extracted from the Calibre simulation contours atwodevels of defocus, -30nm and -
67nm. The H-shaped layout monitor is characterized by a parahoie, and the minimum
identifies the best alignment. The wedge-shaped monitors retcnaracteristic curve with a
slope of 0.8% change in RO frequency per 1nm defocus at a Onm -gatieveooffset, as shown
in Figure 3.16. A misalignment of several nm will occur during prodoc The shift in the
symmetric point for the H-shaped monitor will quickly and unmistakatgntify the magnitude
of the overlay error. Defocus for the H-shape monitor theoligticeacreases the parabolic
curvature.

H-Shaped RO Monitor

1
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T \\ /
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Figure 3.16: Normalized width versus pre-programmed offsets for the Heshragretors
at Onm,_4.0nm, and #5nm, shown in (a) and for the wedge-shaped monitors at Onm,
+5nm, and +0nm, shown in (b)
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In order to mitigate the self-loading compensation of a gatikh effect, a loading
technique is introduced. The RO frequency sensitivity to changgsténwidth is reduced here
due to the capacitive loading and drive current scale similarlyttareltending to cancel each
other out. This effect can be mitigated by using additional lsieezapacitance loading that is
independent of the gate widths such that the fractional changapacitance is small. This
mitigation can be achieved by inserting large, fixed capacitobetween the inverter stages.
One option is to implement these capacitors using transistorssautice and drain tied to the
power supply or ground, as shown in the schematic in Figure 3.17. Figuralshlshows a plot
of RO frequency versus normalized gate width via simulation®I€E with and without the
added transistor capacitors. Here the drawn inverter layout wigd#riesd from 80% to 120% in
order to observe the sensitivity of the frequency to gate widthgehaVithout the addition of
capacitors, the sensitivity at (1, 1) is 0.2. With the addition chasg's, the sensitivity increases
to 0.8. Thus, 80% of the transistor width variation shown in Figure 3.16 should iocRO
frequency variation. The ring oscillator frequency is about an afdaagnitude slower with the
additional capacitors.
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Figure 3.17: This plot of normalized ring oscillator frequency as a functigatefwidth,
with and without capacitive load, shows that added capacitors increase the slopefrom
to 0.8.

3.6 Designing Nitride CESL-Induced Strain and STI-hduced Stress
RO Monitors

In order to characterize the impact of strained-silicon teclygyplRO monitors are
designed at 45nm technology so as to examine the variation due to/d@imceapping layer
stress, STI stress, source/drain asymmetry, and gate str@gsuBly measured 45nm test chip
results demonstrated that an increase of 160nm in the source/argiin & diffusion (LOD)
induced a 5% change in the RO frequency caused by the inanezg®ping-layer-induced strain
for larger LOD [46]. However, this experimental screening wase at only two levels. In
addition, prior work by Khakirfirooz demonstrated that with the scadindevices, source-side
drain of a device has a larger impact on transistor injection velocity thamsildai strain [47].
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Leveraging these prior works, 8 new RO monitors with multipkeelge of LODs,
including source/drain asymmetries, are designed to systehatcharacterize the impact of
strained-silicon technology on transistor performance. The inteatitéo capture the detailed
length behavior for comparison with concurrent modeling studies being carried Xut[B}

Three STI RO monitors are used to study STI influence indlagerd vertical directions
of the channel. In the lateral direction, the monitors are desigitbdverious levels of STI
widths that lie in between the transistor and its adjacent dunateg.gin the vertical direction,
monitors are designed by varying the STI widths that lie iwéet NMOS and PMOS devices.
Since PMOS devices are expected to be more sensitive to cla@jdsvidth when oriented in
the <110> channel direction and NMOS in the <100> direction, measutedrdguency
sensitivity from these monitors can be used to determine channel orientation [23].

3.7 Summary

Circuit performance characterization using ring oscillatoressad via scan-chains has
been generalized by adjusting layout features to enhance ¢spmnse to particular physical
effects. In so doing, parameter-specific quantitative monitors aagedreA set of 32 RO monitor
layouts was designed with generic image models that met desegnunder the assumption that
OPC would not be used. Pattern Matching with known lateral spilleveatibns gives helpful
guidance. For example, by adding poly features outside of the dae@gethe sensitivity of poly
to focus is doubled. Combinations involving layout changes on multipleslayed multiple
levels of programmed offsets are shown to be very effective threingulations. Wedge-shaped
misalignment monitors are used to produce a sensitivity of a 0.8%eaRO frequency per 1
nanometer alignment and, in the case of the H-shaped monitor, Hadignmnent can be
determined without calibration. In practice, the misalignment ramibased on the transistor
width changes are implemented with a 0.8 sensitivity to gate widthge by adding large fixed
capacitors so as to reduce the impact of self-loading. Fretslef pre-programmed gate-to-
active misalignment are used to identify the direction of the ay@niduced shift in a parabolic
response. Stress is a new frontier where intuitive layout chamgesw being utilized and will
later be coupled with systematic process simulations. There gight RO layout monitors
designed to characterize the RO frequency sensitivity tweaatiea lengths and asymmetries.
Here, three RO monitors were designed to monitor STI-induced stress.
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Chapter 4
45nm Ring Oscillator Testing
Methodologies and Noise Analysis

This chapter reports on initial RO frequency measurements andbésstne testing
methodologies used for the automating measurement collectiono linalsdes an analysis of
noise attributed to the testing environment. Systematic across-awafl random within-chip
variation for control-case RO monitors are discussed and used to theidenalysis of the
systematic and random components of parameter-specific RO in the subsequens.chapt

This chapter is organized into 5 sections. Section 4.1 describes tleslym@a@nd test
setup for measurement collection. Section 4.2 discusses the measujiter and drift from the
testing system and environment. Section 4.3 reports on the initidfedg@ency measurements
and shows that within-chip block-to-block variation is negligible, mreg that measured RO
frequency for 36 RO instantiations can be used to interpret RO frequency dgrisifparameter
specificity. Section 4.4 discusses the across-wafer variatiohinvahip standard deviation to
mean ratio, and the estimated residual random variation in the thtessitdge of individual
devices for control-case RO monitors. Section 4.5 summarizes the chapter.

4.1 Automated RO Frequency Measurement Setup and 3&ng
Methodologies

4.1.1 An overview of the RO Frequency Measurementebt Setup

Automation of the RO frequency measurements here is conducted ussgsatup in
the Berkeley Wireless Research Center (BWRC) developed-by Rang with assistance from
Susan Mellers. Figure 4.1 shows the test setup for RO frequeeagurement collection [1].
The following instruments are used: a pattern generator (Tekt®@R020A), an oscilloscope
(Agilent Infineum, with a 20 xIsample per second resolution), and a computer (logic analyzer,
with a 150 picosecond resolution). In addition, a printed circuit board istoi$exd a packaged
chip, and on-board voltage regulators are utilized in order to adjust the power su@dgsolt
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Figure 4.1: Measurement setup [1]

The pattern generator generates the address bits and the cigniatd 8 enable a ring
oscillator (RO). The oscilloscope measures the RO frequency,handomputer records the
measurement. Perl script commands are used to coordinate themerds for automatic
measurements. These commands are sent via the GPIB (Natisinaiments GPIB-ENET/100)
interface to the instruments.

The test chips are packaged in ceramic PGA packages. Ed@gedahip is manually
placed into a socket that is soldered onto the custom PCB for nmeasiise The customized
PCB for measuring the 45nm test chip is shown in Figure 4.2. ThecB@Bins components
that generate regulated supply voltages from external 5V and 10€rmsupplies. Additional
components on the PCB include: voltage regulators, capacitors, resisttustors, pins,
connectors, switches, and pins.

Packaged Chip

[y
f:. 1]
=N tEm

Socket

|/O of Pattern
Generator

1/0 of
Oscilloscope

Figure 4.2: Chip and PCB Photo
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4.1.2 Adjustment of Operating Voltages and Temperaires

To change the operating voltageisVthe on-board voltage regulators are manually
adjusted using a screwdriver and can be set to an accuracymf.Changes in operating
voltage are monitored with a Digital Multi-Meter (DMM). Figu4.3 shows the test setup with
the DMM in place.

Figure 4.3: Test setup for operating voltaggqf\éxperiments: the on-board regulators in
(b) are adjusted for different voltage settings using a screw driver.

To increase the chip’s operating temperature, an electric tetplplaced underneath the
PCB to heat up the chip. A temperature sensor is placed on phéaimionitor its temperature.
Figure 4.4 shows the test setup for such temperature experi@ems.the testing environment
is not isolated, the temperature of the chip fluctuates with thetteonvironment. A 6 °C
fluctuation is typically observed during this measurement. The urehsRO frequency
sensitivity to voltages and temperatures are presented in Chgptevealing that the error
contributed by the testing environment is negligible.
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Hotplate Temperature Sensor

Figure 4.4: Test setup for temperature experiments

4.1.3 RO Measurement Sequence

Each chip contains 3 RO blocks, and each block contains 12 (4x3 arrgylpt®sets of
RO instantiations such that each of the RO set contains 32 typesrameter-specific RO
monitors. Thus, for each chip, each type of RO monitor has 36 ingtargiafthe RO monitors
are measured sequentially, traversing columns before rows, as enunreFaggnle 4.5.
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Figure 4.5: RO monitors are measured sequentially from 1-36.
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4.2 Measurement System Noise and Drift

A valid testing methodology is one in which the measured resultgeareducible. While
due to many sources of variability induced by the testing environrtenteproduced results
may not perfectly match those that were previously measured stilegnust agree within a
certain margin of error. This section discusses two sourcesraf &tributed to the testing
system and environment: measurement jitter and drift.

4.2.1 RO Measurement Jitter

To reduce the anticipated jitter noise from the sampling bysieéloscope, the number
of repeated oscilloscope measurements (i.e. samples) for eaah&@lven scan chain address
is immediately repeated. Figure 4.6 shows the number of saragkss Iy the oscilloscope for
each 32 RO type for one RO block on a typical chip. In order to eetthecanticipated noise and
jitter, the oscilloscope samples each RO 120 to 140 times. ThroulghcRets, the number of
samples is set to be greater than 100 prior to saving the memsurad RO frequency to the
computer. Since the oscilloscope operates asynchronously with thecRats, the number of
samples varies from RO to RO.
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140
138 - # Instantiation 1
M Instantiation 2
136 - *
* * L 2 () A Instantiation 3
134 - o0 [ | [ | -
A -om X ® - X Instantiation 4
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WO XX—X XXABA-EXXASACHEEEZ .
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XAW 24 ©¢ HoREEAXS | @ % =X +Instantiation7
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1 6 11 16 21 26 31
RO Number

Figure 4.6: The number of samples per RO in one RO block for a typical chip ranges
from 120 to 140.

In order to analyze the impact of the noise in the oscilloscopsuraaents, the amount
of noise for each RO sample set in Figure 4.6 is quantified ind-@ur. Figure 4.7 presents a
plot of the standard deviation to mean percentage for each RO. The avhaunise for each
sample set is small, with the largest standard deviation #nrpercentage at only 0.009%.
Hence, this result reveals that the amount of jitter from the oscilloscopdigilrieg
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Figure 4.7: The maximum standard deviation to mean percentage is 0.009%.

Since the measured jitter from the oscilloscope is sufficidotly the measurement time
can be saved. Each RO block takes 1 hour to measure; since th&dlacks per chip, each
chip takes approximately 3 hours to measure. Figure 4.7 shows that ther miirsdimples can
be reduced by at least 10x, thus speeding up the measurement fpcessly 10x. In the
future, using tens instead of hundreds of samples is recommended soredute the
measurement time. For the subsequent sections of this chaptegaheof the over one hundred
RO frequency samples is representedreeRO frequency measurement.

4.2.2 RO Measurement Drift

Another source of variability attributed to the testing environngetitat of measurement
drift, where re-measured results and those that are previousiyunee differ systematically.
This section explores the impact of measurement drift under éwditoons: (1) the repeated
measurement of a RO on one chip with no intervention, and (2) repaat=ilirement of a RO
on one chip with intervention, where the test setup is taken apareassembled back to its
previous state for the second set of measurements.

The testing methodology used to generate Figure 4.8 is as follows. For one chighall of t
32 RO types (each with 36 instantiations) are measured. Three later, after all of the RO
monitors have been measured once, the RO monitors are measured &gaperdentage
difference of the measured and re-measured results is showguie B.8, where 441 and |62
are the mean measured RO frequency for 36 RO instantiationg pattiaular RO type taken at
two different time stamps. The percent error increases fom@itors with a smaller channel
area (RO No. 17 to RO No. 32). Note that the measured RO frequeftdg dystematic such
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that s IS always greater thansgb. The maximum percentage difference is 0.14%, and
temperature change and power supply drift may be a factor.

% Error versus RO Monitor No
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Figure 4.8: Maximum percentage difference between the measured andstgadeatata
without intervention for a chip is 0.14%.

The testing methodology used to generate Figure 4.9 is as follows. For one dfifhall
RO monitors are measured. The testing equipment is taken apanmeassbmbled to its
previously state, and the same RO monitors are re-measured. Thatage difference of the
measured and re-measured data is shown in Figure 4.9. As expectdrseitved drift in Figure
4.9 is greater than that seen in Figure 4.8. The latter dritased to 0.16%, and this may have
been due to hand re-adjustment of power supply voltages. Again the s\tasger for the RO
monitors with a smaller channel area.
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Figure 4.9: The percentage difference of measured and re-measured datagdas a ¢
greater if the test setup is reassembled.

4.3 Measured Block-to-Block Variation

To capture the lithography scanner’s scan-and-slit variatioh, R&cblock is designed
to be instantiated at three distinct locations in a chip. Sinceratris of influence for
lithography is on the order of millimeters, and the chip areasumea only 2x2 mf a small
block-to-block variation may be expected.

Measured block-to-block variation is examined for 3 control-casar®@itors: CW40,
IW50, and IW60, for one typical chip. Figure 4.10 shows the measured &f{Deficy
normalized to its own mean for 36 RO instantiations on a typical chip, that8CEach of the
12 RO monitors is instantiated at a different RO block locatiefier(to block locations in Figure
4.5).

Note that for the same RO layout the pattern within each & thlecks is uncorrelated,
suggesting that position within the block has little effect on tlheasured RO frequency
sensitivity. Please also note that for a given RO block, therpdtieeach of the 3 control-case
layouts is uncorrelated, suggesting that the location of thénR@ntiation within the set of 32
RO monitors has little effect on measured sensitivity. Blodkd3vs slightly faster measured RO
frequency than that of the other blocks, in which the mean meaR®@efiequency between
blocks has a maximum difference of ~1.10%. The magnitude of acmds+bkean variation is
then compared to that of the within-block random variation. For each de®k the maximum-
to-minimum peak-to-peak range is 4.56%, 4.24%, and 4.32%, respeciitrelyplock-to-block
average difference is 4x smaller than within-block random variatiomppiaches the expected
mean random distribution for 12 samples, i.e. 4.4%/sqrt(12).
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Figure 4.10: The measured RO frequency for 36 RO instantiations for one tfpal
that of Chip 8.

Block-to-block variation is examined for multiple chips. Figure 4Hdws measured RO
frequency normalized to the chip mean for a RO monitor: CW40 on 4 spgeed at least one
exposure field apart on one wafer. Each row contains the across-chip mea3ureduency for
36 RO instantiations. Each column contains the measured RO freqoed@/RO instantiations
in a 4x3 array for a RO block. The gray scale color spectrum shots%6 difference in RO
frequency, where black represents the slowest RO frequency and whitemeptie fastest.
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Figure 4.11: The measured RO frequency normalized to the mean for that chip shows
random within-block variation.
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On a given chip, the measured within-block RO frequency rangeisally 4% and
there is no obvious appearance of a systematic pattern. Bloakd 2 show a similar mean
measured RO frequency, where the typical percentage diffenertbeir means is 0.1%. RO
instantiations in block 3 usually operate at a 1.0-1.5% faster R@Qefiney than in the other two
blocks, with the exception of Chip 9, which is an outlier chip. This blodkdck variation is
small compared to the within-chip variation, which is typically 3-4Ris result again shows
that random within-block variation can be 4x greater in magnitinde block-to-block
systematic variation. This noise data for repeated measurearaht®r comparisons between
blocks allows one to set the following guidelines for the analysiteeoparameter-specific RO
frequency measurements. Noise contributions from measurememntdiiteand block-to-block
variation are negligible. Chip-level averages (based on 3GrR@antiations) can be used to
assess the process-specific sensitivity for each RO desige wansitivities greater than 1% are
expected. Yet, the smaller random residuals should be analyzed ockadsblock basis in
order to ensure that random variation occurs.

4.4 Measured Across-Wafer Variation

To examine the across-wafer effects, the measured chip’sandanithin-chip variation
across the 17 chips are examined. Across-wafer and within-chagiearfor control-case RO
monitors are two important base-lines. Here RO monitors CS40, CWD, land IW60 are
used and their standard deviation to mean ratio is compared twhé#taly, since a wafer map is
not available, the measured RO frequency is plotted versus chip nunfigenwithin-chip
variation gives a first order estimate of the randomness that is liksggiated with that from the
individual devices.

Figure 4.12 shows the mean RO frequency, normalized to the roesss 47 chips for
control-case RO monitors. All 4 control-case RO monitors haveaimyistematic oscillatory
behavior with the largest measured RO frequency range of 11.11%yringcor the smallest
gate length and smallest gate width, i.e. the smallest chareel The double humped pattern
may be a systematic across wafer factor due to a bull’s eye tyffecif e
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Figure 4.12: The mean measured RO frequency normalized to the mean for the RO
monitor designs CS40, CW40, IW50, and IW60 show an across-wafer variation range of

11.11%, 8.84%, 7.35%, and 5.99%, respectively.

Within-chip variation is examined by quantifying the standard deviab mean ratio of
measured RO frequency for 36 RO instantiations, denotesd/|a)ge(In Figure 4.13, ¢/p)ssfor
each chip is shown for the three gate lengths and two gateswidhtrol-case layouts in Figure
4.12. Here ¢/u)s6 is about 0.2% for most chips, but is unusually high for chips 4 and 9.
Excluding chips 4 and 9, the averagéu(ss across 17 chips for CS40, CW40, IW50, and IW60
are: 0.30%, 0.20%, 0.19%, and 0.18%, respectively. For the same gdke teagneasured
(o/p)z6 for RO monitors with a smaller gate width is higher, at 0.3%.
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Figure 4.13: Within-chipd/l)se distribution shows that outlier chips 4 and 9 are noisier
when compared to typical chips.
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A correlation of noise and channel area is shown in Figure 4.13. Theineg&s/l) 35
versus the inverse square root of the transistor channel areayfoca chip is plotted (Figure
4.14). A linear regression fit shows a slope of 0.2% increas#/|i) 4 per a 1 unt decrease in
the square root of the area.
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Figure 4.14: RO monitors employing smaller-area inverters showegreaiation in
regard to measured RO frequency.

The inverse square root of channel area behavior in Figure 4.14 suidpgéshe cause is
likely due to the electrical variation in individual devices thduese To verify the feasibility of
this assumption, the RO frequency behavior in Figure 4.14 is codvertéhe quantitative
variation of individual devices, in particular, to the variation in threshvoltage—commonly
referred in the literature as the Pelgrom model [12]. Two stepsecessary in order to make
this conversion. The first step is to determine the RO frequemsytisey to threshold voltage.
The second is to correct for the number of devices independentlybcimigi to the RO
frequency variation.

To complete the first step, RO frequency versus changes irhdfategoltage () for
control-case monitors is simulated in SPICE using the BSIM4fR&de| card from ST Micro’s
45nm PDK. The change seen ig 6 assumed to correlate between NMOS and PMOS devices
as well as among all inverter stages. The simulation results are shoignria 4.15.
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Figure 4.15: Simulated RO frequency versus threshold voltage for RO monitors CW40,
IW50, IW60, and CS40 show a slope of -2.51/mV, -1.98/mV, -1.94/mV, -1.75/mV,
respectively.

Using the information in Figure 4.15, the sensitivity fac®rwhich describes the
normalized change in RO frequency to threshold voltage, is defined and computed.

5= 1a (4.)

Assuming a threshold voltage chantyé,= 10mV, thedVy, to the threshold voltagés o
ratio is 2.5%. The corresponding simulated change in RO frequéfagycan be extracted from
Figure 4.15 and is normalized by the mean of the simulated RO h®gugo. For the RO
monitors CS40, IW60, IW50, and CW40, the sensitivity factois: 1.07, 1.02, 1.01, and 0.99,
respectively. The sensitivity factor in Equation (4.1) for coherentdsvs then applied to scale
and thus convert the measuredu(ss to the standard deviation of the threshold voltagg,ss
for transistors that are potentially not correlated.

. (%)36 4.2
OVinze ~ 5 ( . )

The second important step here is to estimate/¢hstandard deviation for one device,

ovin, from many devices. Two assumptions are made. The first, thd&@henstantiations are
independent, signifies that a single RO has a rsgjt(more noise. Since there are 36 RO
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instantiations,nro = 36. The second assumption is that, since each transistor in & RO
independent, the noise in one device is Bgiked times larger. In this cas@pevices = 2
devices/RO stage x 13 RO stages = 26 devices.

Oven = 036V \/nRO ’ \/nDevices (4.3)

Following the above procedure, Figure 4.14 is converted into a Pelgiainof oy,
versus the inverse square root of the transistor channel area shown in Figure 4.16.
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Figure 4.16: The Pelgrom plots for three 45nm technologies

For the purpose of comparison, the Pelgrom plots from Fujitsu’s 45nm TegkirjdB]

and Arizona State University’s 45nm Predictive Modeling TechnolBd4T() are referenced [49]
in Figure 4.16. Since the Pelgrom plot for Fujitsu’'s Technology is doase silicon
measurements, it thus reflects realistic manufacturing conditiThe Pelgrom plot for PMT is
based on physical modeling and simulations; it reflects idealufacturing conditions and can
be used to predict the amount of device noise attributed to sourcesiaifon, such as line-
edge-roughness (LER) and random dopant fluctuations (RDF). As showgure H.16, the
PMT simulations contain no LER and no RDF effects. Figure 4.1@alevthat the
approximations and assumptions made to observe electrical varraotievice stemming from
measured noise in the RO frequency are valid and within the ratge she established
literature [46]. The estimated average threshold slope, AVT, iswhide the AVT extracted
from the Fujitsu and the PMT references is 2.6 and 1.6, respectively.
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4.5 Summary

Initial results for RO measurements are used to quantify deoklvariation and to
establish guidelines from which to proceed in the analysis of pé&easpecific monitors and
residual noise in subsequent chapters. Two main sources of measueemmeate discussed:
jitter and drift. Jitter from the oscilloscope is shown to beigdag with a maximum error of
0.009% error, and drift shows a maximum error of 0.16% difference inuneebRO frequency.
Block-to-block variation is examined and is also shown to be giblfi where the systematic
shift in RO frequency among blocks is 4x smaller than the random thaisexists within-block.
Thus, mean measured RO frequency across 36 RO instantiationd te ezamine across-wafer
and within-chip variation for control-case monitors, where measuggds{ shows a 0.2-0.3%
variation. These measured/|{)s;s values also show a slight channel area dependence of 0.2%
versus sqrt(area). This observation then used to study the electrical device noise, stmows
estimated AVT of 2.3.
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Chapter 5

Experimental RO Frequency Sensitivity to
Gate Etch, Gate Lithography Focus, and
Gate-to-Active Overlay

Experimentally measured RO frequencies are reported herelRQomverter layouts
designed in accordance with 45nm generation logic technology desgnusing ST Micro’s
45nm PDK to monitor variations in gate etch, gate lithography andtgatetive overlay.
Measured RO frequency’s sensitivity to process parametetdetermined by comparing RO
sensitivity with systematic pre-programmed variation in one oenorerter layout parameters
with those of a RO control.

This diagnostics work is challenging, as the layouts are nemfjub undergo optical
proximity correction (OPC), and access to the proprietary OB@ehwas unavailable. Only a
generic model is used to simulate the lithography process. Fatyna addition to the 45nm
process corner simulators used here, the simulated Procesgiova(PV) bands via Mentor
Graphics Calibre are provided as a courtesy by ST Micro. TR€deands are used in multiple
data mining methodologies to determine the physical sources that tteudifferences among
measured RO frequency sensitivity. They are used in conjunction SRtEE to compare
simulations with measured RO frequency across-wafer spreade H¥ bands generated by
proprietary models are also compared with those that were tgshésaa generic model in order
to examine the impacts of OPC, gate focus, gate etch, amexadsure dose on RO frequency
performance.

This chapter is organized into 5 sections. Section 5.1 presents howisafralysprocess
corners and PV bands in conjunction with SPICE compares with tharagp&l RO frequency
for 40nm, 50nm, and 60nm drawn gate lengths. Section 5.2 reports on thieappneasured
RO frequency sensitivity for gate etch, while Section 5.3 doesrsgate lithography focus, and
Section 5.4 looks at gate-to-active misalignment. Finally, Section 5.5 surestris chapter.

5.1 Simulated RO Frequency Variability using Proces Corners and
Process Variation Bands

The measured RO frequency across-wafer variability is cadpar that simulated for
control case monitors at 3 different drawn gate lengths: 40nm, 50nm, and(GW40, W50,
IW60). Gate lengths drawn to be 40nm are actually fabricated to be. 45ik@eping with the
requirements of the design rules, the 40nm inverter layouts are desigheéwo dummy polys.
The 50nm and 60nm inverter layouts are designed with isolated gates.

Two simulation methodologies are explored. The first methodology 884€E to
simulate the RO frequency for control-case RO monitors ag wifeerent process corners: fast
(FF), typical (TT), and slow (SS). The SS-TT and TT-FF guardi®aach predict an across-
wafer variation of 15% or a total range of 30%.

The second methodology extracts changes in gate lengdhfiom Process Variation
(PV) Band simulations using Mentor Graphics Calibre. The RO frexyueersus L relationship
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is then obtained via SPICE simulations. Using this relationgliips mapped to change in RO
frequency Afro). This methodology predicts an across-wafer variation range986, which is
approximately one fourth that of what is predicted by the SS-FF process goane bands.

5.1.1 Simulated Process Corners versus Measured R&Dequencies

Simulated RO frequencies at FF, TT, and SS corners from Bi@tors CW40, IW50
and IW60 are compared to the mean measured RO frequency of B&taaiations across the
17 chips in Figure 5.1. Figure 5.1 plots the normalized RO frequensysvére gate length.
Here, the measured RO frequencies are normalized to theagohiRO frequency for the RO
monitor with a 50 nm gate length.

The SPICE simulations using PSP/BSIM4 compact models at than@TSS corners
show that the measured variation is very small, ~1/5-1/3 of the SS-FFtsicdhgleard bands. As
may be recalled from Chapter 4, the measured RO frequency i@n@ga&v40 and IW60 RO
monitors is 8.84% and 5.99%, respectively. Still, the mean meaB@dkequency shows good
correlation with that of the TT simulation.

Ro Freq vs. Gate Length
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Figure 5.1: The SPICE corner simulations correlate with the meamnuradd8O
frequency.

5.1.2 PV Bands and SPICE Simulations versus Measw&kO Frequency

The simulated RO frequency variation using PV bands and SPICR@omonitors
CW40 and IW60 are shown in Figures 5.2(a) and 5.2(b), respectiveiyreFb.2 plots the
simulated RO frequency versus the gate length (L).Alllie extracted from PV bands combined
with the L sensitivity simulated in Figure 5.2 show that #fgo ranges are 9% and 6%,
respectively. ThesaAfro values show good correlation with the mean measured RO frequency
range of 8.84% and 5.99% for CW40 and IW60 RO monitors, respectively.
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Figure 5.2: PV band and SPICE simulation results for CW40 (a) and IW60 (b).

Although the PV-bands-SPICE methodology shows a more accurateatiorreto
measured RO frequency variation, this methodology involves moretbtapthe process corner
approach. The process corner methodology provides a simpler lyet pgssimistic approach
for the simulation of measured across-wafer RO frequencytigaridBoth methodologies can
serve to be useful under different circuit applications and design phases.

5.2 RO Frequency Sensitivity to Gate Etch
5.2.1 Measured RO Frequency Sensitivity to Gate Btc

The presence and the absence of adjacent dummy polys wa® useestigate pattern
dependent etch effects. A gate length of 60nm was utilized. SiR€:I®ely also corrects for
etch, the measured RO frequency sensitivity will only reflect the postr&stdual effects.

The measured mean RO frequency for monitors: CW60, EW60, and \AGOywth 36
RO instantiations per chip, is examined for 17 chips. It is then nizedalo the measured mean
RO frequency of CW60 across 17 chips. Figure 5.3 shows the normalzéeduency versus
the chip number for the three RO monitors.

The control-case monitor, CW60, serves as a reference for the ifglogeneral
observations. On average, removing a single dummy poly speeds R@ thiequency by about
1%. Removing both dummy polys speeds up RO frequency by 3%. For eacthempedsured
range varies from as little as 3% to 5%, with the largesatan occurring for the slowest, or
chip 9. For each monitor, the measured across-wafer variation range%s. ~6-7
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Figure 5.3: The mean measured RO frequencies reveal that the dummy polysR@duce
frequency by 3%. The across-wafer peak-to-peak variation for IW60, EWbHC\W60

are ~6-7%.
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Figure 5.4 analyzes the measured noise of the RO frequency forathiéors that are
presented in Figure 5.3. The measured standard deviation to mearforatike 36 RO

instantiations, ¢/p)ss, versus the chip number is shown. Excluding the outliers cttpgs6 for all
3 RO monitors is ~0.2%, showing that the dummy gates have minimattimpaneasured noise.

Outlier chips 4 and 9 have a higher|()ss when compared to that of typical chips, and further
analysis of these two chips is presented Figure 5.5

Std Dev/Mean vs. Chip Number
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Figure 5.4: The measured/[1)ssWhich excludes outlier chips 4 and 9 shows that the
(G/H)gsis ~0.2%.

Figure 5.5 gives the normalized measured RO frequency vers@6 tR® instantiation
for monitor CW60 plotted for Chips 4, 6, and 9. The measured RO fregue normalized to
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the mean measured RO frequency of CW60 across 3 chips. While botH emg@<$ operate at a
faster RO frequency, chip 4 has a high noise level due to amatgte~ 8% RO frequency
decrease in RO block 3. In general, Chip 9 operates at a slowee&ificy and is also high in
noise due to the 5% RO frequency slow down occurring in RO blodhi8. behavior in RO
block 3 is further examined in regard to etch, focus, and stress effects in Ghapter

1.08

! ! Chip4
1.06 | | Chipo |
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1.04} I I i
| |
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RO Instantiation

Block 1 Block 2 Block 3
Figure 5.5: Systematic block-to-block effects are evident in the outligs:c6 and 9.

5.2.2 Simulated RO Frequency Sensitivity to Gate Eh using Process Corners

The behavior of the etch RO monitors is now examined using SPiHasions and by
plotting the measured RO frequency distributions. This analysss deae by extracting the
netlists from the layout and simulating them in SPICE. The onedsRO frequencies are
normalized to the mean measured RO frequency of CW60 across kb (ohtlier chips are
removed here).

Measured RO frequency sensitivity for etch monitors is comparedat of simulated
process corners at TT and SS. Figure 5.6 shows a histogram ofimechRD frequency for RO
monitors CW60, EW60, and IW60, respectively. The color light blue repteshe measured
across-wafer distribution of normalized measured RO frequancglif15 chips, with a total of
540 (15 chips x 36 RO instantiations) measured RO frequencies.Hderelor green represents
the measured RO frequency for a slow chip (Chip 19) while tlee dark blue represents that of
a fast chip (Chip 6). The red spikes represent SPICE simulatdceRa@ncy at different process
corners.
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Figure 5.6: A comparison of measured and process-corner simulated RO fiefgpuenc
CW60, EW60, and IW60, respectively.

Figure 5.6 shows a simulated SS-TT spread of 15%. For each R@omdme across-
wafer measured spread,cB() s40, for all 15 chips is only ~6%. The measured across-wafer
variation is only ~1/3 of the simulated SS-TT and ~1/6 of the SS-FF guard banalitfinechip
variation, 3¢/p), for both the slow chip (Chip 19) and the fast chip (Chip 6) is 3.3%:-3 . 6Us,
the distribution here is about 2x bigger across-wafer than within-chip.

Figure 5.6 illustrates that the removal of one dummy poly resusRO frequency shift
in mean measured RO frequengyis4o, 0f 0.82%, while simulations at the TT corner predict a 1%
shift. Removing two dummy polys results in a measupshs=3.13%, while simulations at TT
show aAp= 2%. It was necessary to correct for the increase irtrnecapacitance between the
drain and the dummy. With this capacitive correction, the decned®® ifrequency attributable
to etch was 1.2%.

In recalling the measured RO frequency observations from the 86dmin Chapter 2
one can see that, as compared to Pang’s 90nm results, the 45 nns haxdésss measured
systematic across-wafer variation. The across-wafer Mariahproved from 15% to about 7%,
while the typical within-chip variation remained at ~3%. Among &hetch monitors, the
measured RO frequency variation improved from 10% at 90nm to 3% at dmbie 5.1
summarizes the measured RO frequency variation for the two technology nodes.
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90nm [1] 45nm ( Lgrawn = 60nm)
Layout-Dependent Shift 10% 3%
(Afro)
Across-Wafer (3/|1) 15% 7%
Within-Chip (3 o/Y) 3.1% 3.5%

Table 5.1: A comparison of etch monitors for two technology nodes

5.2.3 Simulated RO Frequency Sensitivity to Gate Eh Monitors using PV
Bands and SPICE

Using the methodology described in Section 5.1.2, the PV bands genegr&&d\vicro
and SPICE simulations are used in order to simulate the acréssR¥ frequency variation of
the etch RO monitors. Table 5.2 compares the simulated RO frggwéhahat of the measured
and shows good agreement.

Monitor Simulated Simulated Afro | Measured Across-Wafer
AL from PV | from PV Peak-to-Peak Variation
(*Generic (Afro)
models) (*No outlier chips)
IW60 11% 6% 6%
EW60 11% 6% 6%
CW60 11% 6% 6%
Table 5.2: The comparison of simulated and measured across-wafer variatigrgsioow
agreement.

As may be recalled from Figure 3.14 in chapter 3, as comparedttoftd@nse-gate
monitors, AL is 2x more sensitive to focus when no dummy gates are presenevEiQvthis
change is not seen in the PV bands provided by ST Micro (Table H:i8).lack of change
indicates that ST Micro’s PV bands include OPC, i.e. assisirEsgtsuch as SRAFs. OPC has
been used to contralL induced by lithography focus for RO monitors IW60 and EW60.
Moreover, since minimal changesAh are observed in the PV bands for the 3 etch monitors, it
can be concluded that the measured systematic RO frequency shif%famong layout is
likely due to the remaining etch loading and parasitic effects.

5.3 RO Frequency Sensitivity to Gate Lithography Fous

The intent of this design is to enhance the measured RO frequensiyivity at the
center of the gate by adding additional poly features to tleeaguat its surroundings in order to
modify the focus spillover to the center of the gate. The gaiegliaphy focus RO monitors are
designed with 40 nm and 60nm drawn gate lengths. As may be recatte@€hapter 3, the gate
patterns have been decorated with hammerheads and dummy polys pkussdfiatlocations in
order to exacerbate the focus effects by a factor of 1.5. Thes#@or designs were created in
line with the suggested action made by Pattern Matching ame:ddbly aerial image simulations
using Mentor Graphics Calibre.Unfortunately, the experimental RO frequency sensitivity
versus preprogrammed defocus treatments is not available. Conbkequagtthe measured
RO frequency variation in across-wafer performance is avaitabéxplore the possible focus
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effects. For example, the RO frequency sensitivity from the kighiography focus monitors is
compared to that of control ROs. However, this indirect analysis of focus-echsesitivity is
faced with many challenges. Section 5.1 reveals that tHer wsa fabricated under typical
conditions with well-controlled variability, indicating little pregs-induced variation. Section
5.2 shows that the simulated changes in gate length for etch mceméossmilar, indicating
strong OPC with scatter-bars was applied and thus decreasing thevisg$ithe design.

5.3.1 Measured RO Frequency Sensitivity to Gate Liiography Focus

Figure 5.7 shows the mean measured RO frequency normalized tmedwe RO
frequency of FS40 across all the 17 chips versus the chip number fondR{brs CS40 and
FS40. The hammerheads slow down the RO frequency by 4 %. Thesskeds caused by the
horizontal polys at the top and bottom edges of the gate contributiagitmaeffects. The
measured across-wafer differences for CS40 and FS40 varied %y when outlier chips 4 and
9 are removed.

1.0

-+
0.9 , + +

Normalized RO Freq

o = Control (CS40)
+ = Focus (FS40)

+
1 3 4 5 6 7 8 9 10111213 14 16 17 19 20

Chip Number

0.8

Focus (FS40)

Figure 5.7: The mean measured RO frequency for the 40nm drawn gate lengthhstiows
the hammerheads result in about a 4% lower RO frequency. The across-wafer peak-t
peak variation for the control (CS40) and focus monitor (FS40) vary by <1%, when
outlier chips 4 and 9 are removed.

Figure 5.8 shows the mean measured RO frequency normalized tmettwe RO
frequency of FW60 across the 17 chips versus the chip number for R@oredhV60 and
FW60. On average, the hammerheads slow down the RO frequency by 4%me&kared
across-wafer peak-to-peak range for IW60 and FW60 varies aboutwdién, outlier chips 4
and 9 are excluded.
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Figure 5.8: The mean measured RO frequency for 60nm drawn gate length fshtcive t
hammerheads result in a 4% lower RO frequency. The across-waetiopesak
variation for the control (IW60) and focus monitor (FW60) varies by <1%.

The noise in the measured RO frequency in Figures 5.7 and 5.8nsegan Figure 5.9.
Figure 5.9 reveals that for typical chips, the measusga)4s= 0.3% for the small width 40nm
monitors, andd¢/u) 36= 0.2% for the large width 60nm monitors. The former is largdrcan
be attributed to smaller gate area. The focus monitors, FS40 a6@d, BAdw higher measured
noise than in the corresponding control monitors. However, the limited tafe a stepper that
induces a focus variation should not have a big effect on ROs thapared 1-2 mm apart.
Thus, this measured noise increase in the focus monitors is mdyediileto the nature of the
monitor itself rather than a focus effect.
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Figure 5.9: The measured/[1)ssis larger for RO monitors with a smaller gate area.
Additional hammerheads have negligible impact@ip)ss.
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5.3.2 Simulated RO Frequency Sensitivity to Gate thography Focus using
Process Corners

The behavior of the focus monitors is now examined by plotting thesuresh
distribution for 17 Chips, including the outlier chips. The measured Bfuéncy sensitivity of
CS40 versus FS40 and IW60 versus FW60 is compared to that of thetasthatlthe SS and TT
process corners in Figures 5.10 and 5.11. For each monitor, 612 RO frequency meas(irements
17 Chips x 36 RO instantiations) are plotted. Please refer too®eel.2 for an in depth
explanation of the plots’ legend.

The data in Figure 5.10 shows the measured RO frequency distribidio@$40 and
FS40 normalized to the mean measured RO frequency of FS40 across all 17 chipsulBbedsim
range between SS and TT guard-bands is 20%, while the measued-wafer variation, 3{j1)

612, IS ~10% for CS40 and ~12% for FS40. If the outlier chips 4 and @@@ved, the ()

540 decreased to ~10%. Thus, the measured across-wafer variadidg ts1/2 of the simulated
SS-TT and just ~1/4 of the total SS-FF guard band. For tygigad,che measured with-in chip
variation, 36/u), is ~6% (Chip 6). In regard to the outlier chips, the measurddnvahip
variation increases to 10% (Chip 4 and Chip 9). The plot shows a maxeyont-dependent
shift in the mean measured RO frequentyys12 = 3.81%, whereas simulations extracted at the
TT corner predict &pes12 =4.60%. The systematic reduction in measured RO frequency in FS40
compared to that of CS40 is mainly due to additional gate capaeiand somewhat dependent
on the focus-induced hourglass gate shape.
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Figure 5.10: The measured RO frequency for CS40 and FS40 across 17 chips compared
with the simulated RO frequency reveals that the change in RO frequen@gbetw
layouts is due to mainly parasitic effects from the gate.

Figure 5.11 shows the SPICE simulations and measured RO freggistrdyutions for
IW60 and FW60 normalized to the mean measured RO frequency of F\W3 #te 17 chips.
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The simulated range between the SS-TT guard-bands is 15%, whileetiseired across-wafer
variation, 36/1)s12 , IS just ~6% for IW60 and ~7% for FW60. If the outlier chips 4 ande9 a
removed, the 3(U)s40 decreased to ~6%. Thus, the measured across-wafer variataoly is
~1/4 of the simulated SS-FF guard band. For typical chips, theuneeawithin-chip variation,
3(o/p) is ~3%. For outlier chips, the measured within-chip variatiors ggeto 6%. The plots
show a maximum shift in mean measured RO frequenpy;, of 3.55% between layouts,
whereas the simulations extracted at the TT corner prediGica=5.77%. Again, the systematic
reduction in measured RO frequency in FW60 compared to that of IW6Keig due to
additional parasitic effects and somewhat affected by thegehanthe gate length due to a
focus-induced hourglass gate shape effect.
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Figure 5.11: The measured RO frequency for IW60 and FW60 across the 17 chips
compared with the simulated RO frequency shows that the change in RO frequency
between layouts is due to parasitic effects.

5.3.3 Simulated RO Frequency Sensitivity to Gate thography Focus using
PV Bands and SPICE

For purposes of comparison, the PV bands simulated using the gahegcadphy model
and ST Micro’s 45nm PDK SPICE simulations are used to simutabsswafer RO frequency
variation. Table 5.3 compares the simulated with the experimental ROroggue
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Monitor |Simulated AL | Simulated Measured Across- | Simulated AL from
from PV Afro from Wafer Peak-to- PV (*Proprietary
(*Generic PV Peak Variation model)
model) (Afro)

(*No outlier chips)

CS40 15% 10% 10% 10%

FS40 23% 15% 10% 11%

IW60 11% 6% 6% 8%

FW60 14% 8% 6% 9%

Table 5.3: A comparison of simulated versus measured across-wafeowvariati

Measured across-wafer variation shows negligible differeagesg the focus monitors
and their respective controls. The production wafer may have hghtertcontrol on focus than
the 2/3 RU assumed in our generic models. If the fabrication conditiens ¥.35 RU, the
sensitivity would be 4x lower. In addition, the decision to OPC theitors likely decreased
their sensitivity to focus. This was verified after the fagtexamining the PV bands from ST
Micro which were generated with proprietary OPC and process models. Talhews3teat the
PV band change of FW60 relative to that of IW60 is negligible. FWédands from ST Micro
also indicate that there exist little defocus in the stepersy and the extracted differences are
due to variation in exposure dose.

5.3.4 Across-Wafer Correlation Plots

As was seen earlier, changes in the focus monitors tended kowtithcchanges in the
control. To see how well these effects tracked, correlatios pfohormalized variations were
examined. The correlation of measured RO frequency for FS40, FW60, BYW60, NW40,
and NW4Q is examined across 15 chips, without outlier chips. The meanuradaRO
frequency for FS40 versus FW60, FW60 versus IW60, CW60 versus IW60, and, N&/40s
NW40, is plotted in Figures 5.12 (a), (b), (c), and (d), respectively. &ch enonitor, the
measured mean is normalized to the monitor's mean across 15 chips.

The data for FS40 versus FW60 in Figure 5.12 (a) has a slope of ichtimgithat the
monitor with a 40nm gate length is 1.5x more sensitive than tha6@hm to variability. An r-
squared value of 0.93 is observed. This value indicates a good corrb&tti@en the two focus
monitors. This shows that they are measuring similar process effects.

The data for FW60 versus IW60 has a slope of 1.0, indicating th&)FMud IW60
monitors are equally sensitive to process variability. An risglaalue of 0.96 is observed.
Again, the good correlation between the focus monitor and the is@ated gate indicates that
they are measuring similar process effects.

The data for CW60 versus IW60 shows a slope of 0.96. Since the edoualue
reduced to 0.87, the cause of this decrease in correlation is eda@me hypothesis is that the
dense monitor CW60 could possibly experience a different capacitzactdrom the adjacent
dummy poly due to due to gate-to-active misalignment. To testcibyrelation plot 5.12(d) of
NW40, versus NW40is made. The drain of NW40s located 200nm away from its dummy
poly, while for NW4Q, this distance is decreased to 30nm. The correlation betwedwdhe
monitors with different dummy poly-to-drain distances shows a higrelation of r-square
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value of 0.95 which likely eliminates the possibility of confounding foetiects with
misalignment effects.
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Figure 5.12: Correlation plots for FS40 versus FW60 (a), FW60 versus IW60 (b), CW60
versus IW60 (c), and NW4®ersus NW4Q(d) are presented.

5.4 RO Frequency Sensitivity to Gate-to-Active Mislignment

As discussed in Chapter 3, the gate-to-active misalignment mohéogswere designed
based on the lithographic rounding of an H-shaped active area. The rdeR8ufeequency for
five RO monitor designs with 40nm drawn gate length and drawn galiéfsion offsets of O
nm, +10nm and_15nm are reported here for the H-shaped RO monitors. The meaddred R
frequency for the H-shaped monitor is presented in Figure 5.13, velaete data point is
computed by taking the measured mean from the 36 RO frequency iaigianst where the
measuredd/p )z = 0.3%.

A parabolic dependence on the drawn offset is observed here. Th®rloo& the
minimum quantifies the overlay error, and the highest curvature iedicadre defocus. The RO
frequency dip for best overlay is ~1.5%, or a roughly a 2x decreasige RO frequency
sensitivity that was expected from that of the simulated diecus Chapter 3. The inclusion of
OPC in the fabrication reduced the sensitivity of the RO monitdrs.PV bands show that OPC
controls the width of the device around the aligned position. Nevesheles measured
sensitivity is still significant when compared to measurgp)§s = 0.3% for each data point on
the plot.
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Figure 5.13: These H-Shaped misalignment RO monitor measuremerd fesahips 5,
8 and 13, show a 1.5% change in RO frequency.

The deduced overlay error versus chip number is shown in Figure 5.14.aHévable
hump trend that is similar to that seen in the plot of the messuned RO frequency versus the
previously shown chip number (Figure 4.12) for control-case RO monitors.
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Figure 5.14: The deduced overlay error is 2-4nm across the wafer.

5.5 Summary

Adjustments in inverter layout design parameters can enhance ribiéivedg of RO
frequency to variation in gate etch, gate focus, and gate-teeanisalignment to be well above
the level of variation due to random sources. The measured-a@fessstandard deviation to
mean ratio for the 36 RO instantiations/|()zs is ~0.2% to 0.3%. The etch monitors show a 3%
RO frequency reduction with the removal of dummy polys and arepsetlicted by PV band
and SPICE simulations. As both PDK simulations and PV band contours slybgibhe
changes with or without the presence of dummy polys, this decsedsee ito residual parasitic
and etch loading effects. Although the gate lithography focus orertiiere are designed with
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1.5x focus sensitivity compared that of the control RO in simulgtidhe measured RO
frequency shows a decrease in sensitivity. This discrepamite to the fact that the measured
across-wafer variation is only 1/6-1/4f the SPICE-simulated SS-FF guard bands, indicating a
well-controlled process. In addition, ST Micro’s PV bands show Vigtg focus variation.
Thus, without pre-programmed focus treatment, full calibration offdlses monitors is not
possible, since the level of defocus may be too low to be meas@eén the quality of the
wafer, the lack of focus treatments, the OPC of the focus mpaitdrlittle focus sensitivity in
the resulting post-OPC PV band, there was no direct way to abgesensitivity of the focus
monitor. The chip-to-chip variation among focus and control monitors aeaenined. A
typical correlation with r-squared value of > 0.9 was obtained, indgc#étiat both monitors are
measuring similar process effects. Furthermore, the slopeefeals that the focus and control
monitors are equally sensitive to process effects. The H-shggiedo-active misalignment
monitors show the expected parabolic shape. A 2-4 nm overlay srmoeasured and has a
double humped behavior similar to that of the measured mean RO frequezsag the chip
number for the control-case ROs shown in Figure 4.12.
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Chapter 6
RO Frequency Sensitivity to Nitride CESL-
and STI-Induced Stress

Experimentally measured RO frequencies are reported for R@&envayouts that are
designed to monitor circuit performance variations caused bybuayian the Nitride Contact
Etch Stop Liner (CESL) and Shallow Trench Isolation (STI). Rax particular process, strong
uniaxial tensile strain is created by using the nitride ICE&Ser to increase NMOS mobility [46].
In addition, weak tensile stress is created using subatmosphemeaaheapor deposition oxide
(SACVD) for STI [46]. Layouts were designed in accordancen wiSnm generation logic
technology design rules (using a 45nm PDK) and were measured oroguefon silicon from
ST Micro. Measured RO frequency sensitivity to process parasristdetermined by comparing
the sensitivities for RO with systematic pre-programmed ti@nian one or more inverter layout
parameters with the control RO. In order to determine the comievactions of strain/stress,
device mobility, and injection velocity, measured RO frequen@pispared in a collaborative
manner to that of the simulated RO frequency generated frons/strasn contours using
Sentaurus [7].

This chapter is organized into 3 sections. Section 6.1 analyzes thé&eB@ency
sensitivity to Nitride CESL strain for monitors with symniedi and asymmetrical source/drain
areas. Section 6.2 reports on the RO frequency sensitivity fam8iitors. Finally, Section 6.3
summarizes this chapter.

6.1 RO Frequency Sensitivity to Nitride CESL-Inducel Strain

yyyyyyy

of diffusions (LOD), asymmetrical source/drains areas, and lateadio® Trench Isolation (STI)
on measured RO frequency sensitivity. The monitors are desigtiredOnm drawn gate lengths
and 8 various LOD and lateral STI separations. The LOD dimensiergivan in Table 6.1, in
which the layout dimensions are normalized by approximately 3 dgatenlengths. Heré,ODs
andLODp, are defined as the LOD of the source and the drain of the desspectively. Here,
LOD’ is defined as the sum of normalized LDL.ODp, and the drawn gate lengthSx1is
defined as the STI width betwed&®Ds and its adjacent dummy diffusion. Similarlgx2is
defined as the STI width between @Dy, and its adjacent dummy diffusion.
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LODs | LODp | Sx1 Sx2
Multi-Level CESL S/D Asymmetry NWA40; 6.64 6.64 0.00 0.00
NWA40, 2.64 2.64 1.32 1.32
NW40; 1.82 1.82 214 | 2.14
NW40, 1.00 1.00 2.95 2.95
NWA40; 1.73 1.00 1.09 1.82
d Es| B B E NW40; | 1.73 | 1.73 | 1.09 | 1.09

NW4 100 | 100 | 182 | 182
Sx1L0D $x2 LoDs  LODe NW4& 100 | 1.73 | 182 | 1.09

Table 6.1: The normalized layout dimensions for nitride CESL-induced strain RO
monitors

Of these 8 CESL-induced strain monitors, two monitors, NJVad NWA40, are
repeated from a set of screening layouts that were previoesigretd by L.T. Pang for a 45nm
ST Micro tapeout. These RO monitors provide a direct comparisondrepvecess maturities at
two different stages during the 45nm development cycle. Two RO monitors, \avd INW4Q,
are designed with asymmetrical source/drains to examine thecirof non-uniformity in strain
distribution on device performance. Four monitors, NW40N40,, NW40;, and NW4Q, are
designed so as to characterize RO frequency performance versus tG&.of L

Since modifying the LOD causes a change in the drain-stdstegoacitance, for an
accurate analysis of the impact of strain-induced effects on measurigddr@ncy to occur, it is
necessary to compensate for parasitic effects by using the BbBisimulations to extract and
approximate their impact on RO frequency performance. The giondashow that such
parasitic effects may change RO frequency by 2-15%, dependittg &®D size. For this work,
in order to correct for layout-dependent parasitic components,éha measured RO frequency
is normalized to a SPICE-simulated RO frequency by dividingnteasured with that of the
simulated.

6.1.1RO Frequency Sensitivity versus LOD’

The dependence of mean measured RO frequency on LOD’ after lizatioa to
SPICE-simulated RO frequency for symmetrical CESL stragiaiced monitors is examined here.
As may be recalled, LOD’ is defined as the sum of the norehlODs, LODp, and the drawn
gate length. Figure 6.1 plots the normalized mean measured @riiey for 6 levels of LOD’
for 17 chips.
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Figure 6.1: The mean measured RO frequency versus LOD’ for 17 chips (excluding
asymmetrical monitors)

Figure 6.1 shows a vertical spread of ~10% RO frequency wariatiowever, the
layout-to-layout differences systematically show a measR@ frequency increase of 5% when
the LOD’ is approximately doubled from the minimum value of 2.27 to 3.90, thad
enhancement can be as high as 15% increase for a very long LOD.

The measureds(u )z6 values for the RO frequencies shown in Figure 6.1 are plotted in
Figure 6.2. The measured within-chip variation for all 6 types oideitCESL RO monitor is
again 6/1)ss= 0.2%, showing that the value of the LOD’ has a negligible ilnpadhe level of
random noise. The noise level for these wide gate designs is similar tepibded in Chapter 4.
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6.1.2 Measured RO Frequency Distributions for Two Dferent 45nm

Tapeouts

The measured RO frequencies from CESL-induced strain RO nmnkiw4@ and
NW40; are compared to that of a previous tapeout and production run intordeamine the
45nm production characteristics from a development cycle. The CHEBkted stress monitors
designed by Pang were included in a tapeout during the early deeglbpyele of the 45nm ST
Micro process [1]. In this work, Pang’s monitors were replicatedi included in a tapeout in
which the process has been perfected to almost production-grade.6Taldammarizes the
measured RO frequency sensitivity and distributions.

45nm [1] 45nm
Layout-Dependent Shift Afro) 5% 5%
Across-Watfer for NW40s (36/11) 15% 8%
Within-Chip for NW40 ¢ (36/1) 6.6% 3.1%

Table 6.2: A comparison of RO monitors repeated at the 45nm processes for two tapeouts

Table 6.2 shows that the 5% CESL-induced RO frequency shifthdgtimtrease in LOD
is still present. However, the measured across-wafer andakypiithin-chip variationfor
monitor NW4Q decreased by about 50%. These reductions show significant improveaments
controlling the impact of process variation, such as lithographyetstd in the mature 45nm
process.
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6.1.3 RO Frequency Sensitivity Averaged Across 15ypical Chips versus
LOD’

To further improve the quantitative estimate of RO frequency vé&r®IX behavior, the
mean of the measured RO frequency, which is shown in Figures@&dmiputed across 15 chips,
excluding outlier chips 4 and 9. Figure 6.3 shows that the layouyotladifferences
systematically cause a RO frequency increase of 5.3% wher©tbeis approximately doubled
from the minimum value of 2.27 to 3.90. The enhancement can be as high3a8%a RO
frequency increase for a quite long LOD. RO monitor NW4hich has the same LOD’=2.72
as that of NW4@but with 200nm more lateral STI width, operates 1.3% slower than NW40

RO Freq vs LOD'
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o
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Figure 6.3: The mean measured RO frequency of 15 typical chips versus LODs
(excluding outlier Chips 4 and 9)

6.1.4 RO Frequency Sensitivity to Asymmetrical Sowe/Drain

The RO monitors with asymmetrical source/drain NWatd NW4Q are now examined.
Figure 6.4 shows the mean measured RO frequency normalizeddg Siiulations for the 17
different chips. The LOBPor LOD,, are biased by an additional ~100nm of the LOD, presumably
producing more CESL-induced stress but less STI on that side.

For the same LOD’, asymmetrical source/drain RO monitoremsgically show a 3%
greater RO frequency speed-up for a longer LOD on the souteeversus on the drain side.
Considering that the noise level of the measurement|igs6= 0.2%, these observed effects are
significant.
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Figure 6.4: For the same LOD’, asymmetrical monitors with greatgces operate 3%
faster than monitors with bigger drains.

The asymmetrical monitors NW4@and NW4Q are now compared to that of the control-
case monitors, NW40and NW40, respectively. Figure 6.5 plots the normalized mean measured
RO frequency for RO monitors: NWAONWA40;, NW40;, and NW4Q versus LOL across 15
chips (excluding outlier chips 4 and 9). The monitors NY\&itd NW4@ have the same LODs
=1.73 with different LODB, where the measured difference in RO frequency is 0.3%. RO
monitors NW4Q and NW4Q have the same LODs = 1.00 with different L§Dvhere the
measured difference in RO frequency is 0.02%. Since increa$ds lproduces 90% of the
effect of increasing LOP and LODs combined, and as increasing lOfas essentially no
effect, it can be concluded that this observation is in agreem#én{44], which attributes the
injection velocity to be an important factor. Thus, RO frequencyitsgtyscan be used to
monitor the impact of injection velocity on device performance.
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Figure 6.5: For the same LODs, asymmetrical and symmetrical on®stiow minor
differences in measured RO frequency, indicating that the impact of the draivics de
performance is small.

6.1.5 RO Frequency versus Mobility and Injection Viocity Models

This section describes the collaborative work resulting frontdingparison of measured
and simulated RO frequency sensitivity from nitride CESL4straduced monitors using the
stress contours and delay models that were carried out by Xuys|woérk focuses on the use
of the TCAD tool, Sentaurus, to study theess profiles for different layout geometries. The
parameters used in such stress modeling are generic and wittitwation against silicon data.
Nevertheless, by studying the stress distributions for diffdegjout dimensions, a physical intuition
can be developed and used to better understand the measured RO frequengtysensit

Xu characterizes the impact of CESL-induced strain on injectittitye and mobility
through simulation. He then develops an intrinsic delay modeinbatporates the effects of the
mobility or injection velocity theory. The new injection velocitpdel is compared to that of the
traditional mobility model.

Xu applied this modeling approach to the measured RO frequency results for syaimetric
layouts. Figure 6.6 plots the measured and simulated change ineg@ericy versus the
normalized LOD’. Using a logarithmic fit, the simulated modeks extrapolated for long LOD’.
As expected, the roll-off in measured RO frequency shows that iSfo'M45nm devices are
operating in a regime in between traditional (mobility) andciige velocity models. Hence, this
study suggests that a new extension of the PDK device model is needed for @ESEf§tcts.
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Figure 6.6: The percentage change in RO frequency versus LOD’ shawsetd&nm
ST Micro devices operate in a regime between that predicted by traditiowiailify) and
injection velocity models.

6.2 RO Frequency Sensitivity to STI-Induced Stress

The measured RO frequency sensitivity to STI width in a \@rilirection is now
considered. In this work, three STI monitors (SS4P are designed with various STI widths
between the fixed power rail and PMOS acti8¢j, between PMOS active and NMOS active
(Sy2, and between the NMOS active and the fixed ground3g)(The normalized dimensions
for Syl Sy2 and Sy3 are shown in Table 6.3, where layout dimensions are normalized to
approximately three drawn gate lengths. Here, for purposes gfacmon, SS40is the control
monitor.

STI Stress

sy1 SS4Q [SS4Q | SS4q
Syi 5.6 3.2 5.6

52 Sy, 4.8 7.2 7.7
Sya 6.1 6.1 3.2

Sv3 | Total STI 165 | 165 | 165
Width

SS40(1,2,3)
Table 6.3: The normalized layout dimensions for STI-induced stress monitors

The total STI width (i.e. sum of §ySy, and Sy) shown in Table 6.3 is fixed by power
and ground rails. The SSAfonitor is designed such that the PMOS devices shift up towards
the power rail so that NMOS devices experience a net incneagerounding the STI width.
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The SS49 monitor is designed in such a manner that, when NMOS devieeshdted down
towards the ground rail, the PMOS devices experience a net increase ird8il'l wi

The measured RO frequency sensitivity from the RO monitors, ,S8%0 SS4¢ are
examined relative to that of the control S§4Bigure 6.5 shows the mean measured RO
frequency for these 3 RO monitors across the 17 chips. In order to corrdet farasitic effects,
the measured RO frequency is normalized using SPICE simulation.

Shifting the PMOS devices up towards the power rail by 0.3um sesula 3% RO
frequency increase, while shifting the NMOS devices down towidwelground rail has little
impact. This observation indicates that the NMOS devices show raosdigity to STI stress.
The bulk silicon piezoresistance coefficients suggest that ttesees are oriented with <100>
channel direction [8], and this corresponds to the channel direction pulihstiedliterature by
ST Micro for the 45nm technology node [46]. For each RO frequerggsumement, the
measuredd/ )ss= 0.3%, which is consistent for the minimum width devices shown in Qhépte
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Figure 6.7: Across-wafer RO frequency measurements for STI monitorstisabw
shifting NMOS down by 0.3um has a negligible effect, while shifting PMOS up by
0.3um speeds up the RO frequency by 3%.

6.3 Summary

Adjustments in inverter layout design parameters can enhaecefisitivity of the RO
frequency variation in CESL-induced strain effects and STI-indlsteess effects to be well
above the level of random variation, which is 0.2-0.3%. Nitride CE&linsmonitors show up
to a 13.9% increase in RO frequency for a long LOD compared tothhé minimum LOD.
About a 1% effect was observed with 200nm changes in the laterap&ging. For the same
LOD, asymmetrical monitors with bigger sources operate 3% rféisan monitors with bigger
drains, indicating that the LOD on the source side is dominant. A 3ét-gjpeis observed when
the PMOS devices are shifted up towards the power rail, indicdagNMOS devices are more
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sensitive than PMOS devices in regard to STI-induced stressefBsencing piezoresistance
coefficients, a channel direction of <100> is deduced, and this seggbrts the results seen in
the published literature by ST Micro [44]. Measured RO frequencytisstigto CESL and STI
strain/stress can be used to determine the impact of mobikition velocity on device
performance as well as to enhance transistor modeling for nano-scakesdevic

80



Chapter 7
Random Noise Analysis: Gate Length, Gate
Oxide Thickness, and Doping Variation

This chapter investigates the nature of random noise components. Tédeneisfor a
single RO monitor layout design measurement across a givehcsnpatypically has a standard
deviation to mean ratio ofolu)ze= 0.2% and 0.3% for the large and small width devices,
respectively. In this chapter, measurements at different esltagd temperatures will be used to
more specifically identify the contribution of variation in gagadth AL), gate-oxide thickness
(ATox), and channel dopingAN¢). Voltage and temperature are the only available adjustable
parameters, with the latter requiring the implementation oérapérature chuck. Such RO
frequency measurements under various operating conditions are @hdisotg the testing
methodologies described in Chapter 4.1.

The known dependence of the current-voltage (I-V) characteristicateriangths, gate
oxide thickness, and channel doping versus the voltage and temperatw@riewhat distinct
and observable behavior. From the device equations, increased voltxpedtee to increase
the sensitivity toAL much more than t@T,x or AN¢,; increased temperature is expected to
produce a minor decrease in all sensitivities, with the decfeaad ,x andAN¢, being slightly
higher.

A methodology that assumes a linear approximation of the measurefteR@ncy
variation to process parameter sensitivity is utilized in omleletermine the sources of within-
chip variability. The main sources of random variation are assumbd &tributable to the 3
random process parameters described above. Since the RO hbExlarg physically small, RO
frequency variation due to exposure dose and focus are assumed toligpeleed similar
methodology has been successfully applied to measured RO frequer®y ticro’s 90nm
node, having showed that. was the dominant source of random variation [1].

This chapter is organized into 6 sections. Section 7.1 investigategidingéle-quantile
(QQ) and autocorrelation plots of measured RO frequency for oneokoase RO monitor.
Section 7.2 examines the sources attributable to the block-to-blaekiaaifor outlier chips 4
and 9. Section 7.3 analyzes the measured RO frequency sndaiuiifferent operating
voltages and temperatures. Section 7.4 describes how a Least leae §.MS) approach is
used to distinguish the sources of within-chip variation attributeéd t AT,x, andAN¢,. Section
7.5 discusses the errors among measured and simulated RO frequathcrespect to changes
in operating voltages and temperatures. Section 7.6 summarizes the chapter.

7.1 Quantile-Quantile (QQ) and Autocorrelation Plos of RO
Frequency Measurements

The Quantile-Quantile (QQ) and autocorrelation plottings of medd$R@e frequency for
RO monitor CW40 are used to distinguish the random within-chitsffer typical and outlier
chips. The purpose of analyzing quantile-quantile plots is to detemiather the normalized
measured RO frequency is drawn from a normal (i.e. Gaussianbutisin. The autocorrelation

81



plottings are used to find systematically repeating patternsieasured RO frequency. The
analysis of the QQ and autocorrelation plots is presented im@eCt1.1 and 7.1.2, respectively.

7.1.1 QQ Plots

The QQ plots in Figure 7.1 present the normalized measured RO frgquesas the
guantiles of the standard normal distribution for RO monitor CW40 on fops:cBj 3, 9 and 12.
Each QQ plot contains 36 measured RO frequencies. For each ehipeéisured RO frequency
is normalized to that of the chip’s mean.

For each QQ plot in Figure 7.1, the measured RO frequency distribsitammipared to
that of a reference line. If the normalized measured RO fregueomes from a normal or
Gaussian distribution, the plot should be linear. For typical chipsGhgs 8, 3, and 12) , the
measured within-chip RO frequency distribution is more Gaustianthan that of Chip 9,
whose QQ plots show a linear trend. For Chip 9, the tails of theuneea®RO frequency
distribution slightly deviate from the reference line. In additidmeé distinct slopes can be
observed, i.e. the slope is steeper at the center of the distnilmaimpared to that of the tails.
These observations lead to the conclusion that the measured ROhéiequeom Chip 9 contain
the systematic block-to-block effects that were previously discussduhipt€ls 4 and 5.
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Figure 7.1: These QQ plots for RO Monitor CW40 show that Chip 9 is an outlier chip
because the tails of its measured RO frequency distribution deviate froefietence
line.

7.1.2 The Autocorrelation Plots

The autocorrelation plots in Figure 7.2 show the cross-correlatioheohaormalized
measured RO frequency with its shifted (lagged) self. Ssiased to quantify the similarity
between normalized measured RO frequencies as a function of tied spparation between
them. The measured RO frequency is normalized to that of its chip’s mean.

The autocorrelation plots for one chip and among the four chips show disthmatiors.
Thus, minimal spatial correlation exists among the individual RO torsniChip 9 shows the
strongest periodic behavior when compared to that of other chips. Therqeaiod of 12 ROs
again indicates that the measured RO frequencies contain systematitobbbagk effects.
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Figure 7.2: The lack of correlation among measured RO frequencies for R@moni
CW40 on the 4 chips shows that there is little spatial correlation among the R@rsonit

7.2 Block-to-Block Analysis for Outlier Chips

The systematic decrease in measured RO frequency obserRR€&lblock 3 for Chips 4
and 9 is examined in regard to focus, etch, and stress effeatsasAgreviously noted in Figure
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5.5, outlier chips 4 and 9 show a measured RO frequency reductior8%f i&- block 3,
compared to that in other blocks.

Block-based mean measured RO frequency from RO monitors CS4D, IR0, FW6E0,
CW60, CW40, and NW40or chips 4 and 9 is shown in Tables 7.1 (a) and (b), respectively. For
each parameter-specific monitor, the measured block means ardinednta the chip’s mean
for the control-case RO, which are CS40, IW60, and CW40. As one eual}, reach block
contains 12 RO instantiations. The measured range for the block-m&sedis computed for

each monitor.

Chip 4 CS40 FS40 IW60  FWG60 CWoe0| CW40 NW40
Block 1 1.07 1.05 1.03 1.03 1.00 1.03 0.92
Block 2 1.06 1.01 1.03 1.02 1.00 1.01 0.91
Block 3 0.98 0.94 0.95 0.95 0.92 0.95 0.84
Measured Range | 7.90% 8.63% | 7.86% 8.00% 7.67% 6.91% 7.87P0
(@)

Chip 9 CS40 FS40 IW60  FWG60 CWe0 Cw40  NW40
Block 1 1.06 1.02 1.01 0.98 0.97 1.01 0.89
Block 2 1.09 1.03 1.02 0.98 0.98 1.02 0.89
Block 3 1.02 0.96 0.96 0.93 0.93 0.97 0.84
Measured Range | 497% 6.09% | 5.28% 5.34% 5.04% 4.66% 5.18%

(b)

Table 7.1: A comparison of block-based mean for focus, etch, and stress monitors and
their respective control ROs for chips 4 and 9.

For all monitors, both chips show a mean measured RO frequencyioadoict8% for
chip 4 and ~5% for chip 9 in block 3, compared to that in other blocks.e $irefrequency
reduction was not observed on 15 of the 17 chips, it is unlikely to be chysedystematic
within-chip effect. These results show that etch, lithography stress monitors are all affected
in the same manner as that of their respective control ROs. méhasured ranges between
monitors differ at most 1%. This result indicates that none oé tfagors likely contribute to
this frequency decrease. Since block 3 is alone on the lefofste chip, it is surmised that it
might be near the edge of the wafer where thin-films of @ear lithography materials or even
CMP of interconnect may be non-uniform.

7.3 RO Frequency Sensitivity to Operating VoltagesV44) and
Temperature (T)

The RO frequency sensitivity to physical parameter changpsndls on measurement
conditions. Thus, the measured RO frequency and its noise sensitigjpgrating voltages @)
and temperatures (T) are examined as a potential method of determiningth®iaoise in the
various physical parameters contributing to the random component in ringtosgidgformance.
The dependence of RO frequency on measurement conditions is shown in Figure 7.3.

Measured RO frequency sensitivity to different operating vetag observed at various
V4q and T biases. Thegy bias is adjusted to the following voltages: 0.8 V, 0.9V, 1.1V, 1.3V,
and 1.5 V. The T bias is adjusted to the following temperatureSC2@0°C, and 90°C. The
mean of 36 RO frequency measurements for RO monitor CW40 opeatitiifferent \ig and T
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plotted for the 4 chips is shown in Figure 7.3 (a) and (b), respectiVbly.RO frequency
measurements are normalized to Chip 8's meangt .5V, T = 20°C.

As expected, RO frequency speeds up as operating voltages enameésdecreases
slightly with increasing temperatures. At constant T, the aredsRO frequency increases by 80%
as Vg increases from 0.8 V to 1.1 V. At constani, VRO frequency decreases slightly by 10%
as T increases from 21T to 90°C.

The slopes of the curves in Figure 7.3 give an indication of how theroks on the
measurement apparatus affect the accuracy of the measwseimeatslopes of the normalized
measured RO frequency taand T are 1.1/V and 0.0062, respectively. As one may recall
from Chapter 4.1, the resolution limit from the operating voltage emgérature measurement
setups are  mV and_+5 °C, respectively. A change inl+mV or +5 °C induces a negligible
+0.001 change in normalized RO frequency. Thus, the noise contribution due to the finite limit in
resolution from the digital multi-meter and temperature senssrnhiaimal impact on the
measured RO frequency.

RO Freq vs. Vy,: CW40 1 2RO Frequency vs. Temperature: CW40
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Figure 7.3: The normalized mean measured RO frequency, ab\8V to 1.5V (a) and
T=20°C to 9¢°C (b) for the 4 chips show that RO frequency is more sensitive to changes
in Vggthan in T.

The measureds(l)ss for the RO frequency results presented in Figure 7.3 (a) and (b)
presented in Figure 7.4 (a) and (b), respectively. Figure Y i¢\(aals that the measurexd|()ses
saturates as jincreases from 0.8 V to 1.5V. As expected, Chip 9 has the highest swkasur
(o/u)s6. A significant rate of change in the measureffi sz mainly occurs at low ¥, where the
slope from \4g = 0.8 V to 1.1 V is ~1.3x bigger than the slope frogy ¥ 1.1V to 1.5V for
typical chips. For Chip 9, the ratio of the two slopes can be as higi2.8x. Figure 7.4(b)
shows that the measuresl|()ss remains relatively constant for different operating T.
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Figure 7.4: The measured/[i)ss from RO frequency at = 1.1V to 1.5V and T
=20°C to 90°C for the 4 chips shows thad/[1)ss saturates with increasingsyand
remains relatively constant as the temperature increases.

7.4 Inferring Process Parameter from Random Sourcesof
Variability using Least Mean Square (LMS) Analysis

A least mean square (LMS) approach is used to relate the m@aB@ frequency
variation to three process parameters: d, and Ny, in a linear formulation: MX=Y. Here, M is
a matrix of the computed sensitivity of RO frequency to eadheothree parameters at each of
the 5 measurement conditions. The Y matrix contains the normalizedfr&fDency
measurements. The matrix X is the normalized solutiom\EQrAT,x, andANc, for each of the
36 RO monitors. The solution is computed via SVD in Matlab for e&hri@nitor type on one
chip.

This approach is dependent on the RO frequency sensitivity to procassepars, which
varies with the measurement conditions. For this work, these ceatficin the M matrix are
derived from the linear approximation of RO frequency to the threzepsoparameters Lo
and Ny under five measurement conditions. Utilizing SPICE and PSP/B&ibtel cards from
ST Micro’s 45nm PDK, RO frequency versus changes inok,,and Ny relationships are found.
Using these simulated relationships, the slopes at the mean atkd®0r frequencies are
extracted and used as coefficients in the M matrix.

7.4.1 The Index Definitions

This section defines the indices that are used to describeMBefarmulation. Leti
represent measurement condition numpeepresent RO monitor instantiation, andepresent
the Random Process Parameter number. In this analysid, 2, 3, 4, 5} since there are 5
measurement conditions. Hergg {1,2, 3, ...., 34, 35, 36} because there are 36 identical RO
monitors instantiated across chip and, thus, 36 RO frequency meastsgmvery 12 RO
instantiation represents one RO block. Hére,{1, 2, 3} since 3 process parameters are being
studied (i.e. L, T, and Np,).
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7.4.2 The Variable Definitions and RO Frequency Sesttivity to L, T o, and

N, Extraction

This section defines the variables used in the LMS formulation andiloes the
extraction procedure used to obtain the normalized RO frequency vemesgrmparameter
sensitivity.

e LetF; represent thg" measured RO frequency under theneasurement condition.

e Let Fo; represent the mean measured RO frequencyjaveder thd™ measurement
condition for one RO block.

e Let Ly, ToXyp, and Nchy, represent the typical values bf Toy, and N, obtained
from PSP/BSIM4 model cards. These parameters are independer@astirement

conditions. For exampléyyp is 40 nm.

oF OF oF : i
o Let TR andm represent the simulated RO frequency sensitivitly, 6., and

Ncn, respectively. They are derived by extracting the slopd&,aand are used as
coefficients in the M matrix after normalization to unit-less quantities.

7.4.3 The Matrix Definitions

The variables defined above can now be formulated into a leastsgaare problem:
MX=Y. Matrices, Y; (with dimensionsi x j), X (with dimensionsk x ), and My (with
dimensions x K) are defined such that:

Y; represents the measured RO frequency normalizeléopfor the j'™ measured RO
frequency under thi' measurement conditions.

Xi; represents the amount of variation attributed tok{'heprocess parameter in tljf@
measured RO frequency.

Mi represents the sensitivity of RO frequency attributed tokthprocess parameter
under thé™ measurement condition obtained from SPICE and PSP/BSIM4 simulations.

_ Fl] —FOi-
L 7.0
7.1
— AL] -
Leyp
AToxj

Toxtyy,

[Nchiy,p |

(7.2)
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If Y = MX, to determine an estimated solutigh,

Mj, =

(7.3)

X=M"1vyY
(7.4)

whereXis the least square estimatexofomputed through SVD.

7.4.4 The Least Mean Square Solution

Using the methodology described in the previous sections, the normsdizsitivity of
RO frequency to L, &, and Ny can be found at each measurement conditiofables 7.2 and
7.3 enumerate the measurement conditions and their correspondiniyiseaditom Chip 9 for
RO monitors, CW40 and CW60, respectively. Both tables show that aspdnating voltage
increases, RO frequency is more sensitive to changes ig,Larfd Ny This increase is due to
the fact that drain-induced barrier lowering (DIBL) effegxhibit a more prominent increase at
differing rates at higher operating voltages.

As gate length increases from 40nm to 60nm, the sensitivity dré&@ency to L shows
a drastic 3x decrease, the sensitivity t@ il reduced by about 20%, and the sensitivity oiS
reduced by about 10%.

M Gradient Matrix a(F) | a(F) | a(F)
a(L) |o(Tox) | e(Nch)
i=1,V,=0.8, T=20°C -0.47 | -0.75 | -0.53
i=2,V4=0.9, T=20°C -0.71 | -1.03 | -0.60
i=3,V,=1.1, T=20°C 117 | -1.36 | -0.73
i=4,Vy=11, T=40°C | 4415 | -1.22 | -0.72
i=5,V,=1.1, T=90°C 114 | 125 | 067

Table 7.2: Chip 9's measurement conditions and its corresponding sensitivity tasproces
parameters for RO monitor CW40
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M Gradient Matrix o(F)| a(F) | a(F)
a(z) |6(zox) | é(Neh)
i=1,V4,=0.8, T=20°C -0.14 | -0.66 | -0.42
i=2,V,=0.9, T=20°C -0.21 | -0.93 | -0.49
i=3,V,=1.1, T=20°C 041 | -124 | -059
i=4,V,=1.1, T=400°C 038 | -111 | -0.58
i=5,V,=1.1, T=90°C 036 | -1.09 | -0.54

Table 7.3: Chip 9's measurement conditions and its corresponding sensitivity tasproces
parameters for RO monitor CW60

Least-mean-square analysis is applied to the measured ROnitggGhip 9 was chosen
as an example here because it has interesting block-to-bloekiorar In this case, to reduce
block-to-block effects, the measured RO frequency is norntal@éhe corresponding RO block
mean. The 3-parameters solution of RO monitors: CW40 and CW60iprBGre each shown
for the 36 RO instantiations in Figures 7.5 and 7.6, respectively. Bottesiglot the normalized
percentage change attributed to each parametersLaidd Ny versus the RO instantiations. In
general, the source of within-chip variation is mainly attributedandom dopant fluctuation
(ANcp) effects.

Specifically, Figure 7.5 shows that within-block variation treddfer from block-to-
block. Variation in Block 1 shows that tlaN., impact is 6x greater than that SE. AL, ATy,
and ANy contribute _+1 %, +1%, and_+6%, respectively. Within-block variation for block 2
shows thatAN¢, impact is 2x bigger than that AL, in which AL, AT,y andANc, contribute _+
1.5 %, +1%, and +3%, respectively. Within-block variation for Block 3 shows thatithpact
of AN¢y and changes iAL are relatively similar withtAL, ATy, andANg, contributing _+1 %, +
1.5%, and_+2%, respectively. Block 3 shows the least amount of total vatigbédnd this
correlates with the measured RO frequency spread in Figure 4.11.
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Figure 7.5: The percent change in l, and Ny versus RO instantiation for Chip 9 RO
monitor CW40. Maximum W, variation is ~+6%. Block-to-block variation (every 12

RO) is present.

Now the 60nm data in Figure 7.6 is considered. In Chapter 4, the noeamuse for
CWG60 is observed to be similar to that of CW40, though perhaps ashtidler. Figure 7.6
shows that with a 1.5x increase in gate length, the impatNgfis reduced in Blocks 1 and 3,
where ANg, is about 20% smaller than that of 40nm LMS solutions. More imporiaitidy
impact of AL did not decrease by 3x as expected; this effect may be due to the drastvtaen
noise sources induced by slight errors in the M matrix, sucheasftects of i, mixing into L.
Thus, it can be concluded that the LMS methodology may not have a high eeuiion to
detect effects below a 0.1% change in measured RO frequency.
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Figure 7.6: The percent change in Ly, Tand Ny versus RO instantiation for Chip 9 RO
monitor CW60. Maximum W, variation here is 4%, and block-to-block variation
(every 12 RO) is present.

The residual error from the estimated 3-parameter solutiansaisined. Here, estimated
RO frequency solutions from MX-matrices are subtracted fromnattne measured Y-matrices
in order to quantify the error between the measured and estiR@tdidequency solutions for
RO monitor CW40. The differences for each 3 RO block are shownguard=i7.7. The
magnitude of the differences between the measured and thetedtsohutions is on the order of
~10°. The same magnitude of residual error is observed for RO monitor CW60.
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Figure 7.7: The differences between measured RO frequency and the éstimate
solutions show a magnitude on the order 6.10

7.5 Error Analysis for the LMS Solution

Two sources of error are used to quantify the validity of theSLApproach. The first
source of error is associated with the properties of the ntaabmay affect the algorithm or the
floating point errors contributed by the computation platform. The sesouacte of error is

associated with the computed sensitivity from simulati%%s%, andaf]%. These are in

addition to the accuracy of the measurements, potential nonliseaatnd confounding effects
between parameters.

The condition number of a matrix is a property of a matrix qoantifies the singularity
of the matrix [48]. The larger the condition number, the more singuldre matrix. Using the
condition number as a metric, matrix properties are examinechéoktmatrix presented in
Tables 7.1 and 7.2. The condition numbers for the M matrices are ~50sraik condition
number indicates that the matrix is non-singular; singular cestrusually have condition

93



numbers in the POmagnitude [48]. Thus, since the error stemming from the propeftitee
matrix is determined to be negligible here, computer accuracy is not an issue

The main source of error appears to be in computing the sensitivity of RO freqoéncy t
Tox, @and N due to the discrepancy between the simulated RO frequency andtich is
measured. Figures 7.8 and 7.9 examine how well the measured measgRénty over 36 RO
instantiations for one RO monitor (CW40) on one chip (Chip 9) correlsitixsthat of the
simulated RO frequency at the SS corner gsavid T vary. The measured and simulated RO
frequencies are normalized to the simulated RO frequencyratasthoperating conditions, i.e.
Va=1.1 V and T=20C.

Figure 7.8 shows the normalized mean measured and simulateddr@nicg versus 3
for RO monitor CW40 from Chip 9. Asgy deviates from 1.1V, the simulated RO frequency
also deviates from that of the measured RO frequency. The wethateasured and simulated
RO frequency to Y slopes are 1.9/V and 2.2/V, respectively. The error betweamwthslopes
is 15%, and this difference can cause an error to be as higlD%sin absolute value. Thus, in
order to reduce the error between the measured and the simulatieegRéncy, sensitivity for
the LMS application is extracted agd& 0.8V, 0.9V, and 1.1 V.

Despite limiting the range of operating voltage for LMS applces, an 8% difference is
observed at = 0.8 V. The sensitivity in the M matrix requires the computaiotme slopes of
RO frequency to a parameter using the PDK, and the slopes ofdgQefity to voltage is
affected by 15%. Thus, it is expected that using the PDK toa&ithe process parameter
would yield a similar 15% error.

RO Sensitivity to V4

1.8 -
1.6 -
14 -
1.2 -

Range used

in LMS
0.8 =

0.6 -
0.4 -
0.2 -

Normalized RO Freq
=

CW40 (Simulated)
—CW40 (Measured)

0.8 1 1.2 1.4
Vya (V)

Figure 7.8: The simulated RO frequency deviates from that of the measurgd as V
deviates from the standard operating voltage, 1.1 V.

Figure 7.9 plots the normalized mean measured and simulatéeg&RE@ncy versus T for
the same RO monitor shown in Figure 7.8. The measured and simulaté@dréncy has a
consistent slope. As the operating temperature increases rone leetween the measured and
the simulated RO frequency decrease slightly, by 1.54%.
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Figure 7.9: The measured and simulated RO frequency show good correlation with
increased operating temperature.

7.6 Summary

Within-chip variation attributed to random sources, such as random changgate
length, gate oxide thickness, and channel doping, have been examined. ftle-quantile and
autocorrelation plots are used to ensure that the measured RO fiegusam from Gaussian
distributions. The systematic decrease in measured RO freqobsewed in RO block 3 for
outlier chips 4 and 9 is examined in regard to etch, lithographystaess effects. The results
show that these monitors are all affected in the same masirbataof their respective control
ROs, indicating that these factors unlikely contributed to this fre;yudecrease. For an outlier
chip, the RO frequency is linearized to 3 process parameters siswulations from a 45nm ST
Micro PDK. Such sensitivity is then related to measured RO frexyueariation for each RO
instantiation using a least mean square (LMS) approach. Tkenhe@n square-estimated
solutions show that random dopant fluctuations have 4-6x more impact ofre@enc
variability than that of changes in gate length and oxide thickiess analysis shows a ~10
residual error between measured and LMS-estimated RO freqoleacges. The main source of
error appears to be a 15% difference in the slope of RO freqwensys voltage in the PDK
model from that of the measurement, producing a similar errasiimg the PDK to calculate
parameter sensitivity. An analytical approach using only voltfageneglects the variation in,T
and computes onljL and ANg, effects for CS40, CW40, and CW60 is suggested in order to
separate any variation that is due to gate length and doping effects.
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Chapter 8
Conclusions

This dissertation explores the feasibility of using electrom@surements of parameter-
specific ring oscillators to identify and quantify circuit peniance variation that is attributable
to specific manufacturing and layout design parameters. Expegatlyemeasured results from a
45nm process were made possible through the design and testing inrkieée\B&Vireless
Research Center of silicon chips fabricated in a collaborativet &fy ST Micro. The measured
results were compared to their expected sensitivity, as deeanby simulation. Residual
random variation was examined for within block, chip, and wafer vamiats well as for
possible variation contributions in gate length, gate oxide thickness;hemshel doping. The
sections below summarize such contributions and offer a perspectiegard to future work in
relation to each stage of this dissertation. The final sections giveconsolidated overall
perspective.

8.1 Design

Ring Oscillator (RO) layout monitors were created in ordecharacterize 5 physical
effects: gate etch, gate focus, gate-to-active misakgrymitride CESL-induced strain, and STI-
induced stress. A total of 32 different layouts have been usedndamthese 5 effects. Each
monitor consists of 13 stages of inverters, in which the paramet@fisgensitivity is enhanced
while still meeting the design rules from the PDK kit. The axskaent of the layout-dependent
lithography effects was designed using simulation with Mentor Graplaidsr€ The parameters
used in the exposure and resist models are based on generic assumpli@s of 10 nm was
added to each side of the gate length, but it was assumed thaDB@enethods typically used
in production, such as scatter-bar insertion, would not be applad. the focus monitors,
Pattern Matching was utilized in order to guide the design,fasavias followed by tuning with
Calibre simulation. A 1.5x enhancement of gate focus sensitivity aechpa that of a dense
gate control RO was achieved by strategically placing additi poly features on and
surrounding the gate. With respect to the gate-to-diffusion misaégt monitors, a set of 5
monitors with pre-programmed offsets at 5 different misalignrieseis were designed so as to
detect the direction and magnitude of overlay error. In order toy shuel RO frequency
sensitivity to CESL-induced strain, to non-uniformity of strairtrdbstion, and to lateral STI-
induced stress, RO monitors were designed at 8 various lengihsroé&lrain diffusion (LOD),
including those with asymmetric source/drain areas. In additioege tTI monitors were
designed to examine RO frequency sensitivity to changes in the verticald&fil w

In hindsight, increasing the variety of layout monitor desigrsuggested. This increase
is helpful because it will offer more reference points from Wwhatriangulate and quantify any
causes of variation. For example, while collaborating with S2oig-Toh in triangulating the
effects in SRAM read-write performance asymmetriesas discovered that SRAMs were very
sensitive to both directions of misalignment and that no verticghlighment monitors were
developed. In enhancing the parameter-specific lithography €fieetould be very beneficial
if the monitor designs would be allowed to selectively violate desides without violating
mask making rules, just as is allowed with OPC. In charactgrthe CESL and STI effects, a
more systematic set of curves could have been developed if theradjacemy poly did not
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implicitly force constraints on the LOD and STI. Extra cdreuwd also be taken in designing
asymmetrical layouts to be sure to flip the symmetry ofldlgeut with the signal propagation
direction, as this was overlooked in regard to the wedge-shaped ahffési monitoring
misalignment.

8.2 Measurement Methodology

To measure the RO, a packaged chip was manually mounted onto a R&B w
measurement equipment was connected via GPIB cables and otrserihisewas carried out at
BWRC with the assistance of scripts used by L.T. Pang andmst@ftber Susan Mellers. In
general, the test equipment has a high degree of accuracy,rarsdferm test settings cause a
negligible RO frequency change. The voltage monitors and the tetuper
sensors/environments have precisionsbfV and -6 °C, respectively. The remounting and re-
measuring of chips cause a 0.1%-0.16% measured RO frequency drift, isvtmigher for the
smaller gate area devices. Currently, each chip takes ~3 tooomsasure all of the 32 monitor
designs times the 36 instantiations or 1152 RO monitors.

In hindsight, these measurements could be reduced to 20 minutesttiathoss of
accuracy. In this work, in order to reduce noise in signal captur&etiigency measurement of
each RO was repeated 120-140 times. The typical noise is, howevieny at 0.009% that a
sample size of 10 would still have much less variation than the 0.2-&38egiated with the
individual RO. Extending the temperature range from the curmeits|I20°C to 90°C would be
helpful as the sensitivity of the RO frequency to L dnd Ny, is quite low.

8.3 Initial Measurement Results

Seventeen chips from one wafer were received and every one 99,6810 RO that
were tested worked. Fifteen chips were found to be typical and dhootk no block-to-block
(within-chip) effects and no correlation in measured RO frequemong the 36 instantiations
on a chip for the same monitor design. Hence, the chip mean for monitoring systdfeats is
used, where the noise floor from the standard deviation of 36 RO iattard to the mean ratio
was 0.2-0.3%. These ratios, when plotted versus the inverse squaséthtagate area, show a
linear behavior similar to that of the Pelgrom model. A directpammon was made by scaling
the ratios with the sensitivity to the threshold voltage and thenptiedtiby the square root of
the number of RO devices. This comparison showed an averagiveffaceshold voltage slope
of 2.3 mV unt', similar to that which was reported in the literature for the 45nm technology node.
The measured across-wafer variation for small gate area delvmesdsan 11.1% range that had
a double humped behavior that might be produced by a bulls-eye Bftsagtured across-wafer
(30/p) variation for a control-case RO monitor was 8%, a signifitaptovement over the 15%
variation measured by L.T. Pang from a previous silicon run duringdéivelopment this
technology one year earlier.

These raw RO frequency measurements include layout-dependsats effie to changes
in parasitics as well as changes due to process parameatéicgpeTo separate out the parasitic
effects, the measured RO frequency was normalized to SPi@Hased RO frequency by
dividing the measured with that of the simulated. For RO monitadits ddimmy polys, this
parasitic capacitance correction changes measured RO frequency by 2%.

In hindsight, the residual device noise of individual transistors wgquaige high.
Fortunately the absence of within-chip systematic effedtsvatl the average of all 36 ring
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oscillators to be used with a noise level well below the pararapéeific effects. Had this not
been the case, more ring oscillators would have been beneficiabniparing the circuit
behavior versus the inverse square root of the gate area to thatdevices using the Pelgrom
model, it is recommended that a broader variety of layouts bewidethe range of the inverse
square root of the gate area to be at least’Son20um’.

8.4 Monitoring of Gate Etch, Gate Lithography, andGate-to-Active
Misalignment

The measured RO frequency sensitivity to gate etch, gate foedsgate-to-active
misalignment monitors were examined. The directly measurednebcitors showed that the
absence of two adjacent dummy polys caused a 3.13% RO frequencyThkkifPV bands
provided by ST Micro did not show a change in gate length among ldngsuts indicating that
lithography is not likely the source of this variation. This sanity between isolated and dense
unfortunately indicates that strong OPC with scatter-barsus@d. It was necessary to correct
for the increase in the stray capacitance between the drainhandummy poly. SPICE
simulation at TT produced a 1% and 2% RO frequency decrease far aimgjldouble dummy
poly removal, respectively. With this capacitive correction, deerease in RO frequency
attributable to process effects such as etch was 1.2%.

The measured RO frequency sensitivity to gate focus monibawsesl that they were
about 4% slower than the control. This is attributed to parasitectsffas well as the non-
uniform ‘hour-glass’ shape produced at the top and bottom of the gatettierorizontal
extensions used to increase focus sensitivity. Data was available onlgrfeoproduction wafer,
which due to the presence of other products, did not have programmetetresafor defocus
and dose. The fact that the experimental measurements wesehsitive than predicted during
the design stage is in part attributed to the fact that tiiervappears to have been run under
unusually good control. This observation is supported by the fact thaietsured range of RO
frequency was typically centered and 1/6™164 that of the SPICE-simulated SS-FF guard band.
Also, the PV bands of the designs provided by ST Micro showed thdbsigeexposure effects
dominate over that of focus and predicted little defocus in the lgipbgr stepper system. In
addition, the unanticipated requirement to apply strong OPC techniquessaaitter-bars to
protect other products on the wafer instead of the gate lengibshised in design also greatly
reduced the sensitivity.

Given the quality of the wafer, the lack of focus treatmentQf#€ of the focus monitor,
and little focus sensitivity in the resulting post-OPC PV bandetthws no direct way to assess
the sensitivity of the focus monitor. The chip-to-chip variation mgnéocus and control
monitors were examined. A typical correlation with r-square value of > 0.8htamed. While
this indicates that the chip-to-chip variation of 10% among the seventeem2xips is highly
correlated between different monitor layouts, an enhanced slope oictierhonitors compared
to that of the control was not observed.

The measured RO frequency sensitivity from the 5 pre-programntedrg 10nm, and
+15nm gate-to-active offsets for the H-shaped RO monitor showgdadhb% change, instead
of the 3.2% change that was observed for the simulated desigfOHGeof the gate structure
did not adversely affect this monitor. However, in examining PV bé&ddhe curved diffusion
shape at the neck in the crossbar of the H, it appeared thah&@Piattened the contour of the
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drawn diffusion width which thus reduced the parabolic shape froroffreets and decreased
the sensitivity to actual misalignment.

In hindsight, calibrating the monitors was quite challenging lsxaio programmed
treatments, such as defocus or dose, were available. More impor@Ry greatly impacted
and nearly cancelled the design principles. It would be quite interestisg tbese same designs
without OPC to observe their sensitivities. From this non-OPC medsay production wafers
could be produced which are compatible with product. It would be very bahdfibe monitor
designs would be allowed to selectively violate design ruldsowitviolating mask making rules,
just as is allowed with OPC itself. Inherent trade-offseafeund in looking for single dummy
etch and lithography effects along the upper (forward) layout aner Ieverse) layouts for the
signal paths within the ring oscillators. To test for comaceffehe dummy poly should always
be on the same, e.g. left, side. But when the device drain is inréetiah of signal flow, extra
parasitic fringe capacitance to the dummy poly occurs on th®sear the RO in which the
signal is propagating left. Fortunately extraction capturesetfiéct and provides a means of first
order compensation but it is challenging to design monitors thdiecancurate without parasitic
capacitance compensation.

8.5 Monitoring of Nitride CESL and STI-Induced Stress

The measured RO frequency sensitivity to changes in CESL-iddiiess was analyzed
by characterizing the RO frequency versus Length of Diffuslddll) behavior for 8 RO
monitors. By increasing the LOD from the minimum size by 1.8x ath kthe source and drain
sides, the measured RO frequency sped up by 5.3%. Measuremengsl shatMRO frequency
saturated for large LOD values. At 6x the minimum LOD, a 13.9% aserén measured RO
frequency was observed. In collaboration with Nuo Xu, a comparisbrswitulation shows that
experiment rolls-off with LOD faster than predicted by mopisitone and a model for injection
velocity effects is needed. This conclusion was further iedriby the fact that the addition of
~70 nm of LOD to the minimum drain produced little effect, while agldi@d0 nm to the source
increased the RO frequency by 3%. A ~200nm change in laterali8th induced a smaller 1.3%
RO frequency decrease.

The RO frequency sensitivity to 3 STI-induced stress layout menitas also examined.
It was found that moving PMOS up caused a 3% increase in med0rdequency, while
moving NMOS downwards caused no change. This observation was aungigke published
<100> channel orientation by ST Micro, indicating that the spe@éase was likely due to the
increase in the STI width surrounding the NMOS (induced by movingM@S) improving the
NMOS performance.

In hindsight, in order to fully validate a new device model thalude the combined
effects of injection velocity and mobility, more intermediateels in the range of 1.8-6x the
minimum LOD are recommended. To facilitate further studieR©Offrequency sensitivity to
STl-induced stress, enlarging the distance between power-to-grailshth layout is suggested,
such that the monitors could be exposed to a larger change in STI width.

8.6 Random Noise Analysis using Least Mean Squares

To further explore random effects, the RO monitors were opkedtdifferent operating
voltages and temperatures in order to help separate sourcasatibn that can be attributed to
gate length AL), gate oxide thickness\Tox), and channel doping\N¢y). The sensitivities to
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these 3 parameters were evaluated under 5 measurement cornuitien®.8 to 1.1V and 2@C

to 90°C range using 45nm ST Micro PDK models. All sensitivities viewad to increase along
with increasing Mg, with the sensitivity to L increasing the most and sensittaity., increasing
the least in absolute value. These sensitivities were usedveofeolL, ATy, andANg, of each
RO instantiation using a least mean square approach. For 40nm, éahese were 1%, +1%,
and_16%, respectively. For 60nm, variation AMN¢, decreased by 20% which is consistent with
the sqgrt(1.5) increase in gate length. The effectlolike that of Tox is small. These small values
may be representative of the accuracy of the technique rather thahpdmtsical effects.

The systematic decrease in measured RO frequency observedhblo¢kCB for outlier
chips 4 and 9 was examined in regard to etch, lithography, asd gtifects. These chips show a
mean measured RO frequency reduction of 5-8% in block 3, compared to tiher blocks.
Since this frequency reduction was not observed on 15 of the 17 dieitassystematic within-
die effect. The results show that etch, lithography, and stnesstors are all affected in the
same manner as that of their respective control ROs, indichtng is likely that these factors
contributed to this frequency decrease. Since block 3 is alottfeedeft side of the chip, it is
surmised that it might be near the edge of the wafer wherdilms of device and lithography
materials or even CMP of interconnect may be non-uniform.

In hindsight, to further improve the noise analysis methodology, 7ef@suamement
conditions over a larger range of parameters are recommendéeadndl/ibe assumed that the
oxide is uniform, voltage only measurements in the range 0.8 to 1.5t rbe used in
conjunction with devices with a 2x range of device widths such asm@ 80 nm. This is
because the sensitivity of the ring oscillator frequency tedreases with 1Alwhile that for Ny,
decreases as 1/sqrt(L). Moreover, it may be interestingrtelate the standard deviation of the
channel doping variation found from this sensitivity analysis withirtierse square root of the
gate area.

8.7 Overall Perspective

The simulated and measured RO frequency sensitivities from etmaspecific RO
monitors are summarized in Table 8.1. Gate-etch monitors showeéoaRD2frequency speed
up when one or both dummy polys were removed after correction for changesasitic
capacitances. Gate-focus monitors were designed to show a hSiividg improvement
compared to that of a control RO. The lack of pre-programmed foeasnents prevented
effective calibration of the focus monitors. Moreover, the PV bands from S© Bhowed that
there was little defocus in the stepper system, and meas@daguency for 17 chips revealed
that the across-wafer variability was only 1/6"16f the SS-FF SPICE-simulated guard bands,
indicating that the across-wafer variability was well-coltéd. Thus, the level of defocus may
be too small to detect. For gate-to-active misalignment mondweeslay errors were deduced to
be 2-4 nm. The unanticipated requirement to apply strong OPC \aitiersbars decreased the
sensitivity of the change in measured RO frequency by halpaoed to the design intent. The,
CESL-induced strain monitors showed a speed up of 5.3% and 13.9% for a le@seénand 6Xx
increase in LOD, respectively. The lateral change in Sdithayproduced a 1.3% frequency slow
down. The STI-induced stress monitors showed a 3% RO frequencysmerban the NMOS
devices were exposed to more change in vertical STI surround.

100



Process Simulation | Measured Reasons for | Improvement Ideas

Parameter Discrepancy
Gate Etch N/A AfRozl.Z% Dummy on source
side only

Gate Focus AfRozl.Sx No defocus data | Diluted by F/E matrix
available. Monitor | OPC calibration, no OPC,
designs are OPC- allow mask making
ed, and the level of design rules,
defocus may be use 98 phase shift
too small to mask
calibrate.

Gate-to-Active | Af_ =3.2% | Af  =1.5% Diluted by No OPC, wedge-

. . RO RO .
misalignment AXoverlay= 2-4 nm OPC shaped monitors

revised, add vertical
misalignment
monitors
CESL-Induced | N/A Af =5.3% ~10 intermediate

. RO, 1.8
Strain Af _)(13 9% levels of LOD = 1.8x

RO, 6x to 6x than that of
minimum sized LOD,
more monitors to
examine lateral STI
width and
source/drain
asymmetries
STI-Induced N/A Af =1.3% Enlarge rail-to-rail

Stress AfRO’ horizoiaé% distance in layout

RC, vertica

Table 8.1: A summary of RO frequency sensitivity for parameter-sp@sdnitors

Much has been learned that could improve the utilization of paraspeific ring
oscillators in electronic monitoring. It would be quite interestioguse these same designs
without OPC and observe the results where a different focus @eaismapplied. A wafer with a
programmed dose would also be helpful in making comparisons with the techBM bands for
dose and focus. Enhancing gates witA pBase shift features is a sure way to further improve
focus sensitivity by another 2-fold, while also electronically detectingitieetion of focus.

Additional interesting approaches could improve measurement spggddicdevices and
the self-compensation of performance of electrical circuitsarReater-specific ring oscillator
circuits could be designed to selectively measure NMOS or $Mevices in an individual
manner. This could be done by slowly resetting the devices iwagéte delays after the
transition signal passes to produce an effect similar to austadiave. These ring oscillators
could also be implemented as on-chip process monitors that provideémedeedback to
corrective algorithms and hardware solutions.

This work demonstrates that parameter-specific ring oscilatog suitable for multiple
critical applications in quantifying systematic and random tfféc the co-optimization of
process development and circuit design.  Potential applicationsdénaeveloping device
models for the role of stress in velocity injection and mobility for capping layeB@hstressors,
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determining process variations in early process developmeitiiatialg process models such as
OPC and etch, obtaining distributions of residual process parametevi]iqy quantitative
guidelines for designers, improving process-aware design tools, and monibatinge processes.
Hopefully, the both methodologies as well as the insights from perienental results
developed in this dissertation will be useful in putting this technology in practice.
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