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Compartmentalized dendritic plasticity 
in the mouse retrosplenial cortex links 
contextual memories formed close in time
 

Megha Sehgal    1,4 , Daniel Almeida Filho    1,5, George Kastellakis    2, 
Sungsoo Kim    3, Jinsu Lee3, Yang Shen1, Shan Huang1, Ayal Lavi    1, 
Giselle Fernandes1, Irene Davila Mejia1, Sunaina Soans Martin1, Asli Pekcan    1, 
Melody Shana Wu1, Won Do Heo    3, Panayiota Poirazi    2 , 
Joshua T. Trachtenberg1 & Alcino J. Silva    1 

Events occurring close in time are often linked in memory, and recent 
studies suggest that such memories are encoded by overlapping neuronal 
ensembles. However, the role of dendritic plasticity mechanisms in linking 
memories is unknown. Here we show that memory linking is dependent 
not only on neuronal ensemble overlap in the mouse retrosplenial cortex, 
but also on branch-specific dendritic allocation mechanisms. The same 
dendritic segments are preferentially activated by two linked (but not 
independent) contextual memories, and spine clusters added after each 
of two linked (but not independent) contextual memories are allocated to 
the same dendritic segments. Importantly, we show that the reactivation 
of dendrites activated during the first context exploration is sufficient 
to link two contextual memories. Our results demonstrate a critical role 
for localized dendritic plasticity in memory integration and reveal rules 
governing how linked and independent memories are allocated to dendritic 
compartments.

Memory formation is a dynamic process, where single memories are 
stored, updated and integrated within the framework of other preexist-
ing memories to drive adaptive behavior1,2. Recent studies in rodents 
have revealed that the overlap between the neuronal ensembles encod-
ing different memories can link them, such that the recall of one leads 
to the recall of the other3–5. A similar process in humans is believed to 
mediate inferential reasoning6 and other forms of memory organi-
zation. Transient increases in neuronal excitability drive ensemble 
overlap3,5,7, but the neuronal locus and specific form of cellular plasticity 
underlying these changes are unknown.

Within the brain, pyramidal neurons use their elaborate dendritic 
structures to perform computations previously thought impossible 

for a single cell8,9. The molecular and cellular physiology that supports 
these complex computations within a single cell and how these com-
putations influence ensemble activation, and thus animal behavior, 
are poorly understood. Focal synaptic activity on dendritic segments 
results in compartmentalized dendritic plasticity, which in turn regu-
lates the integration and propagation of local dendritic signals to the 
soma, and impacts future induction of synaptic plasticity on these 
dendritic segments10–14. Although such localized plasticity within den-
dritic branches is likely to influence many neural processes, it is unclear 
whether and how this plasticity modulates memory.

Because experience-dependent dendritic plasticity is branch 
specific10–12,14, and potentiation of dendritic spines can affect future 
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neurons) in a context were more likely to be reactivated in a different 
context 5 h versus 7 days later (Extended Data Fig. 3). Because RSC 
neurons encode distinct contexts using an FR code19, it is likely that neu-
ronal firing dynamics within the RSC also impact the ability to decode 
context identity. Indeed, a Naive Bayes (NB) classifier performed better 
at distinguishing sessions recorded 7 days versus 5 h apart (Fig. 1g and 
Extended Data Fig. 2). Finally, we investigated the coactivity patterns 
of RSC neurons during these context explorations. Theoretical and 
experimental models suggest that groups of neurons with synchro-
nized activity encode task-relevant information in the hippocampus, 
cortical and subcortical regions20–23. However, the function of such 
coactivity patterns during memory formation within the RSC is unclear. 
Therefore, we calculated the pairwise correlation (PWC) for each pair 
of RSC neurons within each session (Supplementary Fig. 1). We found 
that the across-session stability of these PWC maps was higher when 
contexts are explored on the same day (Fig. 1h,i), indicating that RSC 
neurons maintain patterns of coactivity when contexts are explored 5 h 
apart. Together, these data indicate that overlapping RSC ensembles 
are activated when contextual memories are acquired close in time, 
and the dynamic activity of these overlapping ensembles may play a 
critical role in linking different contextual memories.

Although overlap in the underlying neuronal ensembles can link 
two memories, these memories remain distinct3,4. To address how 
temporally proximate memories can be distinguished while being 
behaviorally linked, we calculated the functional connectivity differ-
ence (Euclidean distance (ED)) between correlation maps of neuronal 
activity from different sessions of the same animals when different 
and the same contexts were explored across 7 days versus 5 h apart 
(Extended Data Fig. 4). We found that excluding 10% of the most active 
cells from the correlation maps significantly increased the ED between 
correlation maps when mice explored distinct contexts 5 h apart but 
not in other imaging conditions (Extended Data Fig. 4). The outsized 
contribution of high FR cells to representational similarity during the 
exploration of two distinct contexts (versus the same context) 5 h apart 
is consistent with their higher probability of reactivation (Extended 
Data Fig. 3). Overall, these data indicate that high FR cells within the 
RSC drive overlap and representational similarity between linked 
memories at an ensemble level, while the representation of the same 
context is driven more equitably by high and low FR cells. Therefore, 
memory linking may be driven by highly active cells, while less active 
cells encode different contextual features relevant to sustaining the 
independence between contextual experiences21.

RSC neuronal overlap links memories close in time
To investigate the causal role of RSC neuronal co-allocation in link-
ing contextual memories, we used the TetTag system24 to tag and 
manipulate the RSC neuronal ensembles activated during con-
text exposures (Fig. 2a,b). We found that 4.7% ± 0.42% (relative to 
8.5% ± 0.53% cFos-positive) of RSC neurons were labeled following 
context exposure. Optogenetic reactivation of the RSC ensemble 

plasticity at nearby spines on the same dendritic branch12,15, we hypoth-
esized that two memories acquired close in time would be allocated 
to an overlapping population of dendritic branches, and that this 
mechanism drives linking of distinct memories. We investigated the 
role of dendritic allocation mechanisms in contextual memory linking 
within the retrosplenial cortex (RSC), a brain region important for spa-
tial and contextual memory processing16,17. Using activity-dependent 
labeling and manipulation approaches, longitudinal one-photon and 
two-photon imaging of somatic and dendritic compartments, and 
computational modeling, we show that memory linking is dependent 
not only on ensemble overlap but also on branch-specific dendritic 
allocation. Our results demonstrate an important role for localized 
dendritic plasticity mechanisms in the formation and integration of 
related memories.

Results
Overlap in RSC ensembles representing linked memories
The overlap between neuronal ensembles encoding two memories 
(neuronal co-allocation) is critical for linking these memories3–5. How-
ever, it is unclear if such neuronal overlap is observed within the RSC, a 
brain region critical for encoding contextual memories. Thus, we first 
investigated whether RSC neuronal ensembles representing memo-
ries of two contexts explored close in time (or linked memories)3 also 
display a higher overlap than two ensembles representing memories 
encoded further apart (or independent memories). We used a custom-
ized head-mounted miniature microscope to image calcium dynamics 
in RSC neurons (Fig. 1a–d and Extended Data Fig. 1; 4,599 RSC neu-
rons, 132.9 ± 11.6 neurons per session) while mice explored different  
contexts. We found a greater overlap between the RSC neuronal ensem-
bles activated during the encoding of two contexts explored 5 h apart 
(linked) versus 7 days apart (unlinked; Fig. 1e). Our results cannot be 
attributed to differences in ensemble size (Extended Data Fig. 1) or 
the criteria used for cross-registration across days (Supplementary 
Table 1). Consistent with previous results18, we discovered substantial 
representational drift in the neuronal ensemble representing the same 
context 7 days apart. Nevertheless, ensembles representing the same 
context were more stable than those representing two distinct contexts 
(Extended Data Fig. 1). Thus, greater overlap between the RSC neuronal 
ensembles representing two contexts explored 5 h versus 7 days apart 
is unlikely to be due to representational drift alone or problems with 
longitudinal imaging itself. These data indicate that RSC neurons rep-
resent temporally proximate contextual memories using overlapping 
neuronal populations.

We reasoned that if, similarly to other memory linking paradigms3,5, 
transient increases in intrinsic excitability in the RSC drive neuronal 
overlap, then the firing rate (FR) of RSC neurons should be similar 
for contexts explored close in time. Congruently, RSC neurons main-
tained a similar frequency of calcium transients for contexts explored 
within 5 h versus 7 days apart (Fig. 1f and Extended Data Fig. 2). We also 
found that the highly active cells (especially the top 10% of most active 

Fig. 1 | Overlapping RSC ensembles are recruited to encode contextual 
memories acquired close in time. a, Miniscope methodology. b, GCaMP6f 
expression within the RSC. Scale bars, 1 mm and 100 µm (inset). c, Example 
maximum intensity projection of processed calcium signals during context 
exploration. Scale bars, 50 µm and 50 µm (inset). d, Representative calcium 
traces from 15 putative RSC neurons from one mouse. Scale bar, 30 s.  
e, Overlapping RSC ensembles encode distinct memories acquired close in 
time. Top: mice were imaged while exploring three novel contexts (A, B and C) 
separated by 7 days or 5 h. Bottom left: overlapping neurons in RSC ensembles  
in a representative mouse when contexts were separated by 7 days and 5 h. 
Bottom right: RSC neuronal ensembles displayed greater overlap when  
contexts were separated by 5 h versus 7 days (n = 12 mice per group, paired  
t-test, t = 4.6, P = 0.0008). f, RSC neurons with a high frequency of calcium  
transients continued to fire at high rates when contexts were explored close  

in time. Left: frequency of calcium transients for all RSC neurons from one 
mouse (normalized to the frequency of calcium transients in context C). Right: 
population vector correlation (PVC) for normalized FRs (n = 9 mice per group; 
paired t-test, t = 5.1, P = 0.0009). g, An NB classifier is better at distinguishing two 
contexts explored 7 days versus 5 h apart. The area under the curve (AUC) for 
the binary NB classification was higher for sessions recorded 7 days apart (n = 9 
mice per group; paired t-test, t = 3.5, P = 0.008). Dashed line indicates chance 
performance (AUC = 0.5). h, The stability of neuronal coactivity across sessions 
is represented as the absolute difference in PWCs between sessions. 50 cell pairs; 
higher numbers (darker color) indicate more stable coactivity patterns. i, The 
coactivity of neuronal pairs is more stable in two contexts explored 5 h versus  
7 days apart (n = 9 mice per group; paired t-test, t = 3.4, P = 0.009). Data represent 
the mean ± s.e.m. and each data point. All t-tests were two tailed. **P < 0.01, 
***P < 0.001.
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underlying a single contextual fear memory (~6.05% ± 0.53% RSC 
neurons) induced fear expression in an otherwise neutral and novel 
context (Fig. 2c and Extended Data Fig. 5a–c)16. Notably, fear expression 

following optogenetic reactivation within the RSC is distinct from 
similar results within the hippocampus25 in that fear expression was 
sustained throughout the post-stimulation period and not just the 
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‘light-on’ epochs. These results are consistent with previously pub-
lished findings16 and, from this point onwards, freezing data during 
optogenetic reactivation are presented as a comparison between the 
baseline and post-stimulation period. Overall, our data confirm the 
critical role of RSC and associated brain circuits in processing contex-
tual information16,17,26–28.

When two contextual memories are acquired close in time, and 
one is paired with a fearful stimulus, the mice also consider the second  
neutral but ‘linked’ context as fearful (that is, the two memories are 
linked)3. We found that optogenetic reactivation of RSC neurons 
engaged during exploration of the ‘linked’ context after contextual 
memory linking was sufficient to elicit freezing in mice exploring a novel 
context (Fig. 2d and Supplementary Fig. 2). We confirmed that such fear 
expression did not result from the labeling of RSC neurons outside the 
tagging window (for example, during exposure to context B) or due to 
differences in contextual learning or linking of contextual memories 
(Supplementary Fig. 2). First, these data indicate that reactivating the 
memory of a ‘linked’, but otherwise neutral context, was sufficient to 
elicit a conditioned response, a result that supports our hypothesis 
that the recall of one linked memory results in the recall of the other. 
Second, these findings also demonstrate that manipulation of neuronal 
ensembles within the RSC alone can drive contextual memory linking.

While two contexts explored within a day are linked, contexts 
explored 2 or 7 days apart are not allocated to overlapping neuronal 
ensembles and, therefore, are not linked3,29. We asked if we could link 
two distant contextual memories (acquired 2 days apart) by artificially 
biasing a specific RSC neuronal ensemble to encode both memories. We 
tagged the RSC neuronal ensemble activated during a context explo-
ration (context A) and optogenetically reactivated this ensemble the 
next day, 1 day before exposure to another context (context B; Fig. 2e). 
We reasoned that this would reactivate the first memory, maintain the 
increase in neuronal excitability and, therefore, force the recruitment 
of this same ensemble7 during the exploration of another context a 
day later. We allowed 24 h for expression and then reactivated the RSC 
ensemble to allow sufficient expression of Channelrhodopsin after 
tagging30. While two contexts explored 2 days apart are normally not 
linked, this optogenetic reactivation of the first contextual memory was 
sufficient to bridge this 2-day gap and drive the linking of two otherwise 
independent contextual memories (Fig. 2e). We further confirmed the 
role of neuronal ensemble overlap in the RSC using a chemogenetic 
system3. When we forced the co-allocation of two distinct contextual 
memories by enhancing the neuronal excitability in the same sparse 
population of RSC neurons before each context exploration (2 days 
apart), we found that these memories were linked (Extended Data 
Fig. 7). Additionally, optogenetic activation of a small but random 
population of RSC neurons between two context exposures did not 
link two independent contextual memories (Extended Data Fig. 6). 
Together, these data demonstrate that neuronal ensemble overlap in 
the RSC is critical for linking of contextual memories.

Overlap in dendritic ensembles encoding linked memories
Ours and previous results demonstrate that the allocation of con-
textual memories to overlapping neuronal ensembles is critical for 
linking contextual memories3,29. However, the intracellular processes 
that mediate neuronal overlap are poorly understood. Specifically, 
whether dendritic plasticity mechanisms contribute to neuronal over-
lap is unclear. Within the overlapping ensembles, linked memories 
are thought to be encoded by distinct synaptic changes that allow the 
memories to maintain their distinct identities31. There are at least three 
dendritic hypotheses that could account for memory linking. First, 
linked memories may be allocated to different dendritic branches 
within the encoding neurons (dis-allocation). Second, linked memories 
may be randomly allocated to dendritic branches within the encoding 
neurons. Third, because experience-dependent dendritic plasticity is 
highly localized and can affect future plasticity at nearby spines on the 
same dendritic segment12,15, it is likely that following the first context 
exposure, localized changes in dendritic plasticity temporarily bias 
the activation of the same dendritic segments during a subsequent 
context exposure32. In this scenario, distinct synaptic changes on the 
same dendritic branches could drive the co-activation of the same neu-
ronal ensemble and, therefore, linking of two memories. We propose 
that localized dendritic plasticity is a key mechanism driving neuronal 
ensemble overlap since such plasticity could affect the propagation of 
synaptic inputs on specific dendritic segments to the soma.

To distinguish between these different hypotheses, we used 
two-photon microscopy to investigate the functional and structural 
dynamics of the apical dendrites of layer V RSC neurons (Figs. 3–5). 
Specifically, we targeted the apical dendrites of layer V RSC neurons 
because we have previously demonstrated that plasticity within these 
dendritic compartments facilitates the formation of single contextual 
memories33 making them an excellent candidate for co-allocation of 
dendritic plasticity following memory linking. First, we performed lon-
gitudinal calcium imaging of the somas and apical dendrites of layer V 
RSC neurons (see Methods, Supplementary Video 1 and Fig. 3a–d) while 
mice explored distinct contexts in a head-fixed setting (Supplementary 
Fig. 3). Like our results in freely moving mice (Fig. 1), head-fixed mice 
also represent two contexts experienced close in time by recruiting 
overlapping RSC ensembles (Extended Data Fig. 8). We next assessed 
the degree of overlap among RSC apical dendritic branches (layer I, 
~30 µm from pia mater) when contexts are explored close in time. The 
same dendritic regions of interest (ROIs) were preferentially reacti-
vated as mice explored two distinct contexts 5 h, but not 7 days, apart 
(Fig. 3e–g,j). Consistent with the role of NMDA receptor activation 
in memory linking3 and clustered spine formation in the RSC33, reac-
tivation of dendritic segments required NMDA receptor activation 
(Extended Data Fig. 8).

The extent and prevalence of independent dendritic and somatic 
events during calcium imaging, the causality or direction of their inter-
dependence and the factors that affect these are poorly established34–37. 

Fig. 2 | Overlap in RSC neuronal ensembles is sufficient to link contextual 
memories. a, Schematic of the TetTag system: cFos-tTa or wild-type littermate 
mice were injected with the TRE-hChR2-mCherry virus. b, ChR2-mCherry 
expression in the RSC 1 day after fear learning. Scale bar, 100 µm. c, Optogenetic 
reactivation of an RSC ensemble underlying a fearful context is sufficient for fear 
expression: top, experimental setup; middle, optogenetic stimulation protocol; 
bottom, during test B, TTA-ChR2 mice displayed more freezing compared to the 
control group during the post-baseline stimulation and non-stimulation epochs 
(n = 4 mice per group; two-way repeated-measures (TWRM) analysis of variance 
(ANOVA), FInteraction (2, 12) = 6.95, P = 0.009, uncorrected Fisher’s least significant 
difference). d, Optogenetic reactivation of an RSC ensemble underlying a linked 
memory is sufficient for fear expression: top, experimental setup; bottom, 
reactivation of the RSC neuronal ensemble tagged during the linked context 
exploration (context A) increased freezing in cFos-tTa mice during the post-
stimulation period, while the freezing in the control group remained unchanged 

(n = 16 and 14 mice for control and cFos-tTa groups; TWRM ANOVA, FInteraction  
(1, 28) = 12.5, P = 0.001; Sidak’s test; baseline freezing (control versus TTA-ChR2: 
P = 0.99); post-stim freezing (control versus TTA-ChR2: P = 0.046); TTA-ChR2 
(baseline versus post-stim freezing: P < 0.0001). e, Reactivation of the RSC 
ensemble underlying the first context memory extends the temporal window for 
memory linking: RSC ensemble tagged during context A was reactivated on the 
day between the two context exposures separated by 2 days. While control mice 
did not link the two contexts, reactivation of the first context ensemble led to 
contextual memory linking in the experimental group: freezing in both previously 
explored contexts was higher than freezing in a novel context (n = 14 mice per 
group; TWRM ANOVA, FInteraction (2, 52) = 3.3, P = 0.04; Dunnett’s test; novel versus 
test B: P = 0.046 and 0.0003; novel versus test A: P = 0.68 and 0.007 for control 
and TTA group respectively). Data represent the mean ± s.e.m. and each data 
point. *P < 0.05, **P < 0.01, ***P < 0.001. Dox, doxycycline; HC, home cage; NS, not 
significant; Post-stim, post-stimulation; Imm shock, immediate shock.
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For our experiments, we sought to minimize the effect of backpropa-
gating action potentials and global dendritic transients by imaging 
RSC apical tuft dendrites, as apical tuft branches display a degree 
of independence from one another and somatic calcium events37. 
To account for highly correlated calcium transients across ROIs, we 
performed a hierarchical clustering analysis to group segmented ROIs 

into single dendritic units when their calcium dynamics are highly cor-
related (Fig. 3e). We found similar proportions of clustered ROIs among 
reactivated and overall segmented ROI populations (reactivated ROIs: 
0.85 ± 0.02; total ROIs: 0.86 ± 0.02; P = 0.3). Clustering segmented ROIs 
(to account for global dendritic transients or backpropagating action 
potentials contaminating our results) did not change our observed 
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effects (Fig. 3f,g and Supplementary Fig. 4). It is still possible that there 
is a one-to-one correspondence between our reactivated neurons and 
dendritic segments (all clustered ROIs), but we believe this is unlikely 
given the low levels of clustering (1.15 ± 0.03 ROIs per cluster; Sup-
plementary Fig. 4b) and the large difference between neuronal and 
dendritic overlap in our head-fixed experiments (Fig. 3g and Extended 
Data Fig. 8). Differences in neuronal and dendritic overlap are unlikely 
to be due to lower signal-to-noise ratio during dendritic imaging: 
Neuronal overlap using one-photon and two-photon imaging (Fig. 1 
and Extended Data Fig. 8) is similar despite different signal-to-noise 
ratios and different than the degree of dendritic overlap. Importantly, 
these results do not rely on using any particular clustering criteria,  

as clustering cutoffs that consistently resulted in clustered ROIs  
within shuffled distributions (randomized activity) yielded low cluster 
sizes in the experimental dataset (clustering cutoff = 0.3, 1.39 ± 0.06 
ROIs per cluster; see Methods) and similar overlap results (P < 0.001).

Next, we analyzed calcium transient frequencies within the reac-
tivated dendrites during two context exposures and found that these 
were highly correlated when contexts were explored 5 h but not 7 days 
apart (Fig. 3h,i). These data indicate that the synaptic drive and the local 
excitability mechanisms driving dendritic activity are maintained dur-
ing the encoding of linked memories. Finally, we found that dendritic 
ROIs were more likely to be reactivated closer in time (5 h versus 7 days) 
whether animals experienced the same or different contexts (Fig. 3j). 
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Fig. 3 | Overlapping dendritic segments encode memories of two contexts 
explored close in time. a, Experimental setup. b, RSC neurons and dendritic 
segments were tracked across 7 days. Maximum intensity projection from one 
imaging session showing apical dendritic segments (top, scale bar, 20 µm) 
and layer V RSC neurons (bottom, scale bar, 10 µm). c, Representative calcium 
traces from eight putative RSC dendritic segments. Scale bar, 2 min. d, Dendritic 
segments from b tracked across two imaging sessions 5 h apart. Scale bar, 10 µm. 
e, Hierarchical clustering of RSC dendritic ROIs: Sorted cosine similarity matrix 
of 150 ROI pairs from one animal. Blue box and line depict the correlated calcium 
activity of 6 ROIs clustered as a single dendrite. Orange line indicates a single ROI 
that was not clustered with any other ROI. f, Example of reactivated (overlapping) 
dendritic segments from one mouse. g, The same dendritic segments are 
more likely to be activated when context exposures are 5 h apart versus 7 days 

apart (paired t-test; t = 9.2; P = 0.0003; n = 6 mice). h, Dendritic activity is more 
correlated when dendrites are reactivated 5 h (P < 0.0001) versus 7 days (P = 0.24) 
apart. Scatterplot of the FRs of all reactivated ROIs in context A (7 days) and 
context B (5 h) as a function of FRs in context C. Lines represent least-squares 
linear regression. Data from each mouse are represented in a different color. 
i, To confirm the differences in the number of reactivated dendrites for two 
context exposures 7 days or 5 h apart did not affect our results in h, data from h 
were subsampled (30 ROI pairs, 500×) to generate a probability distribution of 
Pearson correlations (Kolmogorov–Smirnov (KS) test, P < 0.0001). j, Dendritic 
overlap is greater when mice explore the same context versus distinct contexts 
(TWRM ANOVA, FContext (1, 11) = 8.5, P = 0.01; Sidak’s test; AAA (5 h versus 7 days), 
P < 0.0001; n = 6 and 7 for ABC and AAA groups. Data represent the mean ± s.e.m. 
and each data point. All comparisons were two tailed. **P < 0.01, ***P < 0.001.
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In addition, we confirmed that dendritic representations are more 
similar for the same context versus different contexts irrespective of 
time. Overall, the data presented here (Fig. 3) are consistent with the 
hypothesis that local dendritic mechanisms govern the allocation of 
two contextual memories encoded close in time to the same dendritic 
segments.

Spine remodeling in overlapping dendritic segments
Given that overlapping dendritic segments are activated when con-
texts are experienced close in time, we next investigated whether 
learning-related spine dynamics were also evident on the same den-
dritic segments. Within the RSC, contextual memory formation is 
accompanied by structural plasticity at apical dendritic branches 
of layer V neurons, such that spine addition is clustered on small 
stretches (~5 µm) of a dendritic segment33. These data are con-
sistent with the clustered plasticity hypothesis and indicate that 
experience-dependent spine remodeling is spatially restricted in a 
branch-specific manner11,12,33. We used in vivo two-photon microscopy 
to image spines on the RSC apical dendrites of Thy1-YFP-H mice follow-
ing multiple context exposures (Fig. 4a–d). We confirmed that mice 
still display memory linking under these conditions (Supplementary 
Fig. 5). We found that relative to spine dynamics during a baseline 
period, novel context exposure did not change overall spine addition, 
spine loss or spine turnover (Extended Data Fig. 9). However, following 
context exposure (but not in control mice) new spines were added in 
clusters (or within 5 µm of each other; Extended Data Fig. 9). Hence, 
consistent with previous findings33, novel context exploration results 
in clustered plasticity on RSC dendrites.

Since our results showed reactivation of the same dendrites during 
context exposures close in time, we next investigated the possibility 
that spines added following these context exposures also tend to be 
added to the same dendritic segments (Fig. 4e–h). We found a positive 
correlation between the number of spines added to the same den-
dritic segments following two context exposures 5 h apart (Fig. 4e). 
Our observed correlation coefficient was unlikely to be observed by 
chance (new spines added to a dendritic segment following one imag-
ing session were shuffled to generate a randomized set of correlation 
values; 10,000×; P = 0.006). In contrast, the number of spines added to 
a dendritic segment when two distinct contexts were explored 7 days 
apart as well as in home cage conditions were not correlated (Fig. 4e,g) 
and not different from correlation coefficients observed following the 
shuffling procedure (none of the P values were statistically significant). 
Furthermore, the number of spines lost was not correlated under any 
imaging interval in either group (Supplementary Fig. 6).

We also calculated the mutual information contained in the num-
ber of spines added following two context explorations 5 h apart and 
found that spine addition following the encoding of one context is 
predictive of the number of spines added following the encoding 
of a linked context. This was not true for other imaging conditions 
(Fig. 4f,h). Finally, the correlation coefficient generated by distribu-
tions of newly added spines following two context exposures 5 h apart 
was statistically different than the correlation values generated in 
other conditions (Fisher transformation; 5 h, experimental versus 
HC; experimental, 5 h versus 7 days; and HC, 5 h versus 7 days; Z = 1.8, 
1.67 and −0.42; P = 0.03, 0.047 and 0.33, respectively). To control for 
the differences in the number of dendritic branches imaged under 
different conditions, we subsampled 40 dendritic branches from each 
condition (10,000×) to obtain a distribution of Spearman correlations 
and mutual information. We found that Spearman correlation and 
mutual information values were higher when mice explored two novel 
contexts 5 h apart compared to all other conditions (Fig. 5e,f and Sup-
plementary Fig. 7). These data indicate that spine addition is biased to 
the same RSC dendritic segments when contextual memories are linked 
(acquired 5 h apart), but not when these memories are independent 
(acquired 7 days apart).

Next, we looked for co-allocation of clustered spines by asking 
whether dendritic segments that gained clustered spines during a 
context exposure were also the ones that gained clustered spines dur-
ing a previous context exposure. We found that the spine clusters were 
more likely to be added to the same dendritic segments when contexts 
were explored 5 h apart (Fig. 5a). In contrast, the addition of clustered 
spines in the control group, and following context exposures 7 days 
apart, was at chance levels (Fig. 5a,c). Using a similar analysis as that 
used for Fig. 5e,f, we found that the probability that clustered spines 
were added to a dendritic branch already containing clustered spines 
was higher for an imaging session when two contexts were explored 5 h 
apart in comparison to an imaging session at the same time interval in 
control mice (Fig. 5g). Thus, synaptic plasticity in the form of clustered 
spine addition following the encoding of linked memories is biased to 
overlapping dendritic segments.

Finally, we asked whether new spines added following exposure to 
two linked contexts were added close to one another, or if they cluster 
with each other. While 43.3% of newly formed spines following the 
last context exposure were clustered with the spines added following 
the context exposure 5 h before (average distance between nearest 
neighbors, DisNN = 7.7 µm ± 1.0 µm), co-clustering was observed in 
19.6% of the new spines when context exposures were 7 days apart 
(DisNN = 17 µm ± 2.3 µm; Fig. 5b,d). In control mice, spine co-clustering 
was similar for 5 h or 7 day intervals (32.4% and 32.0% co-clustered 
spines; DisNN = 10.7 µm ± 1 µm and 10.7 µm ± 1.3 µm for 5 h and 7 days, 
respectively). Synaptic clustering can likely facilitate nonlinear sum-
mation of dendritic inputs, which would result in more robust propaga-
tion of inputs to the soma, resulting in increased somatic firing8,38–41. 
Indeed, clustered spines are more effective at influencing neuronal 
spiking and thus the tuning properties of a neuron42–44. We demon-
strate that new spines and spine clusters are added to overlapping 
dendritic segments following the formation of linked memories, and 
these newly formed spines cluster with each other. Such clustered 
plasticity could facilitate future ensemble activation. Together, the 
structural and functional imaging data from RSC dendrites indicate 
that the same dendritic branches are recruited to encode contextual 
memories formed close in time.

Reactivation of tagged dendritic ensemble can link memories
Next, we tested whether such dendritic co-allocation is sufficient for 
linking contextual memories. We combined the activity-dependent 
labeling of the cFos-tTA system with the dendritic targeting element 
(DTE) of Arc mRNA, which is selectively targeted and locally translated 
in activated dendritic segments following learning45,46 (Fig. 6a,b). This 
new approach allowed us to manipulate dendritic activity by express-
ing Channelrhodopsin in recently activated dendritic segments47,48 of 
RSC neurons that underlie the contextual memory trace. To confirm 
that we can target recently activated dendrites, we first verified that 
following DTE-based labeling, mRNA encoding the fluorescent tag and 
Arc colocalize near each other in dendritic compartments (Extended 
Data Fig. 10). We also confirmed that labeled dendritic segments are 
more likely to be reactivated upon reexposure to the original tagging 
stimuli (exposure to the original context). Synaptic activity results in 
rapid phosphorylation (2–7 min) of Cofilin protein in the synapse49, and 
we found that PSD-95 puncta on labeled dendritic segments displayed 
an increase in phosphorylated Cofilin protein (Extended Data Fig. 10b). 
These data support our hypothesis that the DTE-based labeling allowed 
us to tag dendrites in an activity-dependent manner.

We assessed whether activation of dendritic segments tagged in 
this manner results in somatic activation. While optogenetic stimula-
tion of RSC neurons from TTA-ChR2 mice resulted in action potentials, 
the same stimulation only elicited transient small-amplitude depo-
larizations in the TTA-ChR2-DTE mice (Fig. 6c–e). Moreover, we also 
tagged and reactivated RSC dendrites activated during contextual fear 
conditioning in a novel context (Extended Data Fig. 5d,e). Unlike our 
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Fig. 4 | Spines are added to overlapping dendritic segments following memory 
linking. a, Apical RSC dendrites of Thy1-YFP mice were imaged through a cranial 
window. b, Experimental setup. c, Representative example of spine dynamics 
during longitudinal imaging showing clustering of new spines following 
linked memory formation. Gained spine indicated by a white arrowhead. HC: 
last baseline imaging session; A, B and C: exposure to contexts A, B and C, 
respectively. Scale bar, 1 µm. d, Schematic of various spine dynamics (spine 
addition, elimination and clustering) measured. e, New spines are likely to be 
added to the same dendritic segments when contexts are explored close in time. 
Left: number of new spines added to a dendritic segment following context A and 
B exposure 7 days apart are not correlated (ρ = 0.09, P = 0.55). Right: number of 
new spines added to a dendritic segment following context B and C exposure 5 h 
apart are correlated (ρ = 0.37, P = 0.01). Spearman’s correlation (n = 45 dendrites, 
6 mice); alpha level was adjusted to 0.025 to account for multiple comparisons.  

f, Mutual information between new spines added at 7 days or 5 h apart was higher 
for spines added following context exposures 5 h versus 7 days apart. Observed 
values (red line) were compared to the z-score of a chance distribution (n = 45 
dendrites; 6 mice). g, For HC controls, the numbers of new spines added to a 
dendritic segment were not correlated whether imaging sessions are separated 
by either 7 days (right, ρ = 0.22, P = 0.15) or 5 h (left, ρ = 0.14, P = 0.38; n = 5 mice). 
Spearman’s correlation (n = 42 dendrites, 5 mice); alpha level was adjusted to 
0.025 to account for multiple comparisons. h, Mutual information between new 
spines added at 7 days or 5 h was unchanged in control mice. Observed values 
(red line) were compared to the z-score of a chance distribution (n = 42 dendrites, 
5 mice). Box plots represent the median as the central mark, 25th and 75th 
percentiles as box edges and whiskers extend to the most extreme data points; 
all comparisons were two tailed. Horizontal dashed line in f and h represents the 
cutoff for significance at z-score = 2.
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Fig. 5 | Overlapping dendritic segments gain spine clusters following memory 
linking. a, Clustered spine positions following one imaging session were 
randomly distributed on the dendritic segment. Percentage of clustered spines 
co-allocated to the same dendritic segments following contexts explored  
7 days (left) and 5 h (right) apart; n = 6 mice; 10,000 permutations. b, New spines 
following context exposures 5 h, but not 7 days, apart are formed close to one 
another (KS test, P < 0.0001). Inset: average distance between newly formed 
spines following context exposures 7 days versus 5 h apart; (n = 46 and 60 spine 
pairs for 7 day and 5 h conditions, 6 mice; Mann–Whitney, P < 0.0001). c, For HC 
controls, the percentage of clustered spines that were added to segments also 
containing clustered spines in a previous imaging session (7 days or 5 h prior) 
were at chance levels; n = 5 mice; 10,000 permutations. d, New spines formed in 
control mice did not co-cluster 5 h or 7 days apart (KS test, P = 0.6). Inset: average 
distance between newly formed spines in home cage controls 7 days or 5 h apart. 
Mann–Whitney test, P = 0.8; n = 53 and 76 spine pairs for 7 day and 5 h conditions, 

n = 5 mice. Cumulative frequency distribution and the average distance between 
nearest neighboring spines are different between the experimental and HC 
groups for imaging sessions performed 5 h apart (KS test, P < 0.0015 and Mann–
Whitney, P = 0.02, respectively). e–g, Forty dendritic branches for each condition 
were randomly subsampled (10,000×) to calculate a cumulative distribution of 
Spearman’s rho (ρ) (e), mutual information (f) and percentage of clustered spines 
(g). Insets demonstrate that Spearman’s rho (ρ) (e), mutual information (f) and 
the probability of gaining a clustered spine on a segment (g) already containing 
a clustered spine during a previous session (all P values < 0.0001), is higher for 
resampled experimental versus HC group at the 5 h interval. Data points were 
resampled from the same distributions and hence are not independent of one 
another. In the box plots, the central mark represents the median, box edges 
indicate the 25th and 75th percentiles, whiskers indicate the most extreme data 
points, each data point. All comparisons were two tailed. Exp, experimental.
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somatic manipulations, tagging and activation of dendritic compart-
ments alone were not sufficient to elicit fear expression. Together, these 
data indicate that Channelrhodopsin-mediated dendritic activation 
using the TTA-ChR2-DTE system has limited effects on the depolariza-
tion of somas and, therefore, fails to elicit an acute behavioral response. 
Hence, combining the cFos-tTA system with DTE allowed us to study 
the role of previously active dendrites (while limiting somatic involve-
ment) in memory linking.

Next, we asked whether artificially biasing dendritic allocation, 
like neuronal manipulations (Fig. 2e), is sufficient to link two contextual 
memories, which would otherwise be independent. We tagged active 

dendrites during the first context exploration (context A), reactivated 
these dendrites the next day, and 1 day after this reactivation (or 2 days 
after context A exploration), we exposed the mice to another novel con-
text (context B). Like the reactivation of context A neurons (Fig. 2e), the 
reactivation of dendrites first activated in context A was sufficient to link 
the two contexts (Fig. 6f). Hence, the reactivation of dendrites tagged 
during the exploration of one context is sufficient to link that context 
to another independent context. Our results demonstrate a causal role 
for RSC dendritic mechanisms in the allocation and linking of contextual 
memories and reveal a new set of rules that govern how linked and inde-
pendent memories are allocated to various dendritic compartments.
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Fig. 6 | Optogenetic reactivation of RSC dendritic ensembles links contextual 
memories. a, TRE-hChR2-mCherry-DTE virus was injected into cFos-tTa mice 
to express Channelrhodopsin in the recently activated dendritic segments of 
cFos-expressing neurons. b, Representative RSC images of cFos-tTa mice injected 
with TRE-hChR2-mCherry-DTE and TRE-hChR2-mCherry showing selective 
expression of Channelrhodopsin in dendritic segments in the presence of DTE. 
White arrowheads indicate somatic expression of hChR2. Scale bar, 20 µm. c, 
Whole-cell patch-clamp recordings from RSC neurons of cFos-tTa mice tagged 
using TRE-ChR2 or TRE-ChR2-DTE constructs. Representative waveforms 
showing optogenetic stimulation of RSC neurons from TTA-ChR2 and TTA-
ChR2-DTE mice resulted in action potentials and transient depolarizations, 
respectively. Scale bars, 20 mV (top), 1 mV (bottom); 250 ms. Inset shows a 
magnified view of the first optogenetic stimulation showing response latencies 
of the stimulus onset. Scale bar, 25 ms. d,e, Average number of action potentials 
(APs) elicited (d) and response amplitudes (e) in TTA-ChR2 and TTA-ChR2-
DTE mice. (Mann–Whitney test, P = 0.0025; TTA-ChR2: n = 7 cells (3 mice) and 

TTA-ChR2-DTE: n = 5 cells (3 mice) for d and e). f, Experimental setup: top, 
mice explored two contexts 2 days apart. On the day between the two context 
exposures, the dendrites activated during the first context exposure were 
reactivated. Bottom: reactivation of context A dendrites, on the day between 
exposures to contexts A and B, resulted in high freezing in both the previously 
explored contexts (context A: linked context and context B: shock context) 
relative to freezing in a novel context. The control mice froze similarly in context 
A and a novel context, but the freezing in context B (shock context) was higher 
than freezing in context A or a novel context (n = 10 mice each for control and 
cFos-tTa groups; TWRM ANOVA, Ftime (2, 36) = 14.11, P < 0.0001; Dunnett’s 
multiple-comparisons test). Box plots represent the median as the central 
mark, 25th and 75th percentiles as box edges, the whiskers extend to the most 
extreme data points, each data point is presented. Column graphs represent the 
mean ± s.e.m. and each data point. All comparisons were two tailed; *P < 0.05, 
***P < 0.001.
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Biophysical modeling of dendritic plasticity mechanisms
Our data thus far suggest that synergism between somatic and dendritic 
mechanisms sculpts memory allocation within the RSC to regulate the 
linking of memories. To explore whether linking of memories acquired 
close in time is even possible in the absence of dendritic mechanisms, 

we adapted a network model of memory allocation32,33 and used it to 
investigate how two independent memories can first become linked in a 
brain region. The model incorporates somatic and dendritic allocation 
mechanisms that rely on the modulation of intrinsic excitability10,14,50 
(Fig. 7a,b). As with our experimental data, the network model shows 
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Fig. 7 | Dendritic mechanisms are necessary for linking memories acquired 
close in time in a spiking network model. a, Spiking network model: network 
consists of two-layer excitatory neurons (gray) with dendritic subunits, and 
subpopulations of dendrite-targeting and soma-targeting interneurons (black). 
b, Details of the learning-related plasticity mechanisms within the two network 
models: memory formation results in increases in somatic and dendritic 
excitability, and synapses are more likely to be potentiated in the presence 
of preexisting potentiated synapses on the same dendrite. Learning-related 
changes in dendritic excitability and probability of synaptic potentiation are 
eliminated in the linking model without dendritic mechanisms. c–e, Neuronal 
overlap (c), overlap between dendritic branches containing potentiated synapses 
(d) and overlap between dendritic branches containing newly added clustered 
spines (e) for encoding of two memories acquired 5 h, 2 days or 7 days apart. 
When dendritic mechanisms are removed from the model, overlap between 
these measures is reduced when memories are acquired 5 h apart. f, Co-recall  
of two memories as measured by neuronal overlap during recall. Without 

dendritic mechanisms, neuronal overlap during recall is similar whether 
memories are acquired 5 h, 2 days or 7 days apart, indicating a lack of memory 
linking. TWRM ANOVA, FInteraction (2,36) = 17.8 (c), 54.7 (d), 344.4 (e) and 61.9 (f);  
all P values < 0.0001, Dunnett’s post hoc test. For simplicity, only comparisons 
within the linking model without dendritic mechanisms are presented.  
g, Dendritic overlap allows somatic overlap and co-recall of memories. Inputs 
representing context A and B impinge on overlapping or separate dendrites 
(dendritic overlap is eliminated). During encoding and recall, the neuronal 
overlap was reduced between groups at 5 h but not 2 day and 7 day time 
intervals (Sidak’s post hoc test, P < 0.0001). When memories are encoded 
by nonoverlapping dendrites, neuronal overlap is similar between 5 h, 2 day 
and 7 day groups (TWRM ANOVA, encoding: FInteraction (2, 36) = 25.49, recall: 
FInteraction (2, 36) = 66.2; all P values < 0.0001, Dunnett’s post hoc test). Neuronal 
overlap represents the percentage above chance overlap. Data represent the 
mean ± s.e.m. of ten simulation trials. ****P < 0.0001.
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higher neuronal and dendritic overlap as well as increased synapse 
clustering (Fig. 7c–e) when memories are acquired close in time. Impor-
tantly, our model predicts that when linked memories (or memories 
acquired 5 h apart) are recalled, they maintain higher neuronal overlap 
indicating co-recall and thus stable linking of these memories (Fig. 7f). 
To dissect the relative contributions of somatic versus dendritic mecha-
nisms in memory linking, we asked how these neuronal and dendritic 
overlap measures change in the absence of dendritic allocation and 
plasticity mechanisms (see Methods). Remarkably, both neuronal 
and dendritic overlap during encoding is reduced when the model 
lacks dendritic mechanisms (Fig. 7c–e). More importantly, the lack 
of dendritic mechanisms in the model abolished co-recall or linking 
of memories, suggesting that dendritic mechanisms are crucial for 
stable memory linking (Fig. 7f).

To assess the importance of converging synaptic input onto the 
same dendritic compartments for memory linking, we modeled syn-
aptic inputs representing the two contexts on separate (exclusively 
nonoverlapping) dendritic branches. The model predicts impaired 
neuronal overlap (during encoding and recall) when two memories 
encoded 5 h apart recruit nonoverlapping dendritic populations, sug-
gesting that to effectively link separate inputs within a neuron, these 
inputs need to overlap onto the same dendritic compartments (Fig. 7g). 
Together, our data indicate that dendritic allocation mechanisms 
may be necessary (Fig. 7) and sufficient (Fig. 6) for linking memories 
acquired close in time.

Discussion
Our findings demonstrate that localized dendritic mechanisms play a 
critical role in mediating neuronal ensemble overlap and thus linking 
of contextual memories. We demonstrate that, in addition to neuronal 
ensemble overlap, local dendritic rules further sculpt the allocation 
of memories to dendritic segments, such that temporally proximate 
(or linked) memories are likely to be allocated to the same dendritic 
segments, while temporally distant (or independent) memories are 
not. We leveraged activity-dependent targeting of dendritic segments 
to demonstrate that biasing memory allocation to the same dendritic 
segments is sufficient to link these memories. Accordingly, compu-
tational modeling supports the key role of dendritic mechanisms in 
memory linking. Altogether, the findings presented here demonstrate 
that localized dendritic mechanisms are critical for linking memories.

RSC neuronal mechanisms underlie memory organization
Within the RSC, neuronal ensemble activation encodes contextual and 
spatial information16,19,37, and plasticity within the RSC is necessary for 
contextual fear expression28. We discovered that RSC representations 
of two contextual memories acquired close in time, such that they 
are behaviorally linked, are more similar than those of two memories 
acquired a week apart (independent memories; Fig. 1). Consistent 
with this, we show that optogenetic reactivation of the RSC ensem-
ble underlying a linked neutral memory is sufficient to induce fear 
expression associated with a second fearful memory (Fig. 2d). We also 
demonstrate that optogenetic or chemogenetic manipulation of RSC 
ensemble overlap alone is sufficient to link two otherwise independent 
memories (Fig. 2e and Extended Data Fig. 7). Together, our data dem-
onstrate that RSC ensemble overlap alone is sufficient to link distinct 
contextual memories.

We find that neuronal overlap in the RSC, like overlap in the CA1 
ensembles, can affect the linking of contextual memories. Activity 
within the hippocampus and the RSC is important for contextual and 
spatial tasks16,25. While the precise role and the interaction of hippocam-
pal and retrosplenial subregions in contextual memory processing are 
not well understood, optogenetic reactivation of tagged RSC ensem-
bles can result in fear expression even when hippocampal activity is 
inhibited16. These data and the RSC’s well-established projections to 
the important nodes in the fear circuit51 support the hypothesis that 

the RSC may be downstream of the hippocampus in the contextual fear 
memory circuit and plays an important role in information processing 
within this circuit.

Localized dendritic plasticity mechanisms link memories
Experience-dependent localized dendritic plasticity has been assessed 
in ex vivo settings10,12–15. However, it was unclear whether new learn-
ing induces compartmentalized dendritic plasticity. Moreover, the 
function of such localized dendritic plasticity in memory processes is 
unknown. We show that linked contextual memories result in the acti-
vation of overlapping dendritic branches within RSC apical dendrites 
(Fig. 3). The inferred activity rate, a measure in part dependent on the 
dendritic excitability, was more correlated between segments reacti-
vated following the encoding of linked, but not independent, memories. 
In addition, we demonstrated that following the formation of linked 
memories, structural synaptic plasticity (addition of single spines 
and spine clusters) is also biased to overlapping dendritic segments 
(Figs. 4 and 5). Although our dendritic calcium imaging results (Fig. 3) 
did not conclusively rule out a neuron-wide pan-dendritic reactivation, 
we believe this is unlikely given the low level of dendritic overlap and 
the wealth of evidence that learning-related plasticity is input spe-
cific and only observable on some but not all dendritic/synaptic loci 
within a neuron52–55. Our finding that linked contextual memories are 
co-allocated to overlapping dendritic branches is consistent with the 
hypothesis that experience-dependent localized dendritic plastic-
ity is a metaplasticity mechanism that influences future plasticity on 
these dendritic branches. Indeed, our computational model predicts 
that a localized increase in dendritic excitability, and the associated 
facilitation of structural plasticity, are necessary for neuronal overlap 
during recall (a measure of co-recall in our biophysical model; Fig. 7).

We targeted apical dendrites from layer V RSC neurons as these 
dendritic compartments undergo clustered plasticity following contex-
tual memory formation33. It is currently unclear how the various inputs 
to RSC dendrites (for example, those from the anterior thalamic nuclei 
and CA1)26,27 interact to facilitate clustered synaptic plasticity and the 
linking of contextual memories. In addition to the circuit mechanisms, 
intracellular mechanisms that mediate clustered plasticity are also 
unknown, but biophysical computational models (Fig. 7) can provide 
testable hypotheses. Ex vivo investigations of localized dendritic plas-
ticity have revealed several underlying mechanisms including plasticity 
of dendritic spikes14,42, ion channel function10, signaling pathways13 and 
protein synthesis-dependent mechanisms12. For example, an increase 
in local dendritic excitability could facilitate dendritic depolarization, 
which in turn would promote the addition of spine clusters to the same 
dendritic segment during memory linking.

To demonstrate the critical role of dendritic overlap, we modified 
the TetTag approach to manipulate specific dendritic segments within 
tagged RSC cells (Fig. 6). Like the reactivation of neuronal ensembles, 
the reactivation of RSC dendritic ensembles alone allowed us to extend 
the temporal window for memory linking. Our results demonstrate that 
dendritic ensemble overlap plays a key role in memory linking. Given 
the obvious evolutionary advantage of linking memories that share 
common elements to the organism’s success, we hypothesize that the 
mechanisms that allow memory organization are tightly regulated and 
depend on conserved features across brain regions. Thus, localized 
dendritic plasticity mechanisms are likely to mediate the organization 
of memories across various brain regions and various dimensions.

Finally, within the dendritic arbor, inputs from distinct pathways 
are organized on distinct dendritic domains56. Our current findings 
suggest that only inputs impinging on the same dendritic compart-
ments might be linked, while other inputs remain independent (Fig. 7). 
Dendritic plasticity mechanisms may facilitate the linking of similar 
memories (for example, two contextual memories) that recruit inputs 
synapsing onto overlapping dendritic segments. Memories encoded 
by inputs synapsing onto non-overlapping dendritic domains do not 
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benefit from dendritic plasticity mechanisms and may remain unlinked. 
Understanding the roles of branch-specific plasticity mechanisms in 
differentially modulating inputs within a neuron, and thus the larger 
neuronal circuit, will be important to understand information process-
ing within a distributed circuit.

Online content
Any methods, additional references, Nature Portfolio reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author contri-
butions and competing interests; and statements of data and code avail-
ability are available at https://doi.org/10.1038/s41593-025-01876-8.
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Methods
Animals
All experimental protocols were approved by the Chancellor’s Animal  
Research Committee of the University of California, Los Angeles,  
in accordance with National Institutes of Health guidelines. Adult  
(3–8 months old) male and female mice were used in the experiments as 
indicated. cFos-tTa mice were maintained in a C57BL/6N background. 
Thy1-YFP-H mice ( Jackson Laboratories, stock no. 003782) were used 
for structural imaging experiments. C57BL/6N Tac mice were pur-
chased from Taconic Farms for all other experiments.

Viral construct
pAAV-Syn-GCaMP6f-WPRE-SV40 was a gift from Douglas Kim & 
GENIE Project (Addgene viral prep no. 100837-AAV1; RRID: Addgene 
100837). The lentivirus hM3Dq-T2A-EGFP vector was derived as pre-
viously described in Cai et al.3. Finally, AAV1-TRE-hChR2-mCherry, 
AAV1-TRE-hChR2-mCherry-DTE and AAV1-TRE-mCherry-DTE were 
derived in our laboratory. Briefly, to construct a vector for TRE-driven 
hChR2 expression, a CamKIIa promoter from pAAV-CamKIIa-hChR2(H1
43R)-mCherry (Addgene, 26975) was replaced with TRE promoter from 
pAAV-RAM-d2tTA∷TRE-NLS-mKate2-WPRE (Addgene, 84474) using 
MluI/AgeI digestion. The DTE sequence of Arc mRNA was PCR ampli-
fied from cDNA of 14-week-old Spraque–Dawley rats using primers as 
previously described47 and inserted into the pAAV-TRE-hChR2-mCherry 
vector using EcoRI/HindIII. The pAAV-TRE-hChR2-mCherry and 
pAAV-TRE-hChR2-mCherry-DTE were subjected to AgeI/BsrGI diges-
tion for construction of mCherry vectors, respectively. The mCherry 
was digested by AgeI/BsrGI from pmCherry-N1. Adeno-associated virus 
(AAV) production was conducted as previously described in detail57 
with modifications.

Surgery
Mice were anesthetized with 1.5–2.0% isoflurane for surgical proce-
dures and placed into a stereotaxic frame (David Kopf Instruments) on 
a heating pad. Artificial tears were applied to the eyes to prevent drying. 
In addition, carprofen (5 mg per kg body weight) and dexamethasone 
(0.2 mg per kg body weight) were administered both during surgery 
and for 2–7 days after surgery. A midline incision was made down the 
scalp, and a craniotomy was performed with a dental drill. Water with 
amoxicillin was administered for 2 weeks.

Miniscope experiments
Surgeries. Mice were unilaterally microinjected with 500 nl of 
AAV1-Syn-GCaMP6f-WPRE-SV40 virus at 20–120 nl min−1 into the RSC 
using the following stereotaxic coordinates: −2.3 mm posterior to 
bregma, 0.5 mm lateral to the midline and −0.8 mm ventral to the 
skull surface. Immediately afterward, a 2.0-mm diameter circular 
craniotomy was centered above the virus injection site. The microen-
doscope (0.25 pitch, 0.50 NA, 2.0 mm in diameter, 4.79 mm in length, 
Grintech) was slowly lowered with a stereotaxic arm above the crani-
otomy 450 µm ventral to skull surface. The microendoscope and a 
skull screw were fixed with cyanoacrylate and dental cement. Kwik-Sil 
(World Precision Instruments) was used to cover the microendoscope. 
Three weeks later, a small aluminum baseplate was cemented onto the 
animal’s head atop the previously placed dental cement. The micro-
scope was placed on top of the baseplate and locked in a position such 
that the field of view contained cells and visible landmarks. Finally, a 
plastic headcap was fit into the baseplate and secured with magnets. 
Independent experiments confirmed that GCaMP6f expression was 
limited to RSC neurons (Fig. 1b).

Miniscope behavior. Customized UCLA Miniscopes-V3 with a  
20-mm achromatic doublet lens and modified housing were used  
to allow imaging 300 µm below the GRIN lens (allowing imaging of  
RSC neurons). Before imaging sessions, mice were handled and 

habituated to the experimental conditions, including carrying the 
Miniscope. Mice were exposed to each context (with distinct visual, 
auditory and olfactory cues) for 10 min during which calcium transients 
were recorded (Fig. 1e). The actual contexts used were counterbalanced 
and comprised rectangular plastic containers (15 ± 1 by 11 ± 1 inches) 
covered with various visual cues.

Miniscope analysis. Calcium imaging data were registered using 
NoRMCorre58 followed by automated segmentation, demixing and 
denoising of calcium signals using constrained nonnegative matrix fac-
torization for endoscopic data (CNMFe)59. We used a modified version  
of the Miniscope analysis package developed by G. Etter (Sylvain  
Williams Lab, McGill University) for data analysis60. Recordings 
from multiple sessions of the same mouse were aligned using an 
amplitude-based registration algorithm used for within-session regis-
tration, except the algorithm was only applied to the mean frame 
from each session. Once two sessions were registered, ROIs across two 
sessions were matched to each other using a distance (between ROI 
centroids) and correlation (between ROIs spatial footprints) measure. 
The neuronal ensemble overlap was calculated as the percentage of 
ROIs activated in both contexts divided by the average number of ROIs 
identified in each imaging session. Neurons were matched across days 
based on distance (<4 pixels) and correlation (>0.9) thresholds.

In a parallel approach, we aligned and concatenated the imaging 
data from the three context exposures into a single video file (followed 
by motion correction and segmentation as described above). The raw 
data from CNMFe-extracted putative neurons were deconvolved into 
spike probabilities using the FOOPSI thresholded method (OASIS tool-
box). Finally, the spike probabilities from single frames were binarized 
between 1 (active) and 0 (inactive). For each neuron, the FR (number of 
active frames per second) for each session was estimated. Population 
vector correlations were calculated as the Pearson correlation between 
the average FR (per session) of each neuron across two imaging sessions 
(Extended Data Fig. 2).

NB binary classifier. The activity of each neuron during each 10 min ses-
sion was resampled into various time bin sizes (0.5–60 s bins, step size 
of 0.5 s; Extended Data Fig. 2). Resampled data with a specific bin size 
were used as trials from each session. The classifier was trained on 90% 
of the data, and we used the information contained in the probability 
of activity from each neuron to test the remaining 10% of data (tenfold 
cross-validation strategy) as belonging to the two given sessions. The 
AUC was calculated for the first context (A for 7 days or B for 5 h; Fig. 1g) 
using the Wilcoxon–Mann–Whitney statistic. The quality of the clas-
sification is defined by the AUC, which ranges from 0 to 1. AUC = ~0.5 
means sorting at chance levels by the classifier.

PWC maps for each session were calculated by binning neuronal 
activity into 100 ms bins to compute the Pearson correlation for each 
pair of neurons (Supplementary Fig. 1). PWC stability was calculated 
as the Pearson correlation between PWC maps from different sessions, 
excluding the main diagonal (correlation between each neuron with 
itself) and cell pairs below the main diagonal (such that each cell pair 
was represented only once). Because artificially high correlations 
can arise due to suboptimal demixing of calcium signals from nearby 
ROIs, we computed the PWC analysis while ignoring the PWCs from 
nearby cell pairs (cell pairs where spatial footprints had any overlap 
or where the centroid–centroid distance was ≤20 pixels (~40 µm)). 
To control for the different number of neurons detected for different 
mice, we calculated PWC stability between two sessions by randomly 
subsampling a group of ten cells, computing the PWC map for each of 
the sessions using these cells, and computing the Pearson correlation 
between the two PWC maps. This process was repeated 1,000 times 
and the final PWC stability was defined as the average of these 1,000 
values. The absolute PWC per imaging session and PWC stability across 
sessions follows the same trend whether the analyses were done with 
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(t = 3.4, P = 0.009) or without nearby cells or with subsampling of 50 
cells instead of 10 cells (t = 3.61, P = 0.006). For brevity, we only present 
analyses that excluded the nearby neurons.

Optogenetic experiments
cFos-tTa transgenic and their wild-type littermates maintained on doxy-
cycline chow (for >1 month) were bilaterally microinjected with 500 nl 
of AAV1-TRE-hChR2-mCherry, AAV1-TRE-hChR2-mCherry-DTE and 
AAV1-TRE-mCherry-DTE virus into the RSC. For Extended Data Fig. 6, 
wild-type mice were injected with a cocktail of CamKII-Cre (Addgene, 
105558-AAV; diluted 1:103) with DIO-hChR2 (Addgene, 35509-AAV9; 
experimental) or DIO-GFP (control). Following viral injections, bilateral 
optogenetic cannulae (Doric Lenses; DFC_200/240-0.22_0.5mm_GS1.0_
FLT) were implanted over the injection site at −0.45 mm ventral to the 
skull surface.

Chemogenetic experiments
C57BL/6NTac male mice were bilaterally microinjected with 1,000 nl 
of lentivirus hM3Dq.T2A.EGFP into the RSC using the following stereo-
taxic coordinates: −1.95 mm and −2.65 mm posterior to bregma. To 
ensure that the same RSC neurons are recruited for encoding these 
different contexts, we transiently increased the intrinsic excitability 
of a small subset of RSC neurons by administering a clozapine N-oxide 
(0.5 mg per kg body weight) injection 45 min before each context 
exploration3. The control mice only received the clozapine N-oxide 
injection before the second context exploration. Following this, the 
mice underwent the memory linking paradigm described below.

Memory linking studies
Linking of context memories was carried out as previously described3. 
Briefly, mice were handled for 3 days (2–5 min per day) and habituated 
for 3–5 days (2–5 min per day). Mice then explored two distinct contexts 
(A and B, for 10 min each) separated by 5 h (Fig. 2d and Supplementary 
Fig. 5) for linking under control conditions or 2 days (Figs. 2e and 6f and 
Extended Data Figs. 6 and 7) to ensure a robust lack of linking under 
control conditions29. The actual contexts presented were counterbal-
anced to minimize any effect of context similarity. For Fig. 2d, the 
context exposure in chamber B also included a 2-s, 0.75-mA footshock 
that was delivered 58 s before the end of context exposure. This was 
done to shorten the window of time between the encoding of the first 
contextual memory (for activity-dependent tagging), subsequent link-
ing and optogenetic manipulation to 24 h after tagging. All optogenetic 
manipulations were performed 24 h after tagging to ensure sufficient 
expression of the tagged opsin (Supplementary Fig. 8).

Immediate shock. For Figs. 2e and 6f, 2 days following the last context 
exposure (in B), mice were placed in context B again for an immediate 
foot shock (10 s baseline, 2 s shock, 0.7–0.75 mA, 28–58-s post-shock 
period). For Supplementary Fig. 5, to compensate for the lower freezing 
seen in C57BL/6N Jackson mice (the genetic background of the Thy1-YFP 
mice), the immediate shock protocol was modified to a 10 s baseline, 
two shocks for 2 s each, 0.75 mA, 15 s apart.

Testing. During the testing phase, mice were tested in the designated 
contexts (5 min each) on three separate days to minimize any effects of 
testing animals in one context on subsequent tests in another context. 
The order of testing was also chosen to control for any gradual increase 
or decrease in freezing. The actual contexts were counterbalanced.

Tagging of RSC ensemble
Mice were allowed to recover from surgeries for 3–5 weeks before being 
handled (3 days) and habituated (3–5 days) for behavioral exposure and 
optogenetic manipulation. The day after the last day of habituation, 
mice were taken off doxycycline chow (40 mg per kg body weight) 
and placed on regular chow and tTA expression was allowed for 3 days 

before behavioral tagging. The activity-dependent tag was shut off 
by administration of high doxycycline chow (200 mg per kg body 
weight) 90 min after behavioral tagging. For experiments in Fig. 2d 
and Supplementary Fig. 2, a subset of animals was also administered 
doxycycline intraperitoneally (i.p., 50 µg per gram of body weight; 
2 h after tagging) to ensure that the tagging window is closed even in 
the absence of immediate feeding. The dose and timing were chosen 
because of its effectiveness in initiating tagging with the Tet-On sys-
tem61 and because doxycycline detection peaks 2 h after injection in the 
brain tissue62. Our behavioral results were the same with and without 
doxycycline administration i.p.; thus, we combined data from these 
two sets of experiments in Fig. 2d. In set 1 (without i.p. doxycycline), 
animals were placed on high doxycycline chow 90 min after context 
A exposure (control, n = 4; TTA-ChR2, n = 6; TWRM ANOVA, FInteraction  
(1, 8) = 5.4, P < 0.05; Sidak’s test, P < 0.005). In set 2 (with i.p. doxycycline),  
animals were placed on high doxycycline chow and injected with  
doxycycline i.p. 2 h after context A exposure (control, n = 12; TTA-ChR2, 
n = 8; TWRM ANOVA, FInteraction (1, 18) = 5.4, P < 0.05; Sidak’s test, 
P < 0.005; combined: control, n = 16; TTA-ChR2, n = 14; TWRM ANOVA, 
FInteraction (1, 28) = 12.8, P < 0.005; Sidak’s test, P < 0.0001).

Optogenetic manipulations
All optogenetic manipulations were performed 24 h following the tag-
ging event to ensure sufficient expression of the opsins. For reactiva-
tion of tagged ensembles in the home cage (Figs. 2e and 6f), ensembles 
tagged during the first context exposure were reactivated in the home 
cage using a 473 nm laser (5 ms pulses, 5 Hz) for 10 min. For testing 
(Fig. 2c,d), mice were placed in an open field and freezing behavior was 
recorded using a digital camera. Following a 3 min baseline period, the 
tagged RSC ensemble was reactivated using a 473 nm laser (5 ms pulses, 
5 Hz) for 1 min followed by a 1 min interval with no stimulation. This 
pattern of stimulation was repeated three times, and the time spent 
freezing during the three epochs was averaged.

Immunostaining
Mice were transcardially perfused with 0.1 M phosphate buffer followed 
by 4% paraformaldehyde. Brains were kept in the fixation solution  
overnight at 4 °C, transferred to 30% sucrose solution for 48 h,  
sectioned (40 µm thickness) on a cryostat, and stained while free float-
ing. For staining synaptic proteins, tissue was sectioned at 15 µm in 
thickness.

The sections were blocked for 1 h at room temperature in 0.3% 
Triton-X in PBS (PBST) and 10% normal goat serum (Vector Labora-
tories, S-1000) solution. Primary and secondary antibodies were 
diluted in the same blocking solution. The primary antibody (guinea 
pig anti-RFP: SySy 390004 (1:500 dilution); chicken anti-RFP: SySy 
409006 (1:500 dilution), anti-PSD-95: SySy 124308 (1:100 dilution), 
anti-phospho-Cofilin; Millipore C8992 (1:100 dilution) incubation was 
overnight (~18 h) at 4 °C, and the secondary antibody (Alexa Fluor 488, 
568 and 647, Invitrogen; 1:500 dilution) incubation was 2 h at room 
temperature, both with constant shaking. Immunostaining images 
were acquired with a Nikon A1 laser scanning confocal microscope 
and analyzed with an automatic spot-detection algorithm (Imaris 9.2, 
Bitplane) and manually verified.

In situ hybridization
Controls were wild-type C57BL/6N mice that were injected with a cock-
tail of CamKII-Cre (Addgene 105558-AAV1, diluted 1:103) and DIO-GFP 
viruses to label a sparse and random subset of RSC neurons. The DTE 
group comprised cFos-tTa mice injected with TRE-Opsin-GFP-DTE 
(1011 genome copies per ml) to sparsely label dendrites in an 
activity-dependent manner. Mouse brains were dissected and fast 
frozen in optimal cutting temperature compound using dry ice. Frozen 
sections were sliced (15 µm). In situ hybridization was performed using 
the RNAscope Multiplex Fluorescent Reagent Kit v2 (ACD, 323100) 
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with Probe-GFP (ACD, 409011) and Probe-Mm-Arc (316921) per the 
manufacturer’s instructions.

The images were acquired using NIS-Elements AR (Nikon, 
v.4.40.00) with a Nikon A1 laser scanning confocal microscope. Analysis 
of the confocal images was conducted using NIS-Elements AR Analysis 
software. ROIs were manually delineated to specifically isolate the GFP 
signal within dendrites (excluding the soma). The GFP and Arc signals 
within these ROIs were automatically segmented using thresholding 
techniques. A 1–5-fold dilation of the GFP signal was applied, and the 
volume of overlap between the dilated GFP signal and the Arc signal was 
quantified to determine the extent of their colocalization as follows:

Chance level = (GFPvolume/ROI total volume)

×(Arc volume/ROI total volume)

Arcoverlappossibility = (GFPandArcoverlap volume

/ROI total volume) /chance level

Structural two-photon imaging
Male and female Thy1-YFP-H mice underwent window implantation 
surgeries as previously described33. Briefly, a square 2–3-mm region 
of the skull was marked (center at RSC: bregma −2.3 mm AP). The skull 
was thinned and removed. After cleaning the surgical site with saline, 
a custom-cut sterilized coverslip was placed on the dural surface and 
fastened with adhesive and dental acrylics to expose a square window 
of approximately 2 mm. Next, an aluminum bar with a threaded hole 
was attached to stabilize the mice during imaging. Following recovery 
from surgery (2–3 weeks), mice were handled and habituated. After 
handling/habituation (1–2 days later), mice underwent two baseline 
imaging sessions 2 days apart. Two days later, a subset of mice was 
exposed to a novel context ‘A’. After 7 days, mice were exposed to two 
more novel contexts (B and C, 5 h apart). Each context exposure was 
10 min and mice were imaged 2 h after each context exposure. Control 
mice remained in the home cage.

A custom-built two-photon laser scanning microscope with 
a Spectra-Physics two-photon laser (920 nm) and a 40× 1.0 NA 
water-immersion objective (Zeiss) was used to acquire images. Mice 
were lightly anesthetized with isoflurane and head fixed. Segments 
of apical dendrites from layer V pyramidal cells were acquired within 
200 µm from the cortical surface, likely representing dendrites located 
in layers I and II/III. Imaged segments were generally oriented in the x,y 
plane of imaging with minimal z-projection. 512 × 512-pixel images were 
acquired at 0.5 µm intervals to fully capture the segment of dendrite, 
and image stacks generally consisted of 30–40 slices. The same seg-
ments were repeatedly imaged across experimental days by locating 
their position via a coordinate system established during the first 
imaging session.

Image and data analysis. Dendritic spines were analyzed and counted 
by established criteria. Specifically, the Spine Analysis software 
included in ScanImage was used to open all imaging days for a given 
segment of dendrite. Dependence between new spines added to a 
dendritic segment following various imaging sessions was calculated 
using Spearman’s correlation and mutual information. Spearman’s 
rho (ρ) was used as the spine addition/loss data did not follow a normal 
distribution. For mutual information analysis, statistical significance 
was calculated by comparing the observed value to the z-score of the 
chance distribution. A distribution of chance values was calculated by 
randomly permuting the number of spines added during the second 
imaging session (10,000×).

Clustering ratios were calculated as the number of clustered spines 
divided by the total number of new spines gained between two time 
points. Clustered spines were defined as a new spine that was less than 
5 µm from another new spine. For the resampling analysis of clustering, 

the number of new spines added per segment of dendrite was used 
to pick an equivalent number of random positions along the same 
segment (regardless of whether a spine was recorded on that spot on 
a previous imaging session) and assess whether these positions were 
within 5 µm of each other. When this was completed for all dendrites 
for a given animal, the percentage of clustered spines was calculated 
as the number of randomly selected new spine positions within 5 µm 
of each other divided by the total number of stably added new spines 
for that animal. In turn, each animal’s resampled clustering percentage 
was calculated, and then these values were averaged together. This 
completed one resampling event, and this process was then repeated 
1,000×, which then yielded the full distribution of random sampling 
(Extended Data Fig. 9). New spine formation following learning was 
correlated with spine density in control conditions (P = 0.007) but not 
following a context exposure. Spine formation or clustering was not 
correlated with pre-learning turnover (all P values are not significant).

Cross-clustering across exposures. The clustered spines added fol-
lowing a context exposure were randomly distributed on the dendritic 
segments from that mouse (10,000×). The percentage of clustered 
spines added to a dendritic segment following the first context expo-
sure, which were added to a segment that also gained clustered spines 
following the subsequent context exposure, was measured and com-
pared to the shuffled distribution obtained from the above analysis. 
The distance between two newly formed spines following each imaging 
session was calculated for spine pairs that were the nearest neighbors. 
If no new spine was added or no newly formed spines persisted during 
the final imaging session (reference session), these dendrites were 
not considered during the analysis. Our results remained the same 
when dendrites with non-persistent or no newly added spines are 
included in the analysis (5 h: 32.1%, average distance between nearest 
neighbors = 18.1 µm ± 2.2 µm; 7 days: 11.1%, average distance between 
nearest neighbors = 30.9 µm ± 2.3 µm; P < 0.0001). In this case, the 
length of the dendritic segment was considered the average distance 
between nearest neighbors.

Resampling analysis. For analysis performed in Fig. 5e–g, dendritic 
branches (n = 40) from each condition were subsampled (10,000×) 
to obtain cumulative frequency distributions for Spearman correla-
tions, mutual information and spine clustering probability for each 
condition. Insets demonstrate the difference between observed meas-
urements for each variable from context exposure and HC groups 
imaged at the 5 h interval. P values were calculated as: (number of 
measurements where the difference between experimental versus 
control group < 0/10,000).

Functional two-photon imaging
Mice underwent bilateral injection of GCaMP6f (final concentration 
~1011 viral genomes per ml) in the RSC to achieve semi-sparse infection 
of layer V RSC neurons63. All dendritic imaging experiments were com-
pleted within 25 days of virus injection to prevent viral overexpression. 
A square 3 mm × 3 mm craniotomy spanning the midline, and hence 
revealing both RSCs, was then made over the injection. Two to three 
weeks following the surgery, mice underwent handling (3 days) and 
habituation (3 days) to acclimate to the treadmill and head fixation. 
Neuronal and dendritic calcium activity was imaged in head-fixed mice 
that were free to run on a head-fixed setup.

We recorded dendritic signals evoked spontaneously and during 
context exposure using a resonant-scanning two-photon microscope 
(Neurolabware) controlled by Scanbox acquisition software. Distinct 
contexts were created by immobilizing the mice on a running wheel, 
a treadmill or a horizontal disc (Supplementary Fig. 3), in addition to 
distinct auditory, olfactory and visual cues associated with each con-
text. Visual stimuli were presented on a large LCD monitor directly in 
front of the animal. Visual stimuli consisted of non-repeating natural 
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movies with intermittent gray screens (9 s on, 14 s off). Spontaneous 
response data were collected with a blank gray screen in the absence 
of auditory and olfactory cues. A Coherent Discovery laser (Coher-
ent) was used for GCaMP excitation, fixed at a wavelength of 920 nm. 
The objective used was a ×16 water-immersion lens (Nikon, 0.8 NA,  
3 mm working distance). Image sequences were captured at 15.5 Hz at 
a depth of 30–50 µm below the brain surface for apical tuft dendrites 
and 320–450 µm for layer V RSC neurons in separate animals.

Collected data were processed using the Suite2P analysis pipeline64. 
Recorded frames were aligned using a nonrigid motion-correction 
algorithm. Following alignment, any frames with significant motion 
in the z axis were dropped from the original video and the data were 
reanalyzed. ROIs (representing dendritic segments) were segmented 
in a semiautomated manner using a Suite2p-based classifier. Dendritic 
segments were matched across imaging sessions using an open-source 
algorithm (https://github.com/ransona/ROIMatchPub/; matching cri-
terion: correlation of 0.4). The percentage of reactivated dendrites was 
defined as the number of matched segments normalized to the average 
number of dendritic segments detected in each imaging session.

Hierarchical clustering of dendritic ROIs
To merge any dendritic ROI with highly correlated calcium transients 
into a single dendritic segment, we adapted a hierarchical clustering 
method65 previously used to assign axonal boutons to the same source 
with some variations. Briefly, we generated a sparse activity matrix by 
thresholding calcium transients from each ROI such that only frames 
with activity three standard deviations above the mean activity were 
retained. The time course of calcium transients for each ROI was then 
cross-correlated with all other ROIs during the same session to gener-
ate a matrix of Pearson correlation coefficients between all ROI pairs. 
This matrix was thresholded in two ways to obtain a sparse matrix. Only 
those correlation coefficients > 0.7 or > 2.5 standard deviations above 
the mean value of all the coefficients between this ROI and all others 
were used. If neither of these conditions was met for a given ROI pair, 
the associated correlation coefficient was set to 0. The cosine similar-
ity between every ROI pair was then computed from the thresholded 
matrix of Pearson correlation coefficients.

Next, we classified ROIs with similar activities into clusters using 
agglomerative hierarchical clustering based on the pairwise distance, 
computed as ‘1 − cosine similarity’ and the weighted-pair group method 
with arithmetic means algorithm. To choose a distance cutoff at which 
ROIs were considered in the same cluster (or the same dendritic seg-
ment), we generated a correlation matrix using a shuffled distribution 
for each animal. The time course of calcium activity from each ROI 
from each mouse was circularly shuffled by a random amount. This 
procedure essentially ensures uncorrelated activity in all ROIs, and 
the cutoff value that yielded at least one inaccurate cluster in less than 
5% of the trails (500 trails) was used as the cutoff for that animal (mean 
cutoff value = 0.13 ± 0.01). To ensure that clustering criteria were not 
lenient, we also used singular cutoff values—0.15 or 0.3—to cluster 
less-correlated ROIs. When used for all animals, these criteria showed 
similar results (P < 0.001). The clustering method yielded ROI clusters 
with highly correlated within-cluster activity across sessions (refer-
ence and comparison sessions for reactivated ROIs; Supplementary 
Fig. 4). The clustered ROIs within reactivated segments maintained high 
within-cluster correlated activity across sessions, demonstrating the 
robustness of our clustering algorithm and the longitudinal coupling 
of these ROIs (Supplementary Fig. 4c).

For analysis of correlated dendritic activity, dendritic activity/
events were estimated from Suite2p-extracted signal using the Vanilla 
algorithm63,66. Event probabilities were binarized and the number of 
active frames was used to calculate an event rate. To account for vari-
ations in the number of reactivated ROIs in imaging sessions 5 h and 7 
days apart, we randomly subsampled 30 reactivated ROI pairs for each 
comparison (500×) to generate a probability distribution.

Whole-cell patch recordings
The brain was rapidly dissected out and transferred to oxygenated 
(95% O2/5% CO2), ice-cold cutting solution containing: 92 mM choline, 
2.5 mM KCl, 1.2 mM NaH2PO4, 30 mM NaHCO3, 20 mM HEPES, 25 mM 
glucose, 2 mM thiourea, 5 mM Na-ascorbate, 3 mM Na-pyruvate, 5 mM 
N-acetyl-l-cysteine, 0.5 mM CaCl2 and 10 mM MgSO4. RSC coronal 
slices (300 µm thick) were cut using a Leica VT1200, transferred to  
a submerged holding chamber containing oxygenated cutting  
solution and allowed to recover for 15 min at 34 °C. Following  
recovery, the slices were transferred to an oxygenated solution  
containing: 92 mM choline, 2.5 mM KCl, 1.2 mM NaH2PO4, 30 mM 
NaHCO3, 20 mM HEPES, 25 mM glucose, 2 mM thiourea, 5 mM 
Na-ascorbate, 3 mM Na-pyruvate, 5 mM N-acetyl-l-cysteine, 2 mM 
CaCl2 and 2 mM MgCl2 and allowed to recover for 1 h. Following incu-
bation, slices were transferred to a recording chamber and constantly  
perfused with oxygenated artificial cerebrospinal fluid containing 
115 mM NaCl, 10 mM glucose, 25.5 mM NaHCO3, 1.05 mM NaH2PO4, 
3.3 mM KCl, 2 mM CaCl2 and 1 mM MgCl2 and maintained at 28 °C. For 
two mice (TTA-ChR2 and TTA-ChR2-DTE, n = 1 each), brains were sliced 
in recording solution.

Whole-cell current-clamp recordings were performed as previ-
ously described67. All recordings were obtained using a MultiClamp 
700B amplifier controlled by the pClamp 10 software and digitized 
using the Digidata 1440A system. Signals were filtered at 10 kHz and 
digitized at 20 kHz. Neurons were included if the initial resting mem-
brane potential (Vm) ≤ −55 mV, access resistance (Ra) was <25 MΩ and 
were rejected if the Ra changed by >20% of its initial value. For all record-
ings, neurons were held at −60 mV. To investigate the response of the 
neurons following optogenetic stimulation, a 473 nm LED (5 ms pulses, 
5 Hz) was delivered through Cool LED pE-300 and neuronal response 
was calculated. Only neurons with a visible response to optogenetic 
stimulation were included in the analysis (n = 12 from >50 RSC neurons). 
All mCherry-positive RSC neurons from TTA-ChR2 mice resulted in 
action potentials following stimulation.

Computational modeling
We adapted a previously published model network of memory alloca-
tion and excitability32. Neurons consist of a somatic spiking unit con-
nected to multiple independent dendritic subunits. Inhibitory neurons 
are separated into soma-targeting and dendrite-targeting neurons. 
Dendritic voltage was as given by equation (1):

CdVd
dt

= −gL (Vd − EL) + aexcgEuE (t) (EE − Vd) − gIuI(t) (EI − Vd) (1)

where Vd is the dendritic voltage, C is membrane capacitance, EE and 
EI are the excitatory and inhibitory reversal potential, EL is the rest-
ing potential (0 mV), aexc is dendritic excitability parameter, gL is leak 
conductance, and gE and gI are the maximal excitatory and inhibitory 
synaptic conductances. uI(t) and uE(t) are instantaneous activations 
of excitatory and inhibitory synapses on the dendrite according to 
equation (2):

uE/I (t) = ∑
j
wjδ (t − tj) (2)

where wj is the weight of synapse j and tj are the timings of incoming 
spikes.

Somatic voltage follows the integrate-and-fire model with adapta-
tion dynamics according to equations (3)–(6):

CdV
dt

= −gL (V − EL) + Inoise (t) + Iax (t) − Iinh (t) − Iadapt (t) (3)

τadapt
dIadapt
dt

= αadapt (V − EL) + βadaptδ(t − tspike) − Iadapt (4)
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Iax = ∑igax(Vd,i − V)+ (5)

τinh
dIinh
dt

= ∑iginhδ(t − ti) − Iinh (6)

V is the somatic voltage, Inoise is uniform noise current (maximum 
500 pA); Iax is the excitatory axial current; Iinh is the filtered inhibi-
tory current of soma-targeting interneurons; Iadapt is the adaptation 
current; τadapt is the adaptation time constant; αadapt is the adaptation 
coupling parameter; βadapt is the adaptation step per spike; gax is the axial  
resistance; τinh is the inhibitory time constant; and ginh is the inhibitory 
para meter. Incoming spikes increase synaptic and dendritic branch 
calcium by ΔCa(Vd) accounting for magnesium blocking of NMDA 
receptors as given by equation (7):

ΔCa (Vd) =
1

1 + e−0.07(Vd−70)

9

(7)

Memory synapses target random dendrites with weights between 
0.16 and 0.36 (Supplementary Table 2). During dendritic separation 
(Fig. 7g), memories were not allowed to overlap in the same dendrite.

To replicate the finding that new synapses correlate with the poten-
tiated ones, synapses that receive calcium influx > 0 became candidates 
for potentiation or depression. If the neuron has ff > 10 Hz during 
a stimulus, the synapse is tagged for potentiation with probability 
pLTP = 0.29 + Xdend × Ns/2; otherwise the synapse is tagged for depression 
(Ns denotes preexisting potentiated synapses; Xdend denotes dendritic 
excitability; LTP denotes long-term potentiation).

If neuronal calcium level exceeds ΘPRP at time T (min), a PRP tran-
sient occurs according to equation (8):

PRP (T) = {
T−20
30

e−
T+10
30 ,T > 20

0,T ≤ 20
(8)

Synapse weights are updated by Δw = 0.15 × PRP(t) × (synaptic 
tag), where t is in seconds, when tag > 0.1 and plasticity-related proteins 
(PRP) > 0.1. Weights were clipped to [0, 1]. Due to the 5 h delay between 
memories, there was no competition for PRPs. A branch was considered 
to contain overlapping memory clusters if it contained at least three 
potentiated synapses from each memory.

Excitability within the linking model. When total dendritic and 
somatic calcium are above thresholds Θdend and Θsoma, respectively, 
at time T (hours), the excitability level Χ of the dendrite or soma is as 
given by equation (9):

Xdend,soma(T) =
1

1 + e−3(T−1)
− 1

1 + e−(T−26)
(9)

In addition, aexc increases by 10% when Xdend > 0, and βadapt increases 
by 28% when Xsoma > 0.1. For the linking model without dendritic mecha-
nisms, Xdend = 0 and pLTP = 0.32.

Synaptic weights wj follow homeostatic synaptic scaling with time 
constant τH, as given by equation (10):

dwj

dt
= 1

τH
(1−

∑jwj

winitNsyn
) (10)

winit = 0.3, and Nsyn is the total synapses to the neuron.

Stimulation protocol. For memory, the synaptic inputs are firing  
for 4 s at 35 Hz. Then, a delay of 5 h or 2 days or 7 days is simulated, the 
second memory is encoded and memories are recalled after a delay 
of 2 days.

The parameters of the model are listed in Supplementary 
Table 2. The source code is available at https://dendrites.gr/wp-content/
uploads/2022/08/rsc_model2.zip.

Chance levels for neuronal overlap were calculated as previously 
described3: Chance overlap = [(neuronal ensemble encoding A × neu-
ronal ensemble encoding B)/100]. Percentage above chance over-
lap = (observed overlap − chance overlap)/chance overlap.

Statistics and reproducibility
The investigator who collected and analyzed the data including behav-
ior, imaging and staining was blinded to the mouse genotypes and 
treatment conditions. No statistical methods were used to predeter-
mine sample sizes but our sample sizes are similar to those reported in 
previous publications3,29. When appropriate, animals were assigned to 
groups using a random number generator and experimental conditions 
were counterbalanced to ensure experimental groups were distributed 
evenly throughout the experimental timeline. All data shown in column 
and line graphs represent the mean ± s.e.m., unless otherwise men-
tioned. All statistical analyses were performed using GraphPad Prism 
9 or MATLAB. For behavior and imaging experiments, n designates the 
number of mice unless otherwise mentioned. Statistical significance 
for behavioral manipulations was assessed using parametric tests (Stu-
dent’s t-test, or one-way or two-way ANOVA) followed by the indicated 
post hoc tests (GraphPad Prism 9 recommended post hoc tests) as data 
followed a Gaussian distribution. Nonparametric tests (Kolmogorov–
Smirnov and Mann–Whitney) were used to analyze in vivo imaging data 
where assumption of normality was not met. The level of significance 
was set at P < 0.05 unless Bonferroni’s correction for multiple compari-
sons was used. Significance levels are indicated as *P < 0.05, **P < 0.01, 
***P < 0.001 and ****P < 0.0001. For experiments depicted in Figs. 1e, 
2d,e, 3a, 4b and 6c,d,f, a minimum of two experimental cohorts were 
used. Representative histological images were repeated independently 
in different mice with similar results for Figs. 2b and 6b (n = 4 per group) 
and Extended Data Fig. 6 (n = 7 per group).

Mice were excluded from behavioral experiments (memory link-
ing experiments) if freezing during pre-shock exposures was >20%. 
For electrophysiology experiments, neurons were excluded per the 
criteria described in ‘Whole-cell patch recordings’.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
The original videos and datasets generated during and/or analyzed 
during the current study are available from the corresponding authors. 
Source data are provided with this paper.

Code availability
The MATLAB code used for the data analysis is available as a GitHub 
repository (https://github.com/Almeida-FilhoDG/ConcatMiniscope/).
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Extended Data Fig. 1 | See next page for caption.
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Extended Data Fig. 1 | Stability of imaging and neuronal registration 
across days. (a) Top: Images of mean fluorescence from each session from 
a representative mouse. Scale: 50 µm. These images from each session were 
cross-registered with each other (see Methods). Bottom: Description of imaging 
paradigm and RSC ensemble segmented from a mouse. (b) RSC ensemble size 
remains stable across hours and days when different contexts are imaged (4599 
putative RSC neurons, 132.9 ± 11.6 neurons per session, One-way repeated 
measures ANOVA, F (1.08, 11.9) = 0.52, p = 0.5, n = 12 mice per group). Please 
note that although the size of these ensembles remains unchanged, the neurons 
participating in these ensembles may change. (c) Spatial correlation and centroid 
distance were calculated for all cell pairs from all mice. Ensemble overlap using 
a range of criteria from spatial correlation ≥ 0.6-0.95 and centroid distance ≤ 
3-9 pixels is shown in Supplementary Table 1. (d) Example cross-registration of 

neurons in a mouse from sessions 7 days and 5 hours apart. Red cross indicates 
matched cells. Cross-registration criteria: spatial correlation = 0.9 and centroid 
distance = 4 pixels. (e) Representational drift over a week: Mice were exposed 
to the same context (AAA) five hours or seven days apart. RSC neuronal 
ensembles display greater overlap when mice experience the same context 
5 hours vs. 7 days apart. (n = 11 mice per group; paired t-test, t = 3.9, p = 0.003). 
(f) Neuronal ensemble stability over a week: Mice were exposed to two different 
(AB) or the same context (CC) seven days apart. All context presentations were 
counterbalanced. RSC neuronal ensembles display greater overlap when mice 
experience the same context 7 days apart vs. distinct contexts. (n = 11 mice per 
group, paired t-test, t = 4.07, p = 0.002). Data represent mean ± s.e.m. and each 
data point; all comparisons were two-tailed.
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Extended Data Fig. 2 | Neuronal activity is more correlated when two contexts 
are explored closer in time. (a, b) Scatter plot of the firing rate of all neurons 
from one mouse in context A (a, 7 days apart) and context B (b, 5 hours apart) 
as a function of firing rate in context C highlights that neuronal firing rate is 
maintained when two contexts are explored close in time. Lines represent 
least-squares linear regression. (c) Naive Bayes (NB) classifier is more accurate 
at distinguishing imaging sessions recorded 7 days vs. 5 hours apart irrespective 
of bin size. AUC (area under the curve) for the binary NB classification between 

sessions recorded 7 days (7d) apart or 5 hours (5h) apart using neuronal activity 
indicates that neuronal activity can be used to distinguish between contexts 
explored 7 days apart more accurately than contexts explored 5 hours apart. 
Spike probabilities were binned for non-overlapping intervals ranging from  
0.5 to 60 seconds (step size 0.5 s; TWRM ANOVA for AUC by bin size;  
FGroup (1, 16) = 6.2, p = 0.02, n = 9 mice per group). Data represent mean ± s.e.m. 
Chance Levels performance of the AUC = 0.5.
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Extended Data Fig. 3 | See next page for caption.
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Extended Data Fig. 3 | Neuronal activity is correlated with the probability of 
neuronal overlap. (a) The top 10% high-activity cells in context B are likely to 
be the top 10% high-activity cells in context C 5 h later. Probability of overlap 
between high-activity cells in context A (7d) or context B (5h) and high-activity 
cells in context C. Left: Probability of overlap between subsets of cells with 
different levels of activity during previous context exploration session (A or 
B) across time in C. Color bars refer to normalized probabilities (chance = 1). 
Cumulative values were used for x and y-axes (for example, for x-axis, 300 s 
means 0–300 s; for y-axis, 40 refers to the neurons within the top 40% of high 
activity). Values represent averages across mice. Right: the distribution of SEM 
across mice for the figures on the left. Numbers (in the probability of overlap 
figures) represent the maximum SEM from each plot. (b) Similar to figure (a) 

but for AAA condition. (c, d) Similar to figures (a) and (b) respectively but the 
probability of overlap between low-activity cells in contexts experienced 7 d or 
5 h before and high-activity cells in the third context is presented under ABC (c) 
and AAA (d) conditions. (e) Cells were sorted from high to low activity in contexts 
A or B with a 10% sliding window, 2% steps. Plots show the probability of overlap 
between subsets of cells (10% ensemble size) from context A (7d) or B (5h) and 
the top 10% high FR cells from context C. The probability values were z-scored 
with respect to a null distribution created by randomly subsampling 10% of 
cells from contexts A or B, 10,000x (that is, results are represented as standard 
deviation (SD) from the mean of the null distribution). Dashed line: 2 SD and 3 SD 
thresholds. (f) Same comparison as (e) but for the AAA condition. (ABC, AAA: 
n = 9 mice each).

http://www.nature.com/natureneuroscience


Nature Neuroscience

Article https://doi.org/10.1038/s41593-025-01876-8

0-10%
10-20%
20-30%
30-40%
40-50%
50-60%
60-70%
70-80%
80-90%

90-100%

0-1
0%

80
-90

%

90
-10

0%

0-10%
10-20%
20-30%
30-40%
40-50%
50-60%
60-70%
70-80%
80-90%

90-100%

B

0-1
0%

10
-20

%

20
-30

%

30
-40

%

40
-50

%

50
-60

%

60
-70

%

70
-80

%

80
-90

%

90
-10

0%

C

0-1
0%

10
-20

%

20
-30

%

30
-40

%

40
-50

%

50
-60

%

60
-70

%

70
-80

%

80
-90

%

90
-10

0%
0

0.2

0.4

0.6

0.8

1

ABC

AAA

A

10
-20

%

20
-30

%

30
-40

%

40
-50

%

50
-60

%

60
-70

%

70
-80

%

A1 A2 A3

a b

c

7d 5h 0h

7d

5h

0h

7d 5h 0h
0.8

0.9

1

ABC AAA

D
is

ta
nc

e 
be

tw
ee

n 
C

or
re

la
tio

n 
M

ap
s

(S
D

s 
fr

om
 n

ul
l d

is
tr

ib
ut

io
n 

m
ea

n)

0 20 40 60 80 100

-4

-2

0

2

4

7d

5h

0.8

1.0

Euclidian
D

istance

ABC AAA

% Cells from High->Low FR 
0 20 40 60 80 100

-4

-2

0

2

4

7d

5h

7d
5h

% Cells from High->Low FR 

FR from Third Session

Extended Data Fig. 4 | High and low firing rate neurons make differential 
contributions to representational similarity to regulate memory linking 
and discrimination. (a) Euclidean distance (ED) between correlation maps. 
For each animal, the ED was calculated for all possible combinations to create 
an ED map. For each map, all the distances were normalized by the maximum 
distance. Normalized ED maps were then averaged across animals to produce 
the plots (ABC, right, AAA, left, n = 9 each). ED between correlation maps in the 
5 h interval is lower than for the 7 d interval for the ABC (right) or the AAA (left) 
contexts conditions. (b) Cells were sorted from high to low activity in context 
C (x-axis) with a 10% sliding window and 2% steps. Correlation maps were 
calculated by excluding 10% of cells belonging to each of these sliding windows 
and the ED (y-axis) between contexts explored 7 d or 5 h apart under ABC (right) 
or AAA (left) condition was calculated. ED values were normalized with to a 
null distribution created by randomly subsampling 10% of cells from context 
C, 10,000x (that is, results are represented as standard deviation (SD) from the 
mean of the null distribution). The 2 SD threshold is labeled with a dashed line. 
Plots on the bottom of each image show the average ED across animals for the 
7 d and 5 h intervals when the following groups of cells are excluded: 0-10%, 
30-40%, 60-70%, and 90-100%. Note that the ED for the 5 h interval is always 

lower than for the 7 d interval. For AAA, the exclusion of any batch of 10% cells 
does not significantly affect the ED. However, for the 5 h interval in ABC, the top 
10% FR cells, when excluded, significantly change the ED. Therefore, the top 10% 
FR cells are critical for the similarity between correlation maps when different 
contexts are explored but the contribution of these top 10% FR cells is not 
significant when the same context is explored at the same time intervals. (c) Plots 
show the average normalized correlation maps across animals during context 
exploration in ABC (top) or AAA (bottom) conditions. For each animal, cells were 
sorted from high to low firing rate (based on the last context exploration). The 
neuronal population was then split into 10% non-overlapping groups. Average 
Pearson correlation between groups was calculated. A correlation map of the 
average correlation between groups was constructed and normalized to the 
maximum average correlation value for each animal. Plots show the average of 
these normalized correlation maps across all animals. The top FR cells have the 
highest correlation values for all conditions and sessions. Importantly, for AAA, 
all correlation maps are similar despite the session. However, for ABC, the maps 
show larger differences, and the similarity between correlation values between 
contexts B and C, which are 5 h apart, seem to be higher for the high FR cells, as 
shown previously.
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Extended Data Fig. 5 | RSC neuronal ensemble (and not dendritic ensemble 
reactivation) following contextual fear conditioning results in fear 
expression. (a) Experimental setup: cFos-tTa (TTA-ChR2) mice and their wildtype 
littermates (Control) underwent bilateral viral injections (TRE-ChR2-mCherry) 
and optic cannula implants. Mice were taken off doxycycline chow (three days 
before contextual fear conditioning in context A: 2 footshocks, 2 s, 0.7 mA) to 
allow c-fos promoter-driven tTA and Channelrhodopsin (ChR2) expression. 
Following contextual fear conditioning, mice were tested in a novel context (Test 
B) while the previously tagged neurons were activated. The following day mice 
were retested without any optogenetic manipulation in the training context (Test 
A). (b) During Test B, freezing during the two post-stimulation conditions (with 
laser and without laser stimulation) was not different. Therefore, freezing during 
this period is presented together as post-stimulation freezing (TWRM ANOVA, 
group X time interaction, F (1, 6) = 11.93, p = 0.01, Sidak’s post hoc tests, n = 4 

each group)). (c) During Test A, the TTA-ChR2 mice display comparable freezing 
to the control mice (t = 1.85, df=6, p = 0.11, n = 4 each group). (d) Reactivation 
of previously activated dendrites is not sufficient for fear memory expression: 
Experimental set up is the same as (a), but animals were injected with TRE-hChR2-
mCherry-DTE or TRE-mCherry-DTE virus in the RSC to reactivate dendritic 
segments active during contextual fear conditioning. Both groups display similar 
freezing during baseline and post-stimulation epochs while testing in a novel 
context (TWRM ANOVA, group X time interaction, F (1, 6) = 0.26, p = 0.6, Sidak’s 
post hoc tests, n = 4 each group)). (e) Both groups (injected with TRE-hChR2-
mCherry-DTE or TRE-mCherry-DTE virus in the RSC) display similar freezing 
during test in Context A (t = 0.09, df=6, p = 0.9, n = 4 each group). Data represent 
mean ± s.e.m. and each data point, * p < 0.05, ns = not significant; all comparisons 
were two-tailed.
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Extended Data Fig. 6 | Optogenetic activation of a randomly labeled ensemble 
does not result in memory linking. (a) Mice received a bilateral injection 
CamKII-Cre::DIO-ChR or CamKII-Cre::DIO-GFP to label a small subset of RSC 
ensemble. (b) Representative image of WT mice injected with CamKII-Cre::DIO-
ChR-GFP in the RSC. Scale: 20 µm. (c) Control (CamKII-Cre::DIO-GFP, n = 15) as 

well as experimental (CamKII-Cre::DIO-ChR, n = 9) mice display low levels  
of freezing in a novel as well as the previously explored neutral (Context A) 
context but freeze more in the training context (Context B). (TWRM ANOVA,  
Ftime (1.9, 42.4) = 9.8, p = 0.0004, Tukey’s multiple comparisons test). Data 
represent mean ± s.e.m. and each data point, * p < 0.05.
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Extended Data Fig. 7 | Chemogenetic manipulation of the neuronal ensemble 
overlap is sufficient to link two distinct contextual memories. (a) All 
mice received a bilateral injection of lentivirus DREADD hM3Dq-T2A-EGFP 
which infects a sparse population of RSC neurons. Representative images 
demonstrating hM3Dq-T2A-EGFP infection of RSC neurons from two mice on 
the left. Scale: 100 and 20 µm. (b) All mice explored two different contexts 2 
days apart and were subsequently shocked in one of these contexts. Neuronal 
excitability was increased in a small subset of RSC neurons by administering a 
CNO (0.5 mg/kg) injection 45 mins before each context exploration. The control 
mice only received the CNO injection before the second context exploration. 

(c) Control mice display low levels of freezing in a novel as well as the previously 
explored neutral (Context A) context but freeze more in the training context 
(Context B). In contrast, mice from the experimental group display memory 
linking: Both the previously explored contexts (Context A and B) elicit high 
freezing relative to the freezing in a novel context. (TWRM ANOVA,  
Ftime (1.8, 44.9) = 28.45, p < 0.0001; Dunnett’s multiple comparisons test; 
Saline-CNO, n = 15, CNO-CNO, n = 12,). The physical contexts presented were 
counterbalanced to minimize any effect of context similarity. Data represent 
mean ± s.e.m. and each data point, * p < 0.05, ** p < 0.01, *** p < 0.001.
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Extended Data Fig. 8 | Reactivation of dendritic ensembles is accompanied by 
overlap in neuronal ensemble in head-fixed mice and requires NMDA receptor 
activation. (a, b) Experimental setup: Head-fixed mice experienced three 
distinct contexts either 7 days or 5 hours apart while calcium transients from 
layer V RSC neurons were imaged. (c) Mean frames from three imaging sessions 
from a mouse. Scale: 40 µm. (d) Overlapping neuronal ROIs reactivated when 
contexts are separated by 7 days (left) or 5 hours (right) from one mouse. (e) The 
same neuronal ensemble is more likely to be activated in a head-fixed setting 
when context exposures are 5 hours (5 h) apart vs. 7 days (7 d) apart. (paired 

t-test; t = 5.6; p = 0.01; n = 4 mice). (f-h) NMDA receptor activation is required 
for the reactivation of dendritic ensembles. Dendritic overlap was measured as 
described in Fig. 3. Mice were administered NMDA receptor antagonist, MK801, 
30 minutes prior to the first context exposure. (i) NMDA receptor antagonist, 
MK801, impairs reactivation of dendritic ensembles following two context 
exposures 5 hours (5 h) apart (unpaired t-test; t = 2.7; p = 0.02; n = 5 and 6 mice 
in control and MK-801 group each). Data represent mean ± s.e.m. and each data 
point; all comparisons were two-tailed.
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Extended Data Fig. 9 | Spine dynamics within the RSC following context 
exposure. (a) Thy1-YFP mice were imaged every two days (baseline), and the 
same RSC dendrites were tracked to measure contextual exposure-related 
spine dynamics. Following two baseline imaging sessions, mice were left in the 
home cage or exposed to a novel context. (b) Spine addition, spine loss, and 
spine turnover is not altered within the RSC apical dendrites following context 
exposure (TWRM ANOVA; Sidak’s post hoc tests;). Control: n = 44 dendrites  
(5 mice); Experimental: n = 46 dendrites (6 mice). (c) Clustered spine addition 

following context exposure is greater than chance: The histogram shows percent 
clustering from 1000 simulations of randomized new spine positions, where 
the percent of new spines within 5 µm of each other was calculated. Yellow line: 
Percentage spine clustering observed from the data. The percentage of clustered 
spines is more than that expected by chance for the experimental group (Right, 
n = 6; p = 0.009) whereas the percentage of clustered spines is at chance levels 
for the control group (Left, n = 5; p = 0.14). Control: n = 44 dendrites (5 mice); 
Experimental: n = 46 dendrites (6 mice). Data represent mean ± s.e.m.
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Extended Data Fig. 10 | See next page for caption.
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Extended Data Fig. 10 | DTE-mediated targeting labels recently activated 
dendritic segments. (a) Dendritic segments labeled using DTE-mediated 
strategy are enriched in Arc mRNA. Top: Experimental Design: Control group 
was designed to label a small but random subset of dendrites (CamKII-Cre::DIO-
GFP in WT mice), and the DTE group used a low titer injection to label activated 
dendrites sparsely (cFos-tTa mice, TRE-Opsin-GFP-DTE). Bottom: Regions of 
interest (ROI) were manually delineated to specifically isolate the fluorescent 
signal within dendrites (to exclude somatic regions). GFP and Arc signals within 
these ROIs were automatically segmented. A 1-5 fold dilation of the GFP signal 
was applied, and the volume of overlap between the dilated GFP signal and the 
Arc signal was quantified to determine the extent of their colocalization. Arc 
mRNA was enriched in labeled dendrites in the DTE vs. Control group (Control: 
n = 3, DTE: n = 5; TWRM ANOVA, FGroup (1, 6) = 10.08, p = 0.02, Sidak’s multiple 
comparisons test). Scale: 10 µm. (b) Dendritic segments labeled using DTE-

mediated strategy are preferentially reactivated upon reexposure to the original 
labeling context. Top: Experimental Design. Bottom Left: PSD-95 puncta on 
DTE labeled dendrites displayed more pCofilin labeling (n = 8 slices, 4 mice); 
Wilcoxon test, p = 0.008. Bottom Middle: Similarly, PSD-95 puncta that were 
classified as positively labeled for pCofilin (pCofilin+ PSD-95 + ) displayed 
higher fluorescence intensity when present on mCherry-labeled dendrites than 
neighboring pCofilin+ PSD-95+ puncta (TWRM ANOVA, FGroup (3, 21) = 137.7, 
p < 0.0001, Sidak’s multiple comparisons test). Bottom right: Representative 
image depicting pCofilin-positive puncta (magenta) on PSD-95 (green) and 
mCherry-positive dendrite (red). White and black arrows represent pCofilin-
positive, PSD-95-postive puncta on mCherry-positive dendrites and neighboring 
regions respectively. Scale: 10 µm, Inset Scale: 2 µm. Data represent mean± s.e.m. 
and each data point, * p < 0.05.
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For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.

n/a Confirmed

The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided 
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A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons
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AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)
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For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings
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Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code

Policy information about availability of computer code

Data collection We used commercially available softwares for fear conditioning (Video Fear Conditioning "Video Freeze®" Software (Med Associates) and two-
photon imaging experiments (Neurolabware Scanbox available at:  http://neurolabware.com). For one-photon imaging, open source 
miniscope software was used (available here: https://github.com/Aharoni-Lab/Miniscope-v4; DAQ software (written in C++ andOpen 
Computer Vision libraries for mini-scope image acquisition, v0.171). Confocal imaging: NIS-Elements AR (Nikon,v4.40.00), , Electrophysiology: 
pCLAMP 10 and Digidata®1440A

Data analysis Customized open source code (CNMFe, Suite2p for 1p and 2p functional imaging respectively was used) and are available from private Github 
repository: Almeida-FilhoDG/ConcatMiniscope (vl.0.0, DOI: 10.5281/zenodo.5676164) and https://github.com/MouseLand/suite2p . Nikon 
NIS-Elements AR Analysis (v4.40.00), Matlab R2020b (v9.9.0.1524771),  Graphpad Prism6. Fear conditioning data was analyzed using Med 
associates in built analysis. Immunohistochemistry was analyzed using Imaris 9.0 or NIS-Elements AR Analysis software (v4.40.00). Spine 
imaging data was analyzed using Scanimage's Spine analysis module. 
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reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.



2

n
atu

re p
o

rtfo
lio

  |  rep
o

rtin
g

 su
m

m
ary

A
p

ril 2
0

2
3

Data

Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 

- Accession codes, unique identifiers, or web links for publicly available datasets 
- A description of any restrictions on data availability 

- For clinical datasets or third party data, please ensure that the statement adheres to our policy 
 

The original videos and datasets generated during and/or analyzed during the current study are available from the corresponding authors. 
We choose to share data on request due to the fact that video recording files are very large and hard to access online. Additionally, our data includes complex and 
diverse experimental conditions, and our lab can best help people access the data according to their specific requests. 

Research involving human participants, their data, or biological material

Policy information about studies with human participants or human data. See also policy information about sex, gender (identity/presentation), 
and sexual orientation and race, ethnicity and racism.
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Reporting on race, ethnicity, or 
other socially relevant 
groupings
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Population characteristics NA
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Ethics oversight NA
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Life sciences study design
All studies must disclose on these points even when the disclosure is negative.

Sample size We determined sample size based on previous experiments employing similar experimental design (Cai et al., 2016 PMID: 27251287; Shen et 
al., 2022 PMID: 35614219). 

Data exclusions Patch Clamp experiments: We only included data from cells where the resting membrane potential was > -50mV. 

Replication Experiments were repeated, and the results are reproducible. 
Briefly, for behavior task, each result was collected from at least 2 independent experiments. Representative histological images were 
repeated independently in different mice (no less than 3) with similar results. 

Randomization Experiments comprising of genetically wildtype mice: Mice were randomly assigned to groups using a random number generator. In 
experiments where transgenic animals were used, each genotype was represented during each trial or replication (as appropriate).

Blinding Behavioral experiments: experimenter was blinded to the genotype, virus injection or drug administered. Imaging and immunohistochemistry: 
experimenter was blinded to group identity prior to analysis and when possible during experimentation. Patch clamp electrophysiology: 
experimenter was blinded experimental group (or virus injection). Drug administration: experimenter was blinded to the vehicle/drug aliquot 
identity.

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 
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Methods

n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Antibodies

Antibodies used guinea pig anti-RFP: SySy 390 004;  Secondary Antibodies: goat anti-guinea pig Alexa Fluor 568: Invitrogen (A11075); chicken anti-
RFP: SySy 409006, anti-PSD95: SySy 124308, anti-phospho-Cofilin: Millipore C8992; Goat anti-Guinea Pig IgG Alexa Fluor™ 488, 
Catalog #A-11073; Goat anti-Rabbit Alexa Fluor™ 647, Catalog # A-21245, Goat anti-Chicken, Alexa Fluor™ 594, Catalog # A-11042 

Validation https://www.sysy.com/product-factsheet/SySy_390004, Amygdala inhibitory neurons as loci for translation in emotional memories. 
Shrestha P, Shan Z, Mamcarz M, Ruiz KSA, Zerihoun AT, Juan CY, Herrero-Vidal PM, Pelletier J, Heintz N, Klann E Nature (2020) 
5867829: 407-411. . IHC; tested species: mouse 
Astrocyte-neuron subproteomes and obsessive-compulsive disorder mechanisms. 
Soto JS, Jami-Alahmadi Y, Chacon J, Moye SL, Diaz-Castro B, Wohlschlegel JA, Khakh BS Nature (2023) : . . IHC; tested species: mouse 
https://sysy.com/product/409006, Recognizes mScarlet, mRFP, mCherry and tdTomato. Endocytosis in the axon initial segment 
maintains neuronal polarity. 
Eichel K, Uenaka T, Belapurkar V, Lu R, Cheng S, Pak JS, Taylor CA, Südhof TC, Malenka R, Wernig M, O zkan E, et al. Nature (2022) : . . 
ICC; tested species: rat 
 
https://www.sigmaaldrich.com/US/en/product/sigma/c8992 
Regulation of actin dynamics through phosphorylation of cofilin by LIM-kinase. 
S Arber et al. 
Nature, 393(6687), 805-809 (1998-07-09) 
 
https://www.sysy.com/product-factsheet/SySy_124308 
Microglial Rac1 is essential for experience-dependent brain plasticity and cognitive performance. 
Socodato R, Almeida TO, Portugal CC, Santos ECS, Tedim-Moreira J, Galvão-Ferreira J, Canedo T, Baptista FI, Magalhães A, Ambrósio 
AF, Brakebusch C, et al. 
Cell reports (2023) 4212: 113447. 124 308 IHC; tested species: mouse 

Animals and other research organisms

Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research, and Sex and Gender in 
Research

Laboratory animals Male and female C57BL/6 mice acquired from Taconic or Jackson laboratories. Male and female transgenic mice (Thy1-YFP; Jackson 
Laboratories, Stock No: 00378) bred on C57BL/6 Jackson backgrounds (2 months - 8 months) were used as described in the methods. 
cFos-tTa mice (gift from Mark Mayford) were maintained on C57BL/6 Taconic background. 
Mice are housed in AAALAC accredited facility with 12-12 light/dark cycles. Housing conforms to The Guide for the Care and Use of 
Laboratory Animals, th edition. The temperature set point is 72 degrees plus or minus 3 degrees; the humidity range is between 
30-70%.

Wild animals No wild animals were used in the study

Reporting on sex Our findings apply to both sexes. All main findings were replicated in both sexes and data were pooled for final analysis and figures. 
We did not observe any sex-specific differences in our findings. Sex was determined using anogenital distance. 

Field-collected samples No field collected samples were used in the study

Ethics oversight Chancellor’s Animal Research Committee of the University of California, Los Angeles

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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