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ABSTRACT OF THE DISSERTATION

Essays in Banking and Monetary Policy

by

Koji Takahashi

Doctor of Philosophy in Economics

University of California, San Diego, 2017

Professor James Hamilton, Chair

Chapter 1 examines the effects of bank-driven terminations of bank-borrower

relationships on the borrowers’ investments by exploiting a matched dataset of

Japanese banks and firms. I find that bank-driven terminations significantly de-

crease investment when the firms facing termination have difficulty in either estab-

lishing new relationships or increasing borrowings within their existing relation-

ships. Such termination effects are larger than those due to credit reduction within

continuing relationships and are more pronounced for smaller firms. Our findings

coincide with previous literature emphasizing financial frictions in the matching

process and the importance of relation-specific assets in credit markets.

Chapter 2 investigates the effects of unconventional monetary policy on

bank lending, using a bank-firm matched dataset in Japan from 1999 to 2015 by

xi



disentangling conventional and unconventional monetary policy shocks employed

by the Bank of Japan over the past 15 years. I find that a rise in the share of

the unconventional assets held by the Bank of Japan boosts lending to firms with

a lower distance-to-default ratio from banks with a lower liquid assets ratio and

higher risk appetite. In contrast to the composition shock, the monetary base shock

of increasing the Bank of Japan’s balance sheet size does not have heterogeneous

effects on bank lending. Furthermore, we find that interest rate cuts stimulate

lending to risky firms from banks with a higher leverage ratio.

Chapter 3 contributes to the debate about the the effect of bank loan sup-

ply shocks on real economy, using bank lending stance shocks derived from the

industry-level Short-term Economic Survey of Enterprises (Tankan) survey data

in Japan. The identified bank lending stance shocks enable us to investigate the

effect of loan supply shocks on the real economy over the past 30 years in a con-

sistent manner using a structural vector auto regressive model, thereby leading to

three main conclusions. First, a negative bank loan supply shock, which means a

tightening of banks’ lending stance, significantly decreases real GDP growth rates.

However, loan supply shocks were not main driving factors for fluctuations of the

real economy; the contribution of bank loan supply shocks to GDP is less than 10%.

Third, I find that the economy with a zero lower bound constraint is more vulner-

able to an adverse loan supply shock compared to that without the constraint as

predicted by existing theoretical models. In a zero lower bound environment, loan

supply shocks contribute to approximately 10% of the GDP fluctuations.
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Chapter 1

The Real Effects of Bank-Driven

Termination of Relationships:

Evidence from Loan-Level

Matched Data

Of all recent financial crises in developed economies, the crisis in Japan

in the 1990s following the collapse of the bubble economy was unprecedented in

terms of the length and depth of the subsequent economic downturn. As shown

in Figure 1.1, bank lending and private investment declined continuously from

the early 1990s to the early 2000s. The existing literature on Japan’s financial

depression has already investigated the existence of a credit crunch during this

period and its impact on firm investment.1 During this period, however, not only

did aggregate bank loans decrease but the number of relationship terminations

between firms and their banks also increased, as shown in Figure 1.2 (see Section

1.2 for the definition of bank relationship termination).

1For instance, Woo (2003) and Watanabe (2007) used bank-level panel data to conclude that
there was a credit crunch during the late 1990s. Conversely, using loan-level matched data,
Peek and Rosengren (2005) found evidence that during the 1990s, Japanese banks with impaired
capital instead provided more loans to distressed borrowing firms. For empirical studies in the
US, see Bernanke and Lown (1991), Peek and Rosengren (1995), Berrospide and Edge (2010),
and Carlson et al. (2013).

1
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Figure 1.1: Bank Loans and Private Investment

Notes: The net flow of bank loans is the amount of bank loans that flow from private banks

to non-financial private firms from the Flow of Funds. Private Investment is the gross nominal

value of private domestic investment in GDP. A dotted vertical line indicates the starting year

of each subsample period.

This paper empirically addresses the above coexistence of the increase in

relationship terminations, and the decline in bank loans and firm investment by

investigating whether and how these terminations due to the lender-side shocks

affected firm investment behavior. Thus, we extend the premise of a “bank balance

sheet channel,” focusing on the relationship terminations as a mechanism that

amplifies adverse economic shocks.2

For the most part, the extant literature has considered the role of the bank

balance sheet channel from the perspective of firms or banks and not the relation-

ships between them. This means that the literature does not explicitly distinguish

between changes in bank loans resulting from terminating or maintaining exist-

2The theoretical literature about the balance sheet channel includes Bernanke and Gertler
(1989), Holmström and Tirole (1997), Kiyotaki and Moore (1997), Bernanke et al. (1999),
Diamond and Rajan (2005), and Gertler and Kiyotaki (2010). For the empirical literature that
particularly focuses on a bank balance sheet’s effect on a firm’s investment and export behavior
in Japan, see Gibson (1995; 1997), Kang and Stulz (2000), Chapter 4 in Ogawa (2003; 2007),
Gan (2007a), and Amiti and Weinstein (2011; 2013). Of these, Gan (2007a) and Amiti and
Weinstein (2011; 2013) employed bank-borrower matched data, whereas the remaining studies
used firm-level panel data.
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Figure 1.2: The Number of New Relationships and Termination

Notes: New Relation and Termination indicate sample averages that are calculated period-by-

period using the numbers of new relationships and terminations, and are normalized by the

number of listed firms. A dotted vertical line indicates the starting year of each subsample

period.
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ing relationships. However, when we consider the role of relationship banking in

mitigating asymmetric information problems between banks and borrowing firms,

which prior studies have investigated (see e.g. Hoshi et al. (1990), Petersen and

Rajan (1995), and Boot (2000)), termination of a relationship has a more signifi-

cant impact on firms’ performance than a mere decrease in bank loans within con-

tinuing relationships, partly because search frictions exist in credit markets, and

partly because termination destroys some relation-specific assets between banks

and borrowing firms.

Given this insight, some recent theoretical studies, including Den Haan

et al. (2003), Wasmer and Weil (2004), and Becsi et al. (2005; 2013), have

proposed a mechanism for prolonging the effect of relationship terminations on the

real sector from the perspective of matching lenders and borrowers in the credit

market. In these theoretical frameworks, a credit expansion and firm investment

cannot immediately react in response to a positive aggregate shock because it

takes time to identify a profitable project because of frictions and asymmetric

information in the credit market.3 Meanwhile, a credit contraction that causes

relationship terminations can occur immediately following a negative aggregate

shock.4

The existence of a relation-specific asset between banks and borrowing

firms is studied by Miyakawa (2010) and Nakashima and Takahashi (2017), using

Japanese bank–firm matched data. They empirically demonstrated that a longer

duration of bank–borrower relationships decreased the probability of termination

and thus increased the value of the relation-specific asset, though the mechanism

of termination and the value of the relationship-specific asset differ depending on

the condition of credit markets (see Becsi et.al (2005; 2013) and Nakashima and

Takahashi (2017)).

3As emphasized in the theoretical studies, the credit markets have as strong a claim to search
frictions as do the labor markets. Commercial bank loans are complicated contracts requiring
negotiations over the interest rate, fees, and covenants, with firms searching for the best deal.
Conversely, banks search for profitable borrowers, make loan evaluations, and screen out likely
losses.

4Dell’Ariccia and Garibaldi (2005) demonstrated empirically that a credit contraction is more
volatile than a credit expansion within the US banking industry; in particular, they noted the
search process was a driving factor in generating the asymmetric volatility of the credit.
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According to the above studies, if firms face bank-driven terminations, these

firms would decrease their investment because they expect that it will require time

and that it will be costly to establish new relationships during the search pro-

cess and to reconstruct relation-specific assets. From this viewpoint, the difference

between the estimated impacts of relationship terminations and credit contrac-

tions within continuing relationships shows to what extent search frictions and the

loss of relation-specific assets affect firms’ performance after bank-driven termina-

tions. Moreover, such impacts of relationship terminations depend on how severely

firms that have experienced terminations face asymmetric information problems

and whether these firms can immediately find an alternative funding source by es-

tablishing new borrowing relationships or increasing their borrowings within their

existing banking relationship. We examine this prediction by exploiting the match-

ing structure of our loan-level dataset.

Like ours, recently a few empirical studies have documented the importance

of bank–borrower relationships in establishing the effect of credit undersupply on

borrower outcomes (see e.g. Chava and Purnanandam (2011), Chodorow-Reich

(2014), and Carvalho et al. (2015)); however, unlike ours, these studies have not

focused on the dynamic borrowing and lending relationships between firms and

banks following a negative credit supply shock. To our knowledge, ours is the

first study to address the importance of banking relationships by focusing on the

credit availability of firms facing bank-driven terminations and their asymmetric

information problems in the credit market.

In this paper, we measure the effect of terminations on the real economy

in terms of the bank balance sheet channel. However, there are some difficulties

in establishing this causal effect empirically. The first arises because relationship

terminations occur for many different reasons. For example, the lending bank

may be unwilling to maintain the relationship with the firm, or the borrowing

firm may wish to terminate the relationship with the bank, or both. The central

challenge tackled by this paper is to disentangle the lender-driven relationship

terminations from other reasons for termination using a bank–borrower-matched
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sample.5 To isolate the bank-driven factors in relationship terminations, we use

banks’ predetermined variables that capture the soundness of their balance sheets

as instrumental variables. Thus, we are able to measure the causal effect of the

exogenous lender-side shock of termination on firm investment.

A second difficulty in examining bank-driven termination involves preparing

a loan-level matched sample and identifying relationship termination. We prepare

the matched sample for the period from 1991 through to 2010 in Japan. This

contrasts with other studies of bank–borrower relationships in Japan, including

Peek and Rosengren (2005), Gan (2007a), and Tsuruta (2014), which have em-

ployed matched samples only for the late 1990s. The difficulty in preparing the

matched sample and identifying relationship terminations after the late 1990s is

mainly because the Japanese banking sector was subject to extensive mergers and

acquisitions (M&A) and divestiture activity throughout the late 1990s and into

the early 2000s. Prior to our empirical analysis, we checked whether succeeding

banks took over the credit claims of the eliminated or consolidated banks before

and after the relevant M&As and divestitures. Thus, we constructed our matched

sample for the period after the late 1990s.

By using the loan-level matched dataset, we find that banks with larger

exposures to the real estate industry during the bubble economy of the late 1980s

were more likely to terminate their relationships in the early 2000s, when Japanese

banks were compelled to dispose of nonperforming loans and relatively important

relationships for borrowing firms were terminated. Such bank-driven terminations

had about a one-year lasting effect on firm investment and a decrease in bank

loans caused by these terminations had a more significant effect on firm investment

than a mere change of loans in continuing relationships. Therefore, relationship

terminations matter per se.

We also show that the termination effects in the early 2000s can be at-

tributed to firms’ difficulties in immediately obtaining other sources of bank credit

by switching to new relationships or increasing their borrowings within their ex-

5Tsuruta (2014) exploited firm changes in main banks over the 1990s in Japan and thus iden-
tified the borrower-driven effect of main-banking relationship terminations on firm performance,
but not their lender-driven effect.
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isting relationships. This mechanism for the bank-driven termination effect was

more substantial for smaller firms facing severe asymmetric information problems,

which is consistent with the implication of the theoretical and empirical literature

documenting the importance of bank–borrower relationships.6

The remainder of the chapter is organized as follows. Section 1.1 discusses

our loan-level matched dataset and proposes a method for the estimation of the

bank-driven termination effect. Section 1.2 reports the estimation results for the

termination effect on firm investment, and Section 1.3 explores the background

mechanism. Section 1.4 extends the analysis of the bank-driven terminations by

conducting a robustness check. Section 1.5 provides some concluding comments.

The Appendix A explains how we define a relationship termination in the cases of

M&A, business transfer, and divestiture.

1.1 Matched Data and the Estimation Method

In this section, we start by introducing a firm-level equation for the out-

come variables, including firm investment, and then explain our loan-level matched

dataset. We also describe an estimation method to identify the causal effect of

bank-driven terminations on a firm’s outcome variables.

1.1.1 Firm-level Equation for an Outcome Variable

To investigate the effect of relationship terminations on firms, we specify a

firm-level equation for an outcome variable yi,t as follows:

yi,t = a+ byyi,t− + bcutCUTi,t + b′fFIRMi,t−1 + b′dDt + εi,t, (1.1)

6Our findings resemble those of Chodorow-Reich (2014), which showed that borrowers from
weaker banks could not switch to healthier banks during the 2008–09 financial crisis; these
financial frictions had more negative impacts on employment at smaller firms and those without
access to public debt markets. Carvalho et al. (2015) found that investment cuts were associated
with bank distress during this financial crisis and were more pronounced for firms with strong
lending relationships with banks and those with severe asymmetric information problems.
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where CUTi,t indicates firm i’s termination variable, which varies depending on

the relationship terminations between the borrowing firm i and some of its lending

banks, occurring in fiscal year t. FIRMi,t−1 indicates the borrower-side covariates

that control for the firm’s attributes and characteristics, including its financial

condition, profitability, funding sources, and relationships with its lending banks,

at the end of fiscal year t − 1. Dt denotes a vector of year dummies. εi,t is a

stochastic error term.

The outcome variable for firm i, yi,t, can include proxies for the firm’s finan-

cial condition and profitability. Throughout this analysis, we pay special attention

to the effects of the termination variable, CUTi,t, on firm investment because it

is a driving force in short- and long-run macroeconomic output. The difficulty of

quantifying the effect of the termination variable, bcut, involves disentangling the

lender-side shocks from the borrower-side shocks; in other words, an endogeneity

problem arises if a borrowing firm takes the initiative of terminating its own bank

relationships.7

1.1.2 Matched Data and Relationship Termination

The empirical analysis developed in this paper rests on a loan-level dataset

comprising a matched sample of Japanese banks and their borrowing firms listed

in Japan. We construct our loan-level data based on the Corporate Borrowings

from Financial Institutions Database compiled by Nikkei Digital Media Inc. This

database assembles information on the outstanding amounts of bank loans clas-

sified by maturity (long-term debt with a maturity of more than one year and

short-term debt with a maturity of one year or less) and by each bank. The

database includes some 350,000 observations, comprising more than 130 Japanese

banks, 2,000 listed borrowing firms and 17,000 relationships for our sample period

from the fiscal year 1991 to 2010 (see Table 1.1). We combined the Nikkei database

with the financial statement data of the Japanese banks and their listed borrowing

7Note that there are also other cases in which an endogeneity problem arises. For example, if
a bank terminated its relationship with a poorly performing firm because of the firm’s increasing
risk of insolvency, a simple OLS regression would generate an estimation bias.
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firms, also compiled by Nikkei Digital Media Inc.8

Table 1.1: Number of Observations: Average per Year

Full Sample 1991–1995 1996–2000 2001–2005 2006–2010

Firms 2,061 1,559 2,324 2,263 2,099
Banks 137 151 147 131 121
Relations 17,042 18,331 21,693 15,751 12,394

Notes: This table shows sample averages of the numbers of observations for bor-
rowing firms, lending banks, and relationships, each calculated per year. ”Full
Sample” indicates the sample period from fiscal year 1991 to 2010.

To quantify the fluctuations in the investments of the borrowing firms re-

sulting from the lender-driven termination of bank relationships, we start by iden-

tifying a terminated bank–borrower relationship. In this analysis, we define the

termination of a relationship in fiscal year t as the case where firm i borrowed from

bank j at the end of year t− 1 but not at the end of year t.9

As discussed earlier, the Japanese banking sector experienced extensive

M&A, business transfer, and divestiture activity from the late 1990s to the early

2000s. Consequently, some Japanese banks are missing from the original Nikkei

database at the end of our sample period. Therefore, to identify properly a

terminated bank–borrower relationship, we took into account these eliminations

and consolidations of Japanese banks. In other words, we thoroughly scrutinized

whether succeeding banks took over the credit claims of eliminated or consolidated

banks on their borrowing firms before and after the relevant restructuring event.

The Appendix A details how we define a terminated relationship in the cases of

M&A, business transfer, and divestiture.

As for exits of some firms from our loan-level dataset in the middle of

8The fiscal year-end for Japanese banks is March 31, but this is not necessarily the case for
the borrowing firms. When combining the Nikkei database with the financial statement data, we
match bank-side information to borrower-side information in the same fiscal year.

9In a durable bank–borrower relationship, long-term loans may be more important in deter-
mining firm investment. From this viewpoint, we also define relationships as terminated if there
are long-term borrowings at the end of year t − 1, but not t, although this definition of termi-
nation does not necessarily mean “relationship termination” because, in nearly every case, there
can be short-term borrowings at the end of year t, even if there are not long-term borrowings at
this time. We find that this termination has a significantly negative impact on firm investment,
with the almost same magnitude as that reported below.
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our full-sample period, we cannot identify whether the relationships with the firm

were post-exit terminated, as these datasets are only for listed firms.10 Therefore,

we adopt the strategy of dropping a firm’s observation from our dataset in year

t if the firm exited from the original data after year t. Thus, if a firm’s last

observation in the original dataset was in t, our adjusted sample includes the firm’s

observations until year t−1. While this strategy could lead to the underestimation

of the real effects of relationship termination, as termination could induce a crucial

consequence for the firm such as bankruptcy, it is plausible because it provides a

more conservative estimate of any termination effects.

In addition to a terminated relationship, we identify “new relationships”

and thereby examine whether borrowing firms that experienced bank-driven ter-

minations were able to alleviate negative shocks on investment by establishing

new relationships. We define a new relationship as the situation in which a new

relationship is established or a terminated relationship is revived. We do not dis-

tinguish between these two cases. In other words, a new relationship in year t is

simply defined as the case where firm i borrowed from bank j at the end of year t

but had not borrowed from that bank at the end of year t− 1.

Figure 1.2 illustrates the historical paths of the average number of new

relationships and terminations for listed firms for each period. As shown, new

relationships and terminations gradually increased from the middle of the 1990s

until the early 2000s.

Based on the identified terminations, we define a termination variable,

CUTi,t, to be included in the firm outcome equation (1). We define the termina-

tion variable as the rate of change in the bank borrowings caused by relationship

termination as follows:

CUTi,t = −100×
∑

j∈Bi,t−1
Xi,j,t−δi,j,t∑

j∈Bi,t−1
Xi,j,t−

, (1.2)

where Xi,j,t− indicates the loan amount that firm i borrowed from bank j at the

end of year t− 1, and δi,j,t is a dummy variable that takes a value of one if firm i

10There are many possible reasons for firm exit from our sample, including bankruptcy, man-
agement buyout, termination of all the firm’s relationships, etc.
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borrowed from bank j at the end of year t− 1 but not at the end of year t. Bi,t−1

is the set of banks lending to firm i at the end of year t − 1. This termination

variable has a value ranging from −100 to 0, with a larger negative value implying a

greater negative contribution of relationship terminations to the firm’s outstanding

borrowings.

Figure 1.5 plots the historical path of the sample averages for the termina-

tion variable (CUTi,t) by period against the growth rate of aggregate bank loans.

As shown, the rate of decrease in outstanding bank borrowings caused by relation-

ship terminations appears to increase continuously after the early 1990s.

Figure 1.3: Termination Variable and the Growth Rate of Bank Loans

Notes: The historical path of the termination variable plots a sample average of the termination

variable calculated at each period. The bank-loan growth rate is calculated as the chage rate of

outstanding amount of bank loans from the Bank of Japan bank-lending survey and is shown in

percentage terms. A dotted vertical line indicates a starting year of each subsample period.

1.1.3 Firm’s Outcome Variable and Covariates

For the outcome variable yi,t, we pay special attention to firm investment

(INVESTi,t), as discussed in Section 1.1. We define the firm’s investment as the
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first difference in log tangible fixed assets after adjusting for amortization, which

is the growth rate in percentage terms.

To control for a firm’s characteristics, we include nine attributes of the

firm in the covariates FIRMi,t−1: the firm’s book leverage ratio (LEVi,t−1), the

liquidity ratio (LIQUIDi,t−1), Tobin’s q (Qi,t−1), the return on assets (ROAi,t−1),

sales growth (SALEi,t−1), firm size (SIZEi,t−1), firm age (AGEi,t−1), the number of

banks lending to firm i (NUMBERi,t−1), and a vector of industry dummy variables

(INDUSTRYi) that indicates the industry to which borrowing firm i belongs.

We construct the leverage ratio and the liquidity ratio by dividing the book

values of a firm’s total debts and liquidity assets by its total assets, respectively.

The leverage ratio and the liquidity ratio are in percentage terms. We include

each financial ratio to control for a borrowing firm’s ability to meet its financial

obligations, assuming the leverage ratio and the liquidity ratio proxy for the firm’s

ability to meet its long- and short-term debt obligations, respectively.

Tobin’s q is the ratio of the market value of firm i to its book value, where

the market value of the borrowing firm is the market value of its equity plus the

book value of its total liabilities.11 The return on assets is the firm’s net profits

divided by the book value of its total assets. Sales growth is the growth rate of

the firm’s gross sales. We include Tobin’s q to control for the firm’s long-term

profitability, while we use the return on assets and sales growth to control for the

firm’s short-term profitability.

We define firm age (AGEi,t−1) as the number of years that have elapsed up to

the end of fiscal year t− 1, or the number of years since a borrowing firm i started

business. Firm size is the logarithm of the book value of its assets. The firm’s

number of relationships is the logarithm of the number of firm i’s relationships

with banks. We include the number of relationships to control for the intensity

of the bank–borrower relationships. The industry dummy variables are set up

according to the 33 industry sectors defined by the Securities Identification Code

Committee (SICC) in Japan.

In addition to the nine borrower-side factors, we include those funding

11We calculate the market value of equity by multiplying the end-of-year stock price by the
number of shares. Firm book value is the book value of total assets.
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source variables that indicate the dependence of a firm’s external funding on alter-

native sources other than bank loans, such as equities and corporate bonds. This

is because we predict that a firm’s funding dependence on each external funding

source should affect both its relationships with lending banks and its investment

behavior.12 In our analysis, we consider three alternative funding sources to bank

loans: equity, corporate bonds, and commercial paper. For the increase in equity of

borrowing firm i, we specify an increase in equity dummy variable (EQUITYi,t−1),

which takes a value of one if the number of issued stocks increases in fiscal year

t − 1. For the remaining two sources, we calculate the variations in the total

amount of issues over the previous year, normalized by the firm’s book value of to-

tal liabilities, to prepare two additional funding variables; namely, corporate bonds

(CBi,t−1) and commercial paper (CPi,t−1). Corporate bonds include both straight

and convertible bonds.

Table 1.2 provides descriptive statistics for each covariate. As shown, the

mean firm leverage ratio (LEV) decreased continuously from 1991 to 2010. For

funding sources, the number of relationships (NUMBER) exhibited a downward

trend after 1991. The equity variable (EQUITY) decreased gradually through the

early 2000s but recovered somewhat in the second half of the 2000s. The corporate

bond ratio (CB) decreased sharply in the second half of the 1990s and remained

negative over the sample period. Given that the termination variable (CUT) and

the firm-leverage ratio (LEV) decreased continuously, the listed firms may have

opted for deleveraging continuously.

12Leary (2009) exploited the US experience of two changes in bank-funding constraints–the
1961 emergence of the market for certificates of deposit and the 1966 credit crunch–thereby
demonstrating that the changes in the composition of financing sources affected the role of bank
lending support and thus firm capital structure choices. Uchino (2013) utilized Japan’s experience
during the 2008 financial crisis, thus demonstrating that firms with large holdings of corporate
bonds that matured in 2008 increased bank borrowings to finance firm investment.
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1.1.4 Estimation Method

We use the instrumental variables method to disentangle supply shocks

from demand shocks in relationship terminations by exploiting the turmoil that

occurred in the real estate market and the capital crunches faced by banks in Japan

following the collapse of the bubble economy.

The bursting of the Japanese bubble economy in the early 1990s severely

damaged the capital positions of Japanese banks. Accordingly, some researchers

have studied the lending behavior of these capital-impaired Japanese banks. Among

these, Woo (2003) and Watanabe (2007) empirically demonstrated evidence of a

bank credit crunch in the late 1990s. Here, impaired bank capital impeded bank

lending regardless of whether the borrowing firms themselves were distressed. In

contrast, Peek and Rosengren (2005) showed that capital-impaired Japanese banks,

in fact, increased their loans to distressed borrowing firms during the 1990s because

of window-dressing accounting motives.

Despite the differing implications of the effect of impaired capital for Japanese

banks on their lending behavior, these studies share a common premise that im-

paired banks will change their lending attitudes toward their borrowing firms.

Thus, the next question to be studied in the literature is why the “quality” of

Japanese bank capital was impaired. Put differently, why did the nonperforming

loans of banks increase after the bursting of the bubble economy in the early 1990s?

Ueda (2000), Hoshi (2001), and Ogawa (2003, Chapters 1 and 2) examined

Japanese bank lending behavior over the period from the mid to the late 1980s.

These studies demonstrated empirically that Japanese banks decreased loans to the

manufacturing industry. However, they also indicate that banks increased loans

to the real estate industry amid the rapid progression of financial deregulation

and continuous increases in land prices during that period. The suggestion is that

the shift in bank lending to the real estate industry resulted in an increase in the

number of nonperforming loans after the bursting of the land price bubble and

that this caused severe damage to the capital of Japanese banks.13

13Ueda (2000) and Hoshi (2001) found that increases in the number of loans to the real estate
industry contributed to the increase in the number of nonperforming loans. Ogawa (2003, Chap-
ters 1 and 2) showed that increases in the number of loans to small- and medium-sized business
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Gan (2007a) and Watanabe (2007) exploited these findings to identify the

causal effect of impaired capital for banks on their lending and borrowing firm

investment for a period from the mid to the late 1990s. Both studies utilized the

exposure of Japanese banks to the real estate industry during the late 1980s as an

instrumental variable determining the quality of bank capital, thereby attempting

to separate the impact of loan supply and loan demand shocks. One promising

extension of their instrumental variable estimation method would be to use the

exposure of banks to the real estate industry in the late 1980s as an instrumental

variable for our termination variable (1) in order to isolate the lender-side shock in

relationship terminations. To construct the instrumental variable, we first calculate

the exposure of bank j to the real estate industry in fiscal year 1989, according to

the following equation:

EXPEstate
j,89 = 100× Loans to Real Estatej,1989

Total Amount of Loansj,1989

, (1.3)

where “Loans to Real Estatej,1989” indicates bank j’s outstanding loans to the real

estate industry at the beginning of fiscal year 1989. “Total Amount of Loansj,1989”

denotes the total amount of bank j’s outstanding loans at the beginning of fiscal

year 1989.

Note that a firm outcome model is specified at the firm level, to examine

the fluctuations in firm’s outcome variables that are caused by lender-driven rela-

tionship terminations, as expressed in equation (1). This requires us to aggregate

the lender-side information for each firm, including the exposure of the bank to

the real estate industry. To aggregate the lender-side factors, we assume that the

effect of a bank’s capital condition on the borrowing firm is proportional to the

firm’s dependence on each bank. Given this assumption, we calculate the weighted

average of the lender-side variables, using firm i’s borrowing exposure to bank j

in fiscal year t− 1 defined as:

wi,j,t−1 =
Xi,j,t−1∑

j∈Bi,t−
Xi,j,t−1

, (1.4)

enterprises, to the construction industry, to the finance and insurance industry, and to the real
estate industry were largely responsible for the increase in nonperforming loans.
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where Xi,j,t−1 is firm i’s outstanding borrowings from bank j in fiscal year t − 1,

and Bi,t−1 is the set of banks that lend to firm i in fiscal year t− 1.

Using this weighting, we then create an instrumental variable for the termi-

nation variable (2) as expressed by the weighted average of each bank’s exposure

to the real estate industry in 1989:

WEXPEstate
i,t =

∑
j∈Bi,t−1

wi,j,t−1 × EXPEstate
j,89 . (1.5)

This instrument would be valid if the variation in the bank’s exposure to the real

estate industry, across firms in 1989, was uncorrelated with the demand shocks that

took place in the 1990s and 2000s. This assumption would be reasonable as long

as we controlled fully for other factors such as the variations across industries.

However, we can also argue that firms that were borrowing from banks with a

higher exposure to the real estate industry in 1989 were more vulnerable to the

demand shocks of the 1990s and 2000s. In Subsection 1.2.4, we discuss the validity

(or orthogonality) and exclusion restriction of the instruments in a more rigorous

statistical manner.

If we regard the past bank exposure to the real estate industry as a proxy for

the “quality” of bank capital, another candidate for an instrument of the termina-

tion variable (CUTi,t) is the “quantity” of bank capital. Given that Japanese banks

struggled to meet their regulatory capital requirements in response to the gradual

decline in land and stock prices from the early 1990s to the late 1990s (see Fukao

(2003) and Hoshi and Kashyap (2004; 2010)), a past value of the bank’s capital

position is one of the most promising instruments for the termination variable and

indeed has been used in empirical studies to identify a credit undersupply follow-

ing a bank balance sheet shock (e.g. Peek and Rosengren (1995; 2000), Calomiris

and Wilson (2004), Carlson et al. (2013), and Nakashima and Takahashi (2017)).

Hence, we adopt the one-period lag of the book leverage ratio of lending bank j,

BANKLEVj,t−1, as a proxy for the “quantity” of bank capital. We then prepare

the following second instrument as the weighted average of each bank’s leverage
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ratio:

WLEVi,t =
∑

j∈Bi,t−1

wi,j,t−1 × BANKLEVj,t−1, (1.6)

where the book leverage ratio of the lending banks (BANKLEVj,t−1) is constructed

in the same way as that of the borrowing firms (LEVi,t−1) defined in the previous

subsection. In the following analysis, we utilize both instruments, WEXPEstatei,t and

WLEVi,t, thereby measuring the causal effect of bank-driven terminations on firm

investment.14

Table 1.2 provides descriptive statistics for the two instruments. To avoid

estimation bias arising from the correlation between the loan demand shocks and

the bank instrument variables, we excluded firms in the four finance- and insurance-

related sectors.15

We conduct two types of estimations using the two instrumental variables,

WEXPEstatei,t and WLEVi,t. The first is a simple model without firm fixed effects,

as shown in equation (1), and estimated by pooling the dataset. The second is a

dynamic panel data model with firm fixed effects. If Japanese banks with impaired

capital and greater exposure to the real estate industry have loaned to firms that

are more vulnerable to demand shocks and the firms’ vulnerability is not captured

by observables, our two instrumental variables could correlate with the borrower-

side unobservable factors. This correlation might result in the overestimation of

the effect of relationship terminations on firm investment. Therefore, we also

use the dynamic panel specification incorporating firm fixed effects as the output

model (1), thereby controlling for firms’ unobserved factors in the firm investment

equation.16

For estimation of the dynamic panel model, we employ the generalized

14We do not use the regulated capital ratios and nonperforming loans as instrumental variables,
because the definition of each variable differs markedly over time.

15Our dataset includes firms in 29 different sectors after excluding the following finance and in-
surance sectors: banks, securities and commodity futures, insurance, and other financing business
industry.

16As discussed in the next section, we employ a five-year window for the estimation of the
dynamic panel regression. Including the firm fixed effects in this short time window enables us
to partially control for time-varying firm fixed effects.
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method of moments estimation suggested by Arellano and Bond (1991). In Sub-

section 1.4.4, we show that the sorting effects of relationship terminations do not

affect our results of the dynamic panel regression.

1.2 Estimation Results

This section reports the estimation results obtained by employing the in-

strumental variable method.

1.2.1 Rolling Estimation

Theoretical models that contain a matching structure in a credit market

(Den Haan et al. (2003), Wasmer and Weil (2004), and Becsi et al. (2005;

2013)) and duration analyses of bank–borrower relationships (Miyakawa (2010)

and Nakashima and Takahashi (2017)) suggest that credit market conditions could

change the termination mechanism and its effects on the real economy. In order to

incorporate this into our estimation of the firm outcome equation (1), we start by

estimating a rolling regression over a five-year window and then identify subsample

periods in which the termination mechanism and its effects differ substantially.

In our estimation with a pooled sample, the first-stage instrumental variable

regression for the termination variable (CUTi,t) is specified as follows:

CUTi,t = a∗ + b∗yyi,t− + b∗
′

IVIVi,t + b∗
′

f FIRMi,t−1 + b∗
′

d Dt + ei,t, (1.7)

where IVi,t denotes a 2×1 vector of our instrumental variables, being the two prox-

ies for the bank’s capital condition, WEXPEstatei,t and WLEVi,t. For the second-stage

regression, we specify the firm’s outcome equation (1) including firm investment

(INVESTi,t) as a dependent variable yi,t. Below we report estimates of the coeffi-

cients b∗IV on the two instrumental variables in the first stage, and the coefficient

bcut on the variable CUTi,t in the second stage. By doing so, we explore periods

during which the termination mechanism and its effect on firm investment have

changed.
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Figure 1.4 details the estimated coefficients for the two instrumental vari-

ables WEXPEstatei,t and WLEVi,t in the first-stage regression (7). The solid line plots

the point estimates based on the five-year subsample from year t through to t+ 4,

and the dotted line indicates the 90% confidence interval for each estimate. The

estimated coefficients in this figure provide an overview of the possible changes in

the relationship termination mechanism in the Japanese bank loan market. The

estimated coefficients for both of the instruments are negative in almost all peri-

ods, implying that a bank with greater exposure to the real estate industry and a

higher leverage ratio is associated with larger decreases in bank loans because of

relationship terminations. However, the two instruments illustrate a clear contrast

between the 1990s and the 2000s. In the 1990s, the bank leverage ratio (WLEVi,t)

affected the termination variable more significantly, whereas in the early 2000s, it

was the bank exposure to the real estate industry (WEXPEstatei,t ).17

Figure ?? plots the estimated coefficients for the termination variable CUTi,t

obtained in the second-stage regression (1). From this figure, we can see that

the estimated coefficients are negative in the early 1990s, albeit not significantly.

Furthermore, the estimated coefficients start increasing from the late 1990s and are

clearly positive by the early 2000s. However, as the confidence intervals become

wider in the late 2000s, the estimated coefficients are statistically insignificant in

this period.

The rolling estimation results reported in Figures 1.4 and 5 imply that the

termination mechanism and its effect on firm investment change over time, particu-

larly in the late 1990s and the early 2000s. To examine further the reasons for these

changes, we divide our matched sample into four different subsample periods based

on the above results and consider three other important macro variables relating to

the Japanese bank loan market; namely, the growth rate of aggregate bank loans,

the average number of terminations, and the termination variable (CUT). The

four-subsample periods consist of period I, from fiscal year 1991 to 1995; period

II, from 1996 to 2000; period III, from 2001 to 2005; and period IV, from 2006 to

17To consider these differences in the estimation results between the 1990s and the early 2000s,
Section 1.3 discusses the difference in the financial situation of Japanese banks in the two sample
periods.
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WLEV

WEXPEstate

Figure 1.4: Estimated Coefficients on the Instruments in Rolling Window Esti-
mations
Notes: The solid lines indicate the point estimates of the coefficients on the book leverage ratio

(top) and the weighted exposure to the real estate industry (bottom) of banks, based on the

5-year rolling window estimation in the first stage regression. The X-axis indicates a starting

year of each subsample period: A plot in year t shows an estimate based on the subsample period

from year t through t+4.
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2010. Each of these subsample periods well illustrates different developments in

Japanese credit market conditions, as shown in Figures 1.2 and 1.5.

The first period from 1991 to 1995 corresponds with the time immediately

after the collapse of the bubble economy, as stock and land prices peaked in 1989

and 1990, respectively (see Hoshi and Kashyap (2004)). During this period, al-

though asset prices continued to decline, the aggregate growth rates of bank loans

remained positive or around zero (see Figure 1.5). Furthermore, as shown in Fig-

ures 1.2 and 1.5, the increase in relationship terminations was relatively moderate:

the average number of terminations for each firm was approximately 0.35, and the

termination variable (CUTi,t) fluctuated around −1.

The second period from 1996 to 2000 is characterized by the beginning of

the decrease in aggregate bank loans and the increase in relationship terminations.

During this time, Japan’s bank loan market began to contract clearly: as shown

in Figures 1.2 and 1.5, aggregate bank loans decreased by approximately −1.5%,

the average number of relationship terminations spiked at around 1 in 1999, and

the termination variable decreased from −1.5 to −3. After this, the attitude of the

Japanese government and regulatory authorities toward Japanese banks changed,

which was probably one of the reasons for the shrinking of the bank loan market.

In Section 1.3, we discuss in detail some regulation changes that affected Japanese

bank behavior from the late 1990s and the early 2000s.

The third period is distinct from the earlier two periods in that the Japanese

bank loan market contracted significantly: the aggregate growth rates of bank

loans decreased to approximately −5%, as shown in Figure 1.5. In addition, as

shown in Figures 1.2 and 1.5, the average number of terminations remained high

at around 0.6, and the termination variable continued to decrease to −3.5 or less.

Also note that as discussed later in Subsection 1.3.1, more important relationships

for borrowing firms were terminated in the third period than in the second one.

The final period of the late 2000s includes a period of boom as well as

the turmoil of the 2008 financial crisis. However, as shown in Figure 1.5, the

aggregate growth rate of bank loans during this period remained relatively high,

at least when compared with that in periods II and III. In addition, the termination
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variable began to increase to around −2 in the pre- and post-turmoil periods.18

Figure 1.5: Estimated Coefficient on the Termination Variable in Rolling Window
Estimations

Notes: The solid line indicates a point estimate of the coefficient on the termination variable,

CUT, based on the 5-year rolling window estimation. The parameters are estimated by using the

two instrumental variables with a pooled sample. The X-axis indicates a starting year of each

subsample period: A plot in year t shows an estimate based on the subsample period from year

t through t+4.

In the remainder of the paper, for the sake of simplicity, we focus on the es-

timation results from these four subsample periods instead of the rolling estimates

in order to provide more detailed analysis of the relationship terminations.19

1.2.2 Estimation Results for Termination

Table 1.3 details the estimated coefficients for each subsample period from

the first-stage regression for the pooled-sample model (7), as introduced in the

18Uchino (2013) pointed out that Japanese banks that had so far improved their capital con-
dition remained financially sound and thus retained their financial intermediation function in
response to firm funds demand amid the turmoil of the 2008 financial crisis.

19Conducting rolling estimations does not change our main conclusion from that derived from
the four-subsample analysis.
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previous subsection. Below we report the estimated coefficients, not only in order

to examine the relevance of our two instruments (WEXPEstatei,t and WLEVi,t) for the

termination variable but also to show how a firm’s characteristics are associated

with relationship terminations.20

In terms of the estimated coefficients for our instrumental variables, bank

exposure to the real estate industry during the land price boom of the late 1980s

(WEXPEstatei,t ) has a significantly negative estimate in period III of the early 2000s.

On the other hand, the bank book leverage ratio (WLEVi,t) yields a significantly

negative estimate for periods I and II of the overall period of the 1990s. These

results imply that banks that had increased loans to the real estate industry during

the land price boom of the late 1980s were more likely to terminate relationships

with their borrowing firms during the early 2000s, while banks with less capital

were more likely to do this during the 1990s. In Section 1.3, we suggest that

this difference in estimation results may be attributable to the differing financial

situation of Japanese banks in the two periods.

As for the relevance of our instrumental variables to the termination vari-

able, we conducted a F test for weak instruments. Table 1.3 reports the F statistics

for the null hypothesis that the instrumental variables are weak, based on the crit-

ical values presented by Stock and Yogo (2005). In subsample periods II and III,

our instrumental variable estimations do not suffer from the problem of weak in-

struments because the null hypothesis is rejected at the desired maximal sizes of

25% and 10%, respectively. On the other hand, in subsample periods I and IV, the

null hypothesis is not rejected. The effect of the bank variables on relationship ter-

minations in periods I and IV is smaller as expected, given the fact that in these

periods Japanese banks were not suffered from the problems of non-performing

loans and the low capital as much as periods III and IV, as discussed in Woo

(2003) and Uchino (2013). Because our interest is in the effects of bank-driven

terminations, we focus on periods II and III in the following analyses. We should

20Miyakawa (2010) and Nakashima and Takahashi (2017) explored the reason for relationship
terminations using a matched dataset for Japanese lending banks and listed firms. Ongena and
Smith (2001) and Farinha and Santos (2002) used Norwegian and Portuguese bank–borrower
matched data to examine the effect of the duration of bank–borrower relationships on relationship
terminations.
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Table 1.3: Estimation Results for the Relationship Termination
Equation

Period (I) (II) (III) (IV)
1991–1995 1996–2000 2001–2005 2006–2010

Dependent variable: CUT
Independent variables:
WEXPEstate 0.0002 -0.020 -0.347*** -0.055

(0.0489) (0.051) (0.059) (0.053)
WLEV -0.654* -0.482*** -0.0064 -0.029

(0.335) (0.123) (0.113) (0.141)
Lag INVEST 0.0003 0.022* -0.0001 0.005

(0.0026) (0.013) (0.0081) (0.006)
LEV 0.014*** 0.029*** 0.049*** 0.038***

(0.005) (0.006) (0.009) (0.008)
LIQUID -0.024*** -0.020*** -0.020** -0.014*

(0.005) (0.006) (0.008) (0.008)
Q -0.002 -0.005** -0.009*** -0.006**

(0.002) (0.002) (0.002) (0.003)
ROA 0.013 0.047 0.107*** 0.087***

(0.013) (0.033) (0.031) (0.025)
SALE 0.276 0.272 -0.246 0.691

(0.278) (0.480) (0.534) (0.578)
SIZE -0.071 -0.193*** -0.201* -0.218**

(0.060) (0.0703) (0.107) (0.106)
AGE 0.992*** 0.119 1.250*** 1.191***

(0.254) (0.209) (0.305) (0.259)
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Table 1.3: Estimation Results for the Relationship Termination Equation
(continued)

Period (I) (II) (III) (IV)
1991–1995 1996–2000 2001–2005 2006–2010

Dependent variable: CUT
Independent variables:
NUMBER 0.185 -0.300* -0.416** -1.481***

(0.126) (0.161) (0.200) (0.222)
EQUITY -0.073 -0.426** -0.886*** -1.462***

(0.145) (0.188) (0.323) (0.340)
CB -0.012 -0.038*** 0.023 -0.005

(0.009) (0.011) (0.022) (0.040)
CP 0.013 0.148*** 0.056 0.081

(0.032) (0.057) (0.112) (0.123)
Dummy Year and Ind. Year and Ind. Year and Ind. Year and Ind.
N 7510 10322 10365 9551
F-stat 2.09 8.57† 20.50‡ 1.11

Notes: We conducted an ordinary least squares estimation for termination equa-
tion (7) by including year and industry dummy variables. Robust standard errors
are in parentheses.*, ** and *** indicate 10%, 5% and 1% levels of significance,
respectively. † and ‡ indicate a 5% level of significance based on the critical values
at sizes 25% and 10%, respectively, as reported in Stock and Yogo (2005).
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note that at least in periods I and IV, we cannot correctly estimate the effect of

lender-driven terminations.

Regarding the estimation results for the firm characteristics, the one-period

lag of firm investment (INVESTi,t−1) has a significantly positive estimate only for

period II. This positive estimate implies that an increase in firm investment led

to it maintaining its existing relationships, thus reducing the decrease in bank

borrowings caused by the termination of its bank–borrower relationships.

The firm covariates of FIRMi,t−1, being the book leverage ratio (LEVi,t−1),

the return on assets (ROAi,t−1), and firm age (AGEi,t−1) all display significantly

positive estimates. These indicate that a highly leveraged and currently profitable

firm of advanced age is associated with a smaller rate of decrease in its termination-

related bank borrowings. In other words, such a firm has a greater tendency to

maintain its existing bank–borrower relationships.

On the other hand, the liquidity ratio (LIQUIDi,t−1), Tobin’s q (Qi,t−1),

and firm size (SIZEi,t−1) provide significantly negative estimates. The negative

estimates for these variables indicate that a smaller firm holding less liquid assets

with diminished future profitability is more likely to maintain its bank–borrower

relationships.

For the number of firm relationships with its banks (NUMBERi,t−1), we

observe that the estimated coefficients are significantly negative for periods II, III,

and IV. From these significant negative estimates, we infer that a borrowing firm

that depends on particular relationships more intensively is more likely to maintain

its existing relationships.

For the equity increase (EQUITYi,t−1), its coefficients were estimated to be

significantly negative for the period from 1996 to 2010. As for the two debt funding

sources, the results show a significantly negative estimate for corporate bonds

(CBi,t−1) and a significantly positive estimate for commercial paper (CPi,t−1) but

only in period II. From the negative estimates for the equity increase and corporate

bonds, we can infer that a firm that had more limited access to such external

funding sources was more likely to maintain its existing relationships, particularly

during the late 1990s. In contrast, the positive estimate for commercial paper
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indicates that a borrowing firm that had more limited access to the commercial

paper market is more likely to terminate its relationships with lending banks.

Given that only financially healthy firms can issue commercial paper, this could

serve as a suitable proxy for the issuing firm’s credit condition. If this were the

case, for a firm that could not easily issue commercial paper, its bank–borrower

relationships would be more likely to be terminated because of its relatively poor

credit condition.

1.2.3 Estimation Results for Investment

Tables 1.4 and 1.5 report estimation results using two instrumental variables

(WLEVi,tand WEXPEstatei,t ) on the pooled sample and the dynamic panel model,

respectively. Table 1.5 reports estimation results obtained using the year dummy

variables (Year) and the interaction terms between the industry and year dummy

variables (Year × Ind) in columns (i) and (ii), respectively.21 The interaction

terms, Year × Ind, are aimed at controlling for unobserved time-varying industry

effects on firm investment.

The two tables show that the termination variable (CUTi,t) has significantly

positive estimates only for period III (2001 to 2005), implying that the decrease in

firm investment was significantly affected by bank-driven relationship terminations.

Regarding the magnitude of the effect on firm investment, the point estimate is

approximately 0.3 in the dynamic panel model, as shown in Table 1.5. This means

that a 10% decline in bank loans as a result of lender-driven terminations led to a

decrease in firm investment on average by 3%.

This estimated impact on firm investment is substantially larger than that

in previous studies of credit supply shocks such as Amiti and Weinstein (2013).22

The reason that our estimated impact is larger than the previous studies is that our

21The p-values of the Arellano–Bond test for autocorrelation in the first-differenced errors are
reported in the bottom rows of Table 1.5. The results support the estimation assumption that
there is no serial correlation in the original error, εi,t.

22Amiti and Weinstein’s (2013) estimation results (in their Table ??) imply that a 10% decline
in bank loans as a result of their bank supply shocks induced a decrease in firm investment by
1.2% in the 1990s and by 0.5% in the 2000s for firms with a loan-to-asset ratio of 0.196, which
is its sample mean (see Appendix B in Amiti and Weinstein (2013)).



30

Table 1.4: Estimation Results for Firm Investment Equation:
The Pooled Instrumental Variable Estimation Method

Period (I) (II) (III) (IV)
1991–1995 1996–2000 2001–2005 2006–2010

Dependent variable: INVEST
Independent variables:
CUT -0.960 -0.205 0.626* 0.186

(0.973) (0.401) (0.365) (1.331)

INVESTt−1 -0.0003 0.108*** 0.065*** -0.023
(0.0742) (0.027) (0.021) (0.029)

LEV 0.013 -0.023 -0.074*** -0.047
(0.022) (0.018) (0.028) (0.050)

LIQUID 0.040 0.035** 0.075*** 0.017
(0.026) (0.017) (0.023) (0.034)

Q 0.005 0.010 0.013 0.022**
(0.006) (0.006) (0.010) (0.009)

ROA 0.429*** 0.256*** 0.191*** 0.432***
(0.139) (0.062) (0.067) (0.146)

SALE 3.070* 2.790* 3.500*** 3.339
(1.578) (1.493) (1.336) (2.341)

SIZE 0.166 -0.499*** -0.041 0.016
(0.162) (0.156) (0.218) (0.393)

AGE -0.723 -1.312** -4.448*** -5.495***
(1.186) (0.519) (0.874) (1.587)
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Table 1.4: Estimation Results for Firm Investment Equation: The Pooled
Instrumental Variable Estimation Method (continued)

Period (I) (II) (III) (IV)
1991–1995 1996–2000 2001–2005 2006–2010

Dependent variable: INVEST
Independent variables:

NUMBER -0.165 0.068 -0.291 0.373
(0.368) (0.311) (0.522) (1.889)

EQUITY 1.808*** 1.649*** 1.821** 2.409
(0.463) (0.464) (0.857) (2.464)

CB 0.017 0.022 0.125* -0.032
(0.025) (0.021) (0.068) (0.069)

CP -0.067 0.200** 0.055 -0.053
(0.126) (0.0856) (0.143) (0.279)

Year Dummy X X X X
Industry Dummy X X X X
N 7510 10322 10365 9551
Hansen J test 0.915 0.904 0.444 0.766
Anderson Rubin test 0.212 0.602 0.080 0.895

Notes: We conducted a pooled-instrumental-variable estimation to estimate
firm outcome equation (1) and included firm investment in a firm outcome
variable yi,t. Robust standard errors are in parentheses. *, **, and *** in-
dicate 10%, 5%, and 1% levels of significance, respectively. The p-value of the
Anderson-Rubin test is calculated by a bootstrap method, following Davidson
and MacKinnon (2014). Hansen J test indicates the p-value.
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Table 1.5: Dynamic Panel Estimation Results for the Firm Investment Equation
with Fixed Effects

Period (I) (II) (III) (IV)
Period 1991–1995 1996–2000 2001–2005 2006–2010

(i) (ii) (i) (ii) (i) (ii) (i) (ii)
Dependent variable: INVEST
Independent variables:
CUT 0.268 0.180 -0.169 -0.186* 0.231** 0.302** 0.229 0.157

(0.186) (0.177) (0.107) (0.113) (0.118) (0.119) (0.234) (0.186)

INVESTt−1 -0.009 -0.006 0.029 0.037* -0.020 -0.017 0.029 0.030
(0.057) (0.053) (0.020) (0.019) (0.020) (0.020) (0.028) (0.031)

LEV -0.350** -0.293** -0.211* -0.166 -0.058 -0.062 -0.021 -0.075
(0.162) (0.134) (0.118) (0.120) (0.156) (0.157) (0.235) (0.237)

LIQUID 1.167*** 1.094*** 0.904*** 0.801*** 0.345** 0.298* 0.242 0.180
(0.151) (0.145) (0.194) (0.191) (0.155) (0.171) (0.264) (0.278)

Q -0.005 -0.008 -0.013 -0.011 -0.011 -0.011 0.0009 -0.003
(0.005) (0.006) (0.013) (0.014) (0.021) (0.020) (0.0074) (0.007)

ROA 0.104 0.045 -0.067 -0.092 -0.021 -0.024 0.086 0.037
(0.198) (0.116) (0.065) (0.067) (0.061) (0.057) (0.130) (0.106)

SALE 0.436 -0.041 1.058 1.004 0.777 0.467 1.266 1.155
(0.948) (0.846) (0.857) (0.845) (1.189) (1.202) (2.270) (2.268)

SIZE -28.50*** -37.33*** -19.45*** -18.89*** -9.006** -12.88** -20.73*** -30.35***
(5.066) (6.004) (5.293) (5.553) (4.457) (5.216) (8.015) (8.667)

AGE 5.397 6.211 -12.68 -8.052 -19.42* -13.25 -8.322 -12.37
(17.34) (17.31) (10.78) (11.77) (11.62) (13.47) (10.86) (14.25)
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Table 1.5: Dynamic Panel Estimation Results for the Firm Investment Equation
with Fixed Effects (continued)

Period (I) (II) (III) (IV)
Period 1991–1995 1996–2000 2001–2005 2006–2010

(i) (ii) (i) (ii) (i) (ii) (i) (ii)
Dependent variable: INVEST
Independent variables:

NUMBER -2.572 -3.389 1.167 0.136 1.691 0.914 -3.506* -3.509
(3.386) (3.366) (1.620) (1.714) (1.895) (1.966) (1.988) (2.155)

EQUITY 0.401 0.348 0.327 0.379 0.757 0.549 -0.159 0.250
(0.424) (0.466) (0.340) (0.351) (0.790) (0.799) (0.879) (0.987)

CB -0.022 -0.029** -0.0002 0.0005 0.032 0.044 0.132** 0.102
(0.014) (0.014) (0.0133) (0.0134) (0.028) (0.027) (0.066) (0.066)

CP -0.030 -0.0007 0.099* 0.109* 0.214* 0.240** 0.110 0.045
(0.132) (0.1440) (0.056) (0.059) (0.120) (0.118) (0.103) (0.112)

Dummy Year Year× Ind. Year Year× Ind. Year Year× Ind. Year Year× Ind.
N 7258 7258 8970 8970 9330 9330 8699 8699
Numb. of IVs 202 337 202 337 202 337 202 337
Hansen test
(p-value) 0.009 0.104 0.551 0.545 0.024 0.337 0.087 0.169
Arellano-Bond
test for AR(1) 0.018 0.020 0.000 0.000 0.000 0.000 0.000 0.000
Arellano-Bond
test for AR(2) 0.407 0.388 0.926 0.989 0.389 0.491 0.426 0.419

Notes: We conducted the instrumental variable estimation of Arellano and Bond (1991), based on a dynamic
panel specification with firm fixed effects to estimate firm outcome equation (1) including firm investments in
a firm outcome variable yi,t. We used the lagged values of the firm covariates (FIRMi,t−k, k = 2, ..., 4), the
outcome variable (yi,t−k, k = 2, ..., 4), the termination variable (CUTi,t−k, k = 2, ..., 4), the bank leverage ratio
(WLEVi,t−1), and exposure to the real estate industry in 1989 (WEXPEstate

i ,t−1 ) as instrumental variables. Year
and Year × Ind. indicate time dummy variables and the cross terms of the time dummy and industrial dummy
variables, respectively. Robust standard errors are in parentheses. *, **, and *** indicate 10%, 5%, and 1%
levels of significance, respectively.
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bank supply shocks involve credit decreases induced by relationship terminations,

whereas their bank supply shocks involve credit decreases not only induced by

relationship terminations, but also within existing relationships.

Given the macroeconomic conditions of the early 2000s, as reported in Table

1.2, this estimate also implies a substantial effect on the real economy. The sample

average firm investment was only 0.42% during this period, but the average impact

of bank-driven terminations on firm investment is approximately −1.03%.23

As for period II (1996 to 2000), Tables 1.4 and 1.5 show that all estimated

coefficients for the termination variable are not significant, except in the dynamic

panel estimation with the industry-year dummies. We should note that the dy-

namic panel estimation for this period does not suffer from the weak instrument

problem, as demonstrated in the previous subsection. These estimation results for

period II imply that bank-driven terminations did not decrease firm investment

in the late 1990s, even though some existing studies, including Woo (2003) and

Watanabe (2007), have purportedly found evidence of a credit crunch during this

period. In Section 1.3, we consider why bank-driven terminations led to a decrease

in firm investment in the early 2000s but not in the late 1990s.

For periods I and IV, Tables 1.4 and 1.5 suggest that the termination vari-

able does not yield significant estimates. Given that bank exposure to the real

estate industry (WEXPEstatei,t ) and the bank book leverage ratio (WLEVi,t) are

weak instruments for the termination variable in these periods, as demonstrated

in the previous subsection, we cannot correctly infer the effect of relationship ter-

minations during these periods.

Table 1.4 also reports the p-value of the Anderson-Rubin test statistic for

the pooled-data estimation to show the robustness of the significance of the termi-

nation variable (CUTi,t). The Anderson-Rubin test allows us to test the significance

of the termination variable (bcut) in equation (1), ensuring robustness with respect

to the weak instrument problem. In this paper, following a restricted efficient boot-

strap method proposed by Davidson and MacKinnon (2014), we calculated the

23The average impact is calculated by bcut×CUTi,t in firm outcome equation (1). As reported
in Table 1.2, the sample averages of the termination variable (CUTi,t) and firm investment
(INVESTi,t) from 2001 to 2005 are −3.43% and 0.42%, respectively.
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bootstrap p-value of the Anderson-Rubin test statistic with 5,000 replications.24

The Anderson-Rubin test statistics show that for period III, the effects of relation-

ship terminations are significant at the 10% level, even after considering the weak

instrument problem, while for periods I, II and IV, they are not significant at any

conventional level.

We should note that compared with the results from the pooled sample

estimation, the results from the panel fixed effects model demonstrate the more

moderate effect of the termination variable in period III. This could be because the

pooled data (nonpanel setting) estimation does not control for unobserved factors

in the firm investment equation, and thus the estimates would have been biased,

as discussed in Subsection 1.3.4. Considering such estimation bias can arise from

the unobserved firms’ factors, we below focus on the estimation results based on

the dynamic panel model with firm fixed effects.

As for the firm covariates (FIRMi,t−1) in periods II and III, the estimates

are significant only for the liquidity ratio (LIQUIDi,t−1), firm size (SIZEi,t−1), and

commercial paper (CPi,t−1) in both year dummy specifications. For the liquidity

ratio, its estimated coefficients are positive, indicating that firms with a higher

liquid asset ratio were more likely to increase their investment. The negative esti-

mates for firm size imply that smaller firms tended to invest more. The commercial

paper variable displays positive estimates, indicating that firms that increased their

dependence on corporate bonds were more likely to increase investment.25

24Note that we do not use the bootstrap method to deal with the problem of a small sample
size. Davidson and MacKinnon (2014) proposed that one should not use confidence sets obtained
by simply inverting the Anderson-Rubin test because these would not have correct coverage,
irrespective of the sample size. They demonstrated that the confidence sets obtained by the
restricted efficient bootstrap method provided better coverage than that obtained by simply
inverting the Anderson-Rubin test. See Davidson and MacKinnon (2014) for a restricted efficient
bootstrap procedure.

25Gan (2007b) showed that collateral loss would lead to a decrease in firm investment. We also
included the collateral-to-loan ratio (defined as tangible assets over outstanding borrowings) as
well as the interest coverage ratio (defined by dividing EBIT, or the earnings before interest and
taxes, by total interest payments) into the investment function. Their estimated coefficients are
positive, albeit insignificant, indicating that firms facing decreases in the collateral-to-loan and
interest coverage ratios were more likely to decrease investment.
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1.2.4 Validity and Exclusion Restriction of Instruments

In our estimations thus far, we have used the weighted average of the

bank book leverage ratio (WLEVi,t) and bank exposure to the real estate industry

(WEXPEstatei,t ) as instrumental variables.

As we control both observed and unobserved firm factors using various firm

covariates and firm fixed effects in the panel regression, the two instruments are

expected to be orthogonal to the error terms. To investigate whether our instru-

mental variables satisfy the validity condition in estimating the dynamic panel

model with fixed effects, we conduct the C test, which is a variant of the Hansen

test of the overidentification restrictions on the bank instrumental variables.26

Table 1.6 reports the C test statistics for the orthogonality of our two in-

strumental variables in the dynamic panel model with firm fixed effects. The C

test statistics for the two instruments show that the null hypothesis of their or-

thogonality is not rejected at at the 5% significance level for all subsample periods.

This indicates that our estimation results thus far are not contaminated by the

endogeneity problem of the two bank instrumental variables.27

Another concern about the validity of our instrumental variables is whether

they satisfy the exclusion restriction. To investigate this issue, we test the signif-

icance of the instrumental variables by including them in the firm investment

equation. Thus, we find that the instrumental variables are not significant at the

10% significance level, which implies that the exclusion restriction is not violated.

26The C test statistic is the difference between two J statistics: one based on the full set
of overidentification restrictions and the other based on the subset of the restrictions in which
only the tested instrumental variables are removed. Under the condition that the subset of the
restrictions is satisfied, we test the null hypothesis that the removed instruments are orthogonal
to the error terms. The C test statistic has a χ2 distribution with degrees of freedom equal to
the number of instruments being tested under the null hypothesis.

27Tables 1.4 and 1.5 report the p-values for a Hansen test of the orthogonality condition in
the pooled sample and dynamic panel specifications, respectively. The p-values indicate that the
orthogonality condition is not rejected for almost all cases (the exceptions are the dynamic panel
specifications including the time dummy variables (Year) reported in 1.5).
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Table 1.6: Validity of Instruments

Period (I) (II) (III) (IV)
1991–1995 1996–2000 2001–2005 2006–2010

C test (p-value) with
year dummies 0.988 0.081 0.567 0.643
C test (p-value) with
year-industry dummies 0.537 0.239 0.918 0.210

Notes: The null hypothesis is that the two instruments, the bank leverage ratio
(WLEVi,t) and exposure to the real estate industry in 1989 (WEXPEstate

i ,t ), are
orthogonal to the error term in firm outcome equation (1) including firm invest-
ment in the firm outcome variable yi,t. The C test statistic has a χ2 distribution
with two degrees of freedom. The C test statistic is calculated on the basis of the
estimation results shown in Table 1.5.

1.3 Background Mechanism for the Termination

Effects

In the previous section, we found the following evidence. First, in the

first-stage regression, the bank leverage ratio was a significant determinant of re-

lationship terminations in the 1990s, while the bank exposure to the real estate

industry in 1989 was significant in the period of the early 2000s. As for the late

2000s, both instrumental variables were not significant determinants. Additionally,

only in periods II and III did we reject the weak instrument hypothesis. Second,

the lender-driven relationship terminations had significant negative effects on firm

investment but only in the early 2000s. In this section, we explore the reasons for

the differences in estimation results across the subsample periods.

1.3.1 Financial Background

In this subsection, we discuss the financial background that likely invoked

the differences in estimation results. One promising explanation of the difference

in the estimation results across each subsample period is that Japanese banks

faced low capital levels relative to the regulatory minimum in the 1990s, whereas

from the early 2000s onwards, they struggled to write off nonperforming loans

after meeting their capital standards. This difference would make the effects of
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terminations more significant in the early 2000s because they destroyed relation

specific assets in more tight relationships and the matching process was severely

inefficient in the early 2000s.

In 1988, bank regulators in major industrial countries agreed to standardize

capital requirements internationally, through the so-called Basel Accord. Subse-

quent to this, all Japanese banks struggled to meet these capital standards for

much of the 1990s. During this period in Japan, land and stock prices fell con-

tinuously. Consequently, many loans granted during the bubble period of the late

1980s became nonperforming, and bank capital gains, which are a component of

Tier II capital, decreased. Accordingly, banks that were more impaired and had

less capital issued additional subordinated debt to inflate their bank capital. They

were able to do so because, within the local Japanese rule governing capital re-

quirements, subordinated debt can be counted as Tier II capital, as pointed out

by Ito and Sasaki (2002) and Montgomery (2005).28

In the 1990s, this regulatory forbearance policy had caused Japanese banks

to engage in a “patching up” of their capital ratios (see, e.g., Shrieves and Dahl

(2003) and Peek and Rosengren (2005)). In the late 1990s, the attitude of the

Japanese government and regulatory authorities toward Japanese banks started

to change by allowing them to enter bankruptcy and by conducting capital injec-

tions. In evidence, in 1998 and 1999, the government of Japan decided to infuse

a large amount of capital into poorly capitalized banks in order to increase their

capital adequacy ratios. These large-scale public capital injections allowed almost

all Japanese banks to meet their capital standards (see, e.g., Watanabe (2007),

Allen et al. (2011), and Nakashima (2016) for the Japanese bank recapitalization

programs). However, the amount of nonperforming loans in Japanese banks only

started to decrease after the Financial Revitalization Program (hereafter, FRP), or

the so-called Takenaka Plan, was executed in 2002 (see Sakuragawa and Watanabe

(2009) for details).

28As shown by Skinner (2008), Japanese banks have also used deferred tax assets to compensate
for capital losses arising from unrealized losses on their holding stocks. This is because the
government allowed banks to account for their deferred tax assets as Tier I capital in 1998. Bank
managers at their discretion estimated subjectively the total amount of deferred tax assets.
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Before the execution of the FRP, the amount of nonperforming loans in-

creased continuously from the early 1990s to the late 1990s. In 2002, the maximum

was about 53 trillion yen. Generally speaking, in the 1990s, Japanese banks suf-

fered from low capital levels and thus struggled to increase their capital ratios,

while they did not completely solve the problem of nonperforming loans. Such a

financial background in the 1990s is probably one of the reasons that the bank

leverage ratio was a determinant of the relationship terminations that took place

during the 1990s but not the early 2000s, as demonstrated in Subsection 1.2.2.

It also explains why these terminations had significant effects in the early

2000s but not in the late 1990s, as demonstrated in Subsection 1.2.3. Japanese

banks were able to support some firms that were in need of funds by accumulating

nonperforming loans in the late 1990s (see Peek and Rosengren (2005) and Ca-

ballero et al. (2008)). Indeed, during this period, the decrease in the aggregate

amount of bank loans caused by terminations was relatively small compared with

those in the early 2000s (see the sample average of the termination variable in

Figure 1.5), though the number of terminations was much larger (see the number

of terminations in Figure 1.2). This also meant that it was more likely that less

important bank–firm relationships were terminated in the late 1990s, while in the

early 2000s, important relationships were also terminated. 29

The FRP did not allow the banks to meet their capital requirement by

engaging in regulatory capital arbitrage. It instead requested that the banks apply

a stricter standard than before when disclosing the amount of nonperforming loans

on their books. After the execution of the FRP in 2002, banks with impaired

capital actively pursued the write-off of their nonperforming loans. Consequently,

by 2005, the amount of nonperforming loans drastically decreased to about 20

trillion yen. This difference in bank financial background during the 1990s and

the early 2000s should be responsible for the estimation results that point to the

effect of bank-driven terminations on firm investment during the early 2000s, but

not the late 1990s.

Japanese banks had improved their capital quality and quantity before the

29The average loss of firm’s borrowing exposure due to one termination was about 6% in the
late 1990s, but increased to about 12% in the early 2000s.
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late 2000s. Thus, during the late 2000s, they remained financially sound and

retained their financial intermediation function in response to firm funds demand

amid the turmoil of the 2008 financial crisis (see Uchino (2013)). Such soundness

of Japan’s banking system is responsible for the estimation results indicating that

our two instrumental variables—as proxies for the impairment of bank balance

sheets—were not associated with the termination of bank–borrower relationships.

1.3.2 New Relationships

In this subsection, we present evidence that the condition of the bank loan

market was actually different between the late 1990s and the early 2000s, by an-

swering the following question: were firms immediately able to establish new rela-

tionships in response to these terminations? The bank-driven termination effects

should be mitigated if the borrowing firms that faced these bank-driven termina-

tions were immediately able to switch to other borrowing relationships. To in-

vestigate this question, we introduce the following discrete choice probit model of

the establishment of a firm’s new relationships in response to existing relationship

terminations:

MARRY i,t =

{
1 if zi,t ≥ 0,

0 if zi,t < 0,

zi,t = α + βMARRYi,t−1 + γ1CUTi,t + γ2CUTi,t−1 + Γ′FIRMi,t−1 + Λ′Dt + ui,t,(1.8)

where MARRYi,t denotes an indicator variable that takes a value of one if

firm i establishes a new relationship in fiscal year t. CUTi,t denotes termination

variable (2): the decreasing rate of firm i’s outstanding bank borrowings caused

by relationship terminations in fiscal year t. FIRMi,t−1 and Dt indicate a vector

of borrower-side covariates and year dummy variables, respectively.

We specify the model for relationship terminations and establishments as

shown in equations (7) and (8), respectively.30 To estimate the relationship switch-

30For the switching system, we assume that the stochastic error terms (eit, uit) in equations
(7) and (8) follow an identically distributed multivariate normal distribution N(0, Σ) for all
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ing system, we employ the bank leverage ratio (WLEVi,t) and bank exposure to

the real estate industry in 1989 (WEXPEstatei,t ) as instruments for the termination

variable.

Table 1.7 reports the estimation results for relationship establishment equa-

tion (8). This table clearly shows that the termination variable (CUTi,t) yields

significantly negative estimates for period II but not for period III. These results

imply that in the early 2000s, firms that faced bank-driven terminations did not

establish new relationships, while in the late 1990s, they were likely to do so im-

mediately.

These estimation results for the switching system provide a clearer picture of

the working mechanism linking bank–borrower relationships and firm investment

during the period from the late 1990s to the early 2000s. The results reported

in the previous section show that lender-driven relationship terminations affected

firm investment in the early 2000s but not in the late 1990s. The results for

the switching system in this section imply that in the late 1990s, finding new

relationships was likely to mitigate the negative shocks of bank-driven terminations

on investment. On the other hand, in the early 2000s, firm investments were

exposed to the negative shocks of bank-driven terminations, because they did not

establish new relationships.

Regarding period IV, the termination variable has a significantly positive

estimate. This implies that firms facing terminations experienced difficulties in

finding new relationships. However, as discussed in Subsection 1.2.2, we are unable

to infer correctly the effects of the terminations in period IV because of the weak

instrument problem.

The estimates of the coefficient on the one-period lag of the termination

variable (CUTi,t−1) are significantly negative for subsample periods II, III, and IV.

This result indicates that firms were able to establish new relationships at least

one year subsequent to experiencing relationship termination. In Subsection 1.4.3,

we reconsider the implications of the estimation results for the two termination

variables, CUTi,t and CUTi,t−1, when we analyze for how long the bank-driven

firms i, where Σ is not block diagonal between eit and uit.
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Table 1.7: Estimation Results for the New–Relationship Equation

Period (I) (II) (III) (IV)
1991–1995 1996–2000 2001–2005 2006–2010

Dependent variable: MARRY
Independent variables:
CUT -0.117 -0.063* -0.006 0.099***

(0.072) (0.038) (0.021) (0.017)

Lag CUT -0.010 -0.016* -0.014*** -0.019***
(0.012) (0.0090) (0.003) (0.007)

MARRY 0.369* 0.293*** 0.357*** 0.306***
(0.218) (0.0901) (0.040) (0.110)

Lag INVEST 0.0001 0.004*** -0.0005 -0.0006
(0.0012) (0.001) (0.0006) (0.0007)

LEV 0.009*** 0.007*** 0.008*** -0.001
(0.002) (0.001) (0.001) (0.003)

LIQUID -0.003* -0.003** -0.005*** -0.00005
(0.002) (0.001) (0.001) (0.00175)

Q -0.0011** -0.0007** -0.0003 0.0004*
(0.0005) (0.0003) (0.0003) (0.0002)

ROA 0.007 0.013*** 0.004 -0.006
(0.005) (0.004) (0.003) (0.005)

SALE 0.233** 0.309*** 0.175** -0.051
(0.116) (0.099) (0.077) (0.059)

SIZE 0.055** 0.035** 0.033** 0.026*
(0.028) (0.017) (0.013) (0.015)

AGE 0.014 -0.249*** -0.190*** -0.132*
(0.107) (0.055) (0.042) (0.070)



43

Table 1.7: Estimation Results for the New–Relationship Equa-
tion (continued)

Period (I) (II) (III) (IV)
1991–1995 1996–2000 2001–2005 2006–2010

Dependent variable: MARRY
Independent variables:
NUMBER -0.056 -0.007 -0.005 0.131***

(0.046) (0.040) (0.032) (0.037)

EQUITY 0.051 -0.002 0.085** 0.165***
(0.041) (0.037) (0.041) (0.045)

CB -0.009*** -0.010*** -0.006** -0.0005
(0.003) (0.002) (0.003) (0.0038)

CP 0.012 0.001 -0.004 -0.007
(0.017) (0.013) (0.013) (0.013)

Dummy Year Year Year Year
N 7507 10320 10345 9533

Notes: We conducted the pooled-instrumental-variable estimation
to estimate relationship-switching model (8). Robust standard errors
are in parentheses. *, **, and *** indicate 10%, 5%, and 1% levels
of significance, respectively.
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termination shocks lasted.31

For the one-period lag of the new relationship indicator (MARRYi,t−1), we

estimate the coefficients to be significantly positive. These positive estimates imply

that firms that were able to establish new relationships in year t−1 were more likely

to establish new relationships in year t; that is, the relationship establishment of

borrowing firms exhibits some persistence.

Estimation results for the firm covariates in switching equation (8) can be

summarized as follows: a firm that has a relatively strong funding need–that is,

large and highly leveraged with a low liquid assets ratio, but young with a high

growth rate of sales–is more likely to establish new bank–borrower relationships.

1.3.3 Continuing Relationships

In the previous subsection, we found that firms that faced bank-driven

terminations in the late 1990s immediately established new relationships, whereas,

in the early 2000s, it took those firms at least one year to find and establish

new relationships. The other possible alternative strategy for firms experiencing

terminations is to increase their borrowing from their existing relationships.

In this subsection, we investigate the following question: were firms that

faced bank-driven terminations immediately able to increase bank borrowings

within their existing relationships? To address this question empirically, we in-

clude the log-difference of the outstanding amount of bank loans defined in con-

tinuing relationships (CONTINUEi,t) in the outcome variable yi,t in equation (1).

To estimate equation (1), we conduct instrumental variable estimation based on

the dynamic panel specification with firm fixed effects, using the same instruments

(WLEVi,t and WEXPEstatei,t ) as in the previous analyses.

Table 1.8 reports the estimation results for each subsample period. Fo-

cusing on the difference between the financially distressed periods II and III, the

31We also estimated equations (7) and (8), by replacing the new relationship variable in year
t (MARRYi,t) with that in year t + 1 (MARRYi,t+1) as a dependent variable in equation (8).
Then we obtained the evidence that the coefficients on the termination variable in year t (CUTi,t)
are significantly negative for periods II and III. This implies that a firm that faced bank-driven
termination was able to establish a new relationship one year after the termination.



45

termination variable (CUTi,t) has a significantly negative estimate in period II but

not in period III. From these estimation results, we infer that in the late 1990s,

firms that faced bank-driven terminations were able to increase bank borrowings

promptly within their existing relationships, while in the early 2000s, similar firms

were unable to do the same.

Summing up the estimation results for the firm covariates, we note that a

highly leveraged firm with diversified debt financing, that has many relationships

and easy access to corporate bond markets, was more likely to decrease its bank

borrowings within its continuing relationships.

1.3.4 Asymmetric Information Problem and the Termina-

tion Effect

In the above, we showed that the termination effect was significant in the

early 2000s, when firms facing termination were generally unable to find alternative

funding sources. However, theoretical models (Den Haan et al. (2003), Wasmer

and Weil (2004), and Becsi et al. (2005; 2013)) predicted that the effect of termi-

nations should vary depending on the extent of asymmetric information problems.

To investigate this point, we estimate the termination effect by dividing our sam-

ple into different subsamples based on two proxies for the degree of asymmetric

information problem that a firm faces. The first proxy is firm size, defined as the

total book value of assets, and the second proxy is the issue of corporate bonds.

The reason that we use corporate bond issues to proxy the degree of the

asymmetric information problem is that in Japan, not all firms are easily able to

issue corporate bonds because there is no liquid junk bond market. Accordingly,

Japanese firms need to have established a good reputation in financial markets

before they can issue bonds. Therefore, the issue of corporate bonds serves as a

proxy for the degree of establishment of a firm’s reputation in funding markets; in

other words, we can consider Japanese firms issuing corporate bonds to be those

relatively less affected by asymmetric information problems.

Table 1.9 reports the estimated coefficients obtained by dividing our sample
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Table 1.8: Estimation Results for the Firm Borrowing in a Continuing
Relationship

Period (I) (II) (III) (IV)
1991–1995 1996–2000 2001–2005 2006–2010

Dependent variable: CONTINUE
Independent variables:

CUT -0.514 -0.953*** 0.0537 -0.447
(0.778) (0.342) (0.296) (0.338)

Lag CONTINUE -0.0598** -0.0548*** -0.0715*** -0.106***
(0.0240) (0.0202) (0.0191) (0.0185)

LEV -0.829* -1.149** -0.415*** -1.728***
(0.457) (0.536) (0.115) (0.436)

LIQUID 0.384 -0.195 -0.0263 0.512
(0.389) (0.437) (0.334) (0.340)

Q -0.0386 0.0528 0.0855* 0.124***
(0.0252) (0.0448) (0.0454) (0.0457)

ROA -0.454 -0.313* -0.343*** -0.230
(0.328) (0.179) (0.106) (0.153)

SALE 0.660 3.823 -3.434 -0.356
(2.315) (3.229) (2.432) (2.167)

SIZE -50.46*** 3.628 -22.47* -14.95
(18.03) (18.97) (12.41) (16.67)

AGE 40.96 -60.04 -21.21 -3.996
(56.47) (39.56) (27.91) (16.83)
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Table 1.8: Estimation Results for the Firm Borrowing in a Continuing Relation-
ship (continued)

Period (I) (II) (III) (IV)
1991–1995 1996–2000 2001–2005 2006–2010

Dependent variable: CONTINUE
Independent variables:
NUMBER -22.80** -27.48*** -18.50*** -18.29***

(9.561) (7.423) (5.725) (5.929)

EQUITY -1.742 0.585 -2.821 -3.571
(1.644) (1.372) (2.036) (2.237)

CB -0.490*** -0.646*** -0.602*** -0.633***
(0.0807) (0.0928) (0.102) (0.112)

CP -0.0757 -0.0844 0.578 0.610
(0.353) (0.293) (0.402) (0.503)

Dummy Year × Ind. Year × Ind. Year × Ind. Year × Ind.
N 7293 9296 9668 9023
Hansen Test
(p-value) 0.032 0.111 0.149 0.015
Arellano–Bond
test for AR(1), p-value 0.000 0.000 0.000 0.000
Arellano–Bond test
for AR(2), p-value 0.661 0.592 0.820 0.231
Num. of IVs 292 292 292 292

Notes: We conducted the instrumental variable estimation with dynamic panel model
of Arellano and Bond (1991) to estimate firm outcome equation (1), and included firm
borrowings within its continuing relationships in a firm outcome variable yi,t. We used
the lagged values of the firm covariates (FIRMi,t−k, k = 2, 3), the independent variable
(yi,t−k, k = 2, 3) and the termination variable (CUTi,t−k, k = 2, 3), and two bank variables
(WLEVi,t−1 and WEXPEstate

i ,t−1 ) as instrumental variables. Year × Ind. indicate time
dummy variables and the cross terms of the time dummy and industrial dummy variables,
respectively. Robust standard errors are in parentheses. *, **, and *** indicate 10%,
5%, and 1% levels of significance, respectively.
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for 2001–05 based on firm size or the issue of corporate bonds.32 For firm size, we

split the sample into three different subsamples based on the total book value of

assets as of the beginning of fiscal year 2001, and report the estimation results for

each subsample in the first to third columns. The estimated effects of termination

are significant for small- and medium-sized firms but not for large firms. This

coincides with the prediction of the theoretical models: large firms suffer less from

asymmetric information problems and hence are relatively easily able to find an

alternative funding source. This suggests the mitigation of the effect of bank-driven

terminations for large firms.

The estimation results for the subsamples of firms with and without cor-

porate bonds are in the fourth and fifth columns in Table 1.9, respectively. The

estimate for the termination variable is not significant for firms issuing corporate

bonds but is significant for firms without them. These results imply the mitigating

effects of bank-driven terminations for firms that have established some reputation

in credit markets by issuing corporate bonds. Our empirical analysis conducted in

this subsection reveals the importance of the asymmetric information problem in

examining the effect of bank-driven terminations.

1.3.5 A Background Mechanism for the Termination Effect

The above estimation results provide a clearer insight into the background

mechanism for the bank-driven termination effect on firms facing relationship ter-

minations. In the late 1990s, when less important relationships for borrowing

firms were terminated and bank-driven relationship terminations had no signifi-

cant effects on firm investment, firms facing relationship terminations were able

to switch to new relationships immediately or to increase their borrowings within

their existing relationships to meet their demand for loans. Meanwhile, in the

early 2000s, when more important relationships for borrowing firms were termi-

nated and bank-driven relationship terminations exerted significant effects on firm

investment, these firms were unable to make up for the lack of funding result-

32We report the estimation results based on period III of the early 2000s only. For the other
subsample periods I, II and IV, we did not identify any significant effect on firm investment, even
if we split the subsamples based on the two asymmetric information proxies.
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Table 1.9: Termination Effect with Different Firm Size and Corporate Bond
Market Access in 2001–2005

Firm Size Corporate Bond
Small Medium Large Without CB With CB

Dependent variable: INVEST
Independent variable:
CUT 0.300* 0.424* 0.083 0.344** 0.092

(0.178) (0.225) (0.120) (0.144) (0.098)
Dummy Year Year Year Year Year
N 2779 3108 3215 5843 3487
Hansen test (p-value) 0.112 0.496 0.234 0.095 0.278
Arellano-Bond
test for AR(1), p-value 0.009 0.016 0.030 0.000 0.067
Arellano-Bond
test for AR(2), p-value 0.050 0.589 0.824 0.103 0.200

Notes: We conducted the instrumental variable estimation of Arellano and Bond (1991),
based on a dynamic panel specification with firm fixed effects to estimate firm outcome
equation (1) including firm investments in a firm outcome variable yi,t. We used the
lagged values of the firm covariates, the outcome variable, and the termination vari-
able as instrumental variables. Parameter estimates are obtained by also using the
bank leverage ratio (WLEVi,t−1) and bank exposure to the real estate industry in 1989
(WEXPEstate

i ,t−1 ) as instruments. Other independent variables are included in our esti-
mation but not reported in the table. Corporate bonds includes both straight and
convertible bonds. *, **, and *** indicate 10%, 5%, and 1% levels of significance,
respectively. Robust standard errors are in parentheses.
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ing from relationship termination. In addition, such real effects of bank-driven

terminations were more pronounced for relatively small firms facing more severe

asymmetric information problems.

1.4 Extensions and Robustness Check

This section extends our analysis of the bank-driven terminations of rela-

tionships by conducting a robustness check. In particular, we develop our empirical

analysis for period III, or the sample period from 2001 to 2005, when the decrease

in borrowings because of lender-side terminations led to a decrease in firm invest-

ment. All analyses of firm investment in this section employ the dynamic panel

model with firm fixed effects.

1.4.1 Bank Loan Changes in Terminations and Existing

Relationships

In Section 1.2, we found that bank-driven terminations negatively affected

firm investment. However, these results do not necessarily imply that a termination

has a more significant effect on firms’ investment than a change in the borrowing

within existing relationships.

To show more clearly that the termination variable contains more important

information about financial frictions–that is, search frictions in credit markets and

the loss of relation-specific assets–that firms are facing, we run the dynamic panel

regression by adding one variable, CONTINUELOANi,t , to the baseline model with

firm fixed effects. This variable is defined as follows:

CONTINUELOAN
i,t = 100×

∑
j∈Bi,t−1

(Xi,j,t − Xi,j,t−)δ
C
i,j,t∑

j∈Bi,t−1
Xi,j,t−

, (1.9)

where δCi,j,t denotes an indicator variable that takes a value of one if a relationship

continues.

In addition, we also include the interaction term, CONTINUELOAN *

DECREASEi,t, of the variable CONTINUELOANi,t and the indicator variable for firms
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with decreasing bank loans, DECREASEi,t: DECREASEi,t = 1 if CONTINUELOANi,t <

0, and otherwise DECREASEi,t = 0. Thus, focusing on the estimated coefficients

on the two variables, CONTINUELOANi,t and CONTINUELOAN ∗ DECREASEi,t, we

directly compare the effect of losses in credit through bank-driven terminations

with that of decreases in credit within continuing relationships. Table 1.10 reports

the dynamic panel estimation results.33

The estimation results indicate that the termination variable (CUTi,t) has

a significant effect on a firm’s investment, whereas changes in borrowings within

continuing relationships (CONTINUELOANi,t ) does not. Furthermore, we find that

the coefficient on the termination variable (CUTi,t) is significantly larger than the

sum of those on CONTINUELOAN ∗DECREASEi,t and CONTINUELOANi,t at the 5%

significance level by conducting the Wald test. This indicates that bank-driven

terminations would have larger effects on firm investment than decreases in bank

borrowings within continuing relationships.

The larger impact of relationship terminations on firm investment coincides

with our hypothetical prediction that a termination of relationships provokes a

significant effect on firm investment, while a decrease in loans within existing

relationships has a relatively small effect, because firms expect that they may be

able to finance investment through existing relationships without suffering from

search frictions and the loss of relation-specific assets.

1.4.2 Supply-side Effects and Firms with Increasing Bank

Loans

Another concern is that the results for the negative effect of the termination

variable, as shown in Section 1.2, may have been obtained because our termination

variable, CUTi,t, served as a variable that only picked up distressed firms whose

33To estimate the dynamic panel model with the additional two bank loan variables, we used
the intensity and duration of bank-borrower relationships as their instruments. The intensity is
defined as the average of the firm’s borrowing exposure to a particular bank, and the duration
is defined as the weighted average of the durations of the firm’s relationships, where the weight
is defined as each firm’s borrowing exposure to a lending bank. For the intensity, we also used
each firm’s maximum borrowing exposure to its main bank, but the results did not qualitatively
change.
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Table 1.10: Estimation Results with Growth Rates of Bank
Loans in Continuing Relationships and New Relationships

(III) 2001–2005
Dependent variable: INVEST
Independent variables:
CUT 0..287***

(0.100)

CONTINUELOAN 0.001
(0.927)

CONTINUELOAN*DECREASE 0.094*
(0.078)

N 9330
Dummy Year × Industry
Num. of IVs 614
Hansen test (p-value) 0.855
Arellano-Bond test for AR(1), p-value 0.000
Arellano-Bond test for AR(2), p-value 0.411

Notes: We conducted the instrumental variable estimation of
Arellano and Bond (1991), based on a dynamic panel spec-
ification with fixed effects to estimate firm outcome equation
(1) including firm investment in the firm outcome variable yi,t.
We used the lagged values of the firm covariates (FIRMi,t−k,
k = 2, ..., 7), the outcome variable (yi,t−k, k = 2, ..., 6), the ter-
mination variable (CUTi,t−k, k = 2, ..., 8), the continue variable
(CONTINUELOAN

t−k and CONTINUELOAN*DECREASEt−k, k =

2, ..., 8 ), the two bank variables (WLEVi,t−1 and WEXPEstate
i ,t−1 ),

the intensity and duration of relationships as instrumental vari-
ables. Other independent variables are included in our estima-
tion but not reported in the table. Robust standard errors are
in parentheses. *, **, and *** indicate 10%, 5% and 1% levels
of significance, respectively.
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bank borrowings decreased. If this is the case, then the estimation results do not

show evidence of supply-side effects.

We conduct another analysis to show that the estimated coefficients on the

termination variable accurately capture supply-side effects. To this end, we only

use a select sample of firms with increasing bank loans in year t. If bank-driven

terminations still exert significant effects on a firm’s investment for this selected

sample, it implies that the negative effects of bank-driven terminations on firm

investments are more likely to be due to bank supply shocks because this test is

based on relatively viable firms with stronger fundamentals and thus increasing

bank loans.

Table 1.11 shows the estimation results obtained using the selected sam-

ple. The estimated coefficient on the termination variable (CUTi,t) is significantly

positive even in the selected sample. This indicates that the termination vari-

able is more than a simple label for distressed firms whose outstanding borrowing

decreases; hence, our estimated effects of bank-driven terminations succeed in cap-

turing bank supply shocks.

1.4.3 Persistence of the Termination Effect

In this subsection, we examine how long the bank-driven termination ef-

fects last. This experiment is then the flip side of that hypothesis developed in

Subsections 1.3.2 and 1.3.3, in which we sought to determine whether firms that

face bank-driven terminations could find alternative funding for their investments

by establishing new relationships or increasing their borrowings within their exist-

ing relationships. If bank-driven termination effects on firm investment disappear

within a year after termination, we could infer that these firms are able to finance

their investments by establishing new relationships or increasing their borrowings

within their existing relationships. To estimate the persistence of the bank-driven

termination effect, we include not only the contemporaneous but also four-year

lags of the termination variable as independent variables.

Table 1.12 reports the estimated coefficients on the contemporaneous and

four-year lags of the termination variable. The estimated termination effect on
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Table 1.11: Estimation Results for Firms with Increasing Bank Loans

(III) 2001–2005
Dependent variable: INVEST Firms with Increasing Loans
Independent variables:
CUT 0.326**

(0.146)
N 3930
Dummy Year
Num. of IVs 307
Hansen test (p-value) 0.229
Arellano–Bond test for AR(1), p-value 0.003
Arellano–Bond test for AR(2), p-value 0.926

Notes: We conducted the instrumental variable estimation of Arellano and
Bond (1991), based on a dynamic panel specification with fixed effects to esti-
mate firm outcome equation (1) including firm investment in the firm outcome
variable yi,t only for firms with increasing bank loans. We used the lagged
values of the firm covariates (FIRMi,t−k, k = 2, ..., 4), the outcome variable
(yi,t−k, k = 2, ..., 4), the termination variable (CUTi,t−k, k = 2, ..., 6), and
two bank variables (WLEVi,t−1 and WEXPEstate

i ,t−1 ) as instrumental variables.
Other independent variables are included in our estimation but not reported in
the table. Robust standard errors are in parentheses. *, **, and *** indicate
10%, 5% and 1% levels of significance, respectively.
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Table 1.12: Persistence of the Bank-driven Relationship Terminations in
2001–2005

Dependent variable: INVEST
Independent variable: CUTit CUTit−1 CUTit−2 CUTit−3 CUTit−4

0.219** 0.006 -0.008 -0.003 -0.006
(0.116) (0.047) (0.049) (0.037) (0.033)

Dummy Year
N 8073
Numb. of IVs 520
Hansen test(p-value) 0.19
Arellano–Bond test for AR(1), p-value 0.000
Arellano–Bond test for AR(2), p-value 0.331

Notes: We conducted the instrumental variable estimation of Arellano and Bond
(1991), based on a dynamic panel specification with firm fixed effects to estimate
firm outcome equation (1) including firm investments in a firm outcome variable
yi,t. We used the lagged values of the firm covariates (Firmi,t−k, k = 2, ..., 9),
the outcome variable (yi,t−k, k = 2, ..., 4), and the termination variable (CUTi,t−k,
k = 2, ..., 8) as instrumental variables. Parameter estimates are obtained by also
using the bank leverage ratio (WLEVi,t−1) and bank exposure to the real estate
industry in 1989 (WEXPEstate

i ,t−1 ) as instruments. Other independent variables are
included in our estimation but not reported in the table. Robust standard errors
are in parentheses. *, **, and *** indicate 10%, 5%, and 1% levels of significance,
respectively.

firm investment is not significant for the four lags of the termination variable,

but still significant for the contemporaneous value. From these estimation results,

we suggest that the bank-driven termination effect on firm investment lasts for

no longer than one year. This implies that firms facing relationship terminations

can obtain financing for investment by establishing new relationships or increasing

borrowings within their existing relationships at least one year later.

1.4.4 Sorting Effects

As discussed in Subsection 1.1.4, we controlled for sorting effects of rela-

tionship terminations using firm fixed effects in the dynamic panel specification of

firm investment. In this subsection, we demonstrate that our estimated termina-

tion effects are still robust even if we assume that the sorting effects could not be

fully controlled by the firm fixed effects only. To this end, we directly weaken the
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Table 1.13: Termination Effects with Different Weights in 2001–2005

Past Years Equal Weights
wi,j,1997 wi,j,1998 wi,j,1999 All Subsample

Dependent variable: INVEST
Independent variable: CUT

0.182* 0.169* 0.241* 0.239** 0.183**
(0.083) (0.091) (0.120) (0.114) (0.081)

Year × Ind. Dummy X X X X X
N 8126 8404 8714 9330 5471
Hansen test
(p-value) 0.375 0.162 0.264 0.191 0.726
Arellano–Bond
test for AR(1), p-value 0.000 0.000 0.000 0.000 0.001
Arellano–Bond
test for AR(2), p-value 0.493 0.490 0.810 0.474 0.769

Notes: See Subsection 1.4.4 for definition of the five weighting variables: wi,j,1997,
wi,j,1998, wi,j,1999. For the equally-weighted variable shown in columns 5 (subsam-
ple), we estimate the firm investment equation based on the the subsample of firms
whose number of lenders is above the median value (this median value is six) of all
samples. We conducted the instrumental variable estimation of Arellano and Bond
(1991), based on a dynamic panel specification with firm fixed effects to estimate
firm outcome equation (1) including firm investments in a firm outcome variable
yi,t. We used the lagged values of the firm covariates, the outcome variable, and the
termination variable as instrumental variables. Parameter estimates are obtained
by also using the bank leverage ratio (WLEVi,t−1) and bank exposure to the real
estate industry in 1989 (WEXPEstate

i ,t−1 ) as instruments. Other independent variables
are included in our estimation but not reported in the table. *, **, and *** indicate
10%, 5%, and 1% levels of significance, respectively.
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sorting effects in the weighting variable (4), wi,j,t−1, which is defined as firm i’s

borrowing exposure to its borrowing bank j in the previous year t− 1.

In our causal analysis, the endogeneity issue of the sorting effects involves

using the weighting variable wi,j,t−1 to construct the two instrumental variables,

as expressed in (5) and (6). By definition, the sorting effects are weaken if the

weighting variable is defined in a more distant relationship in the past and with a

more equal weight. Given this insight, we take two approaches: one is using firm’s

exposure to its borrowing bank in a more distant year, such as wi,j,1997 and wi,j,1998,

for the empirical analysis of period III from 2001 to 2005. The other is using a firm

i’s equally-weighted borrowing exposure to its all borrowing banks, defined more

specifically as wi,j,t−1 = wequali,t−1 = 100
Number of Lenders at t−1

. For the equally-weighted

variable, we also estimate the firm investment equation based on the the subsample

of firms whose number of lenders is above the median value (this median value is

six) of all samples, because the sorting effects would be more diluted as the number

of lenders increases.

Table 1.13 reports estimation results based on the two instruments con-

structed with three weighting variables at fixed previous years 1997, 1998 and

1999, wi,j,1997, wi,j,1998 and wi,j,1999 and the equally-weighted variables, wequali,t−1 . In

this table, the fourth and fifth column show the result for all samples and the

subsample, respectively. The estimated termination effect on firm investment is

still significant and does not qualitatively change even if we use all the alternative

weighting variables. This suggests that our estimated termination effects thus far

are robust to a probable cause of the sorting effects in our empirical framework.

1.5 Conclusion

This paper exploits the characteristics of a matched sample that allows us

to identify the terminations of bank–borrower relationships, thereby examining

the effect of terminations driven by lending banks on the investment of borrowing

firms. Using a matched dataset for Japanese lending banks and listed firms from

1991 to 2010, we obtain two substantive conclusions.
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First, banks with larger exposures to the real estate industry during the

bubble economy of the late 1980s were more likely to terminate their relationships

in the early 2000s when the Japanese government obliged banks to dispose of their

nonperforming loans promptly and relatively important relationships for borrowing

firms were terminated. Such bank-driven terminations had about a one-year lasting

effect on firm investment, such that a 10% decline in bank borrowings because of

bank-driven terminations would decrease firm investment by 3.0%. While firm

investment in the early 2000s increased by only 0.42% on average, the average

impact of the bank-driven terminations was −1.03%. The impact of terminations

on a firm’s investment is then substantial and more significant, compared with

the impact of changes in borrowings within continuing relationships. Therefore,

terminations of bank–borrower relationships matter per se.

Second, this bank-driven termination effect is significant during the period

when borrowing firms that faced termination had difficulty in immediately locating

other financing sources for investment by establishing a new relationship or increas-

ing borrowings within their existing relationships. Moreover, this tendency is more

substantial for smaller firms facing severe asymmetric information problems. The

early 2000s in Japan saw such dysfunction in the credit market.

These results provide us with an understanding of the extent to which

search frictions in credit markets and the collapse of relation-specific assets would

cause the problem of credit undersupply in a developed economy, thus creating

rich implications for the design of regulation policy for banks. For example, if

banks with impaired assets are more likely to terminate relationships and firms

facing these terminations are forced to decrease investment, we may avoid such

behavior by designing the regulation for excessive risk-taking by banks. We do

think that understanding the magnitude of the bank-driven termination effect and

its background mechanism is an effective step in considering a way to mitigate the

credit undersupply.
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Chapter 2

Risk-Taking Channel of

Unconventional Monetary Policies

in Bank Lending

After the 2007–2008 financial crisis, the turmoil in the financial markets

and contracting real economy led central banks in developed countries to lower

their monetary policy rates effectively to zero. However, the zero lower bound of

interest rates hindered the ability of central banks to maintain the inflation rate

around their target levels or to stimulate the economy. To overcome this situation,

central banks introduced unconventional policy measures such as purchasing long-

term government bonds and commercial papers as well as introducing negative

interest rates on central bank deposits.

Since the introduction of such unconventional monetary policies, a growing

strand of the literature has empirically investigated their effects on asset markets

and the real economy.1 However, the existing literature does not fully examine

how such policies affect the real economy in terms of the bank lending channel.

In this study, we thus examine whether and how unconventional monetary policy

affects bank lending behavior by providing micro-level evidence based on loan-level

1Previous studies of the effect of unconventional monetary policy have mainly used aggregate
data as well as the vector autoregression (VAR) or event study methods. See, for example, Joyce
et al. (2012) for a survey of empirical research on unconventional policy effects.

60
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matched data on Japanese banks and their borrowing firms.

Concern about banks’ risk-taking channels has risen given that the period

leading up to the 2007–2008 financial crisis was characterized by low monetary

policy rates and low inflation in developed countries. The literature on risk-taking

channels has examined the link between banks’ excessive risk-taking in lending and

conventional monetary policy in the period before the crisis, during which central

banks kept their policy rates at low levels to stabilize inflation and output.2

Recent theoretical studies demonstrate that a lower monetary policy rate

plays a critical role in driving excessive leverage and risk-taking in lending to firms

with higher credit risks (see Allen and Gale (2000, 2003, 2007), Adrian and Shin

(2011), Acharya and Naqvi (2012), Diamond and Rajan (2012), Dell’Ariccia et al.

(2014) and Martinez-Miera and Repullo (2017)).3 In addition, recent evidence sup-

ports this theoretical prediction about the effect of conventional monetary policy

(Maddaloni and Peydró (2011, 2013), Altunbas et al. (2014), Buch et al. (2014),

Jiménez et al. (2014), Ioannidou et al. (2015), Dell’Ariccia et al. (2016)).4

This theoretical and empirical research warns that easing monetary policy

encourages banks to lend more to firms with higher credit risks as well as stim-

ulates the so-called credit channel (i.e., the conventional bank lending channel)

2While previous research has summarized the risk-taking channel in the context of credit risks,
documenting that banks tend to make riskier loans when monetary policy rates are low, some
empirical studies focus on financial intermediaries’ search for yields mechanisms in the context of
duration risk or mismeasurement of credit risks. See, for example, Becker and Ivashina (2015),
Chodorow-Reich (2014), and Hanson and Stein (2015) for the empirical analyses of US financial
intermediaries’ search for yields under the Fed’s low interest rate policy. In an international
context, Bruno and Shin (2015) found that US monetary policy easing increases cross-border
banking capital flows as well as the leverage of international banks.

3The Allen and Gale models elucidate the links among a lower monetary policy rate, credit
booms, and asset price bubbles due to bank agency problems. Adrian and Shin (2011), Acharya
and Naqvi (2012), and Diamond and Rajan (2012) showed the link between conventional mone-
tary policy and excessive risk-taking when lending based on moral hazard problems. Dell’Ariccia
et al. (2014) showed that the effect of changes in policy rates on banks’ credit risk-taking de-
pends on the endogenous response of banks’ leverage to changes in policy rates; hence, the effect
is ambiguous.

4See Maddaloni and Peydró (2011), Altunbas et al. (2014), Buch et al. (2014), and
Dell’Ariccia et al. (2016) for empirical analyses using data from the United States. For a
study of the risk-taking channel in the euro area and Spain, see Maddaloni and Peydró (2013)
and Jiménez et al. (2014), respectively. Ioannidou et al. (2015) examined the credit risk-taking
channel in Bolivia.
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because of bank and firm balance sheet effects.5 In contrast to previous research

on banks’ credit risk-taking under conventional monetary policy, we aim to un-

cover the channel through which unconventional monetary policy increases banks’

credit risk-taking in lending.

This study contributes to the strand of the literature on monetary policy

in two main aspects. First, we investigate the effects of monetary policy on risk-

taking behavior based on unconventional monetary policy shocks that are carefully

extracted and disentangled by using financial market data by taking into account

their characteristics as a news shock. Second, we exploit bank-firm matched loan

data in Japan, where various unconventional policies have been employed for over

15 years and have suffered from problems in the banking sector. Hence, the inter-

action effects between monetary policy and banks’ risk-taking in Japan provide us

with important policy implications, even for other economies that have conducted

unconventional monetary policies since the 2008 financial crisis.

By using the Japanese bank-firm matched data, we find that a rise in the

share of the unconventional assets held by the Bank of Japan (BOJ) increases

lending to firms with a lower distance-to-default ratio from banks with lower liquid

assets and a higher risk appetite. On the contrary, a monetary base shock of

increasing the BOJ’s balance sheet size does not have such heterogeneous effects.

We also find that interest rate cuts stimulate lending to risky firms from banks

with a higher leverage ratio and risk appetite.

The chief difficulty in identifying the extent to which unconventional policy

affects bank lending is how to extract the exogenous shocks of such monetary

policy. In this study, we thus focus on three types of shocks, namely short-term

interest rate shocks, monetary base shocks, and composition shocks. Although

previous studies have not fully disentangled the different effects of unconventional

policies, it is implausible to consider that a single type of monetary policy shock

is sufficient to describe the effects of unconventional policies on the economy.6

5See Bernanke and Blinder (1988, 1992), Kashyap and Stein (2000), and Jiménez et al. (2012)
for banks’ balance sheet effects. See Bernanke and Gertler (1995) for firms’ balance sheet effects.

6Few studies have investigated the issue of disentangling multiple monetary policy shocks.
For example, Campbell et al. (2012) showed that the forward guidance shocks of the Fed can
be categorized into two types of monetary policy shocks, namely Delphic and Odyssean shocks.
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Indeed, the changes in the balance sheet of the BOJ provide us with a leading

case of unconventional monetary policy measures that have been introduced since

the late 1990s. Figure 2.1 shows the year-on-year growth rate of the monetary

base (calculated as the log-difference multiplied by 100 to show it on a percentage

basis), the ratio of unconventional assets to total assets held by the BOJ and the

policy interest rates (i.e., overnight call rates) from March 1999 to March 2015.

This figure illustrates the massive growth in the monetary base in the early 2000s

and decline in 2007, with another increase after the implementation of quantitative

and qualitative monetary easing (hereafter, QQE) in 2013. We should also note

a sharp increase in the ratio of risky assets to its total assets in the post-2013

period. In other words, the recent expansion of its assets appears different from

that in the 2000s. Hence, Figure 2.1 suggests that using only one policy measure

is insufficient to capture the effects of unconventional monetary policy.

Previous research has noted that disentangling the different effects of un-

conventional monetary policies is complicated. For example, the event study ap-

proach, which is often used to examine the impact of unconventional monetary

policy, does not explicitly disentangle the effects of different policies because some

measures are implemented at the same time. Even if we exploit financial market

information by exploring a high-frequency dataset, this approach would be insuf-

ficient to disentangle the effects of different policies, as it does not directly map

monetary policy tools onto surprise variables.

Furthermore, unconventional monetary policy shocks are a type of news

shock. In other words, while central banks including the BOJ and Fed announce

the schedule of the purchase of government bonds on a policy meeting day, the

observable economic variable reacts to the change slowly (see Nakashima et al.

(2017)).7 Therefore, if we used only aggregate variables such as the monetary base

Swanson (2015) also investigated the effects of unconventional monetary policy by disentangling
large-scale asset purchase shocks from forward guidance shocks. In our study, building on the
work of these two studies, we map different policy shocks onto different policy measures. Fur-
thermore, we do not focus on only forward guidance shocks. See Section 2.2 for more details on
our identification strategy.

7Nakashima et al. (2017) identified one type of conventional policy shock, namely short-term
interest rate shocks, and two types of unconventional policy shocks, namely monetary base and
composition shocks. They identified the two unconventional policy shocks as news shocks that
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Figure 2.1: Monetary Base, Unconventional Assets and Call rate

Notes: The dark gray line indicates the ratio of unconventional assets to the total asset held by the

Bank of Japan shown on a percentage basis. The black solid line indicates year-on-year growth

rate of monetary base, which is calculated as the log-difference, shown on a percentage basis. The

dotted line indicates the call rate in percentage on the left-vertical axis. Unconventional Assets

include the exchange-traded fund (ETF), real estate investment trust (REIT), corporate bonds,

commercial papers, long-term government bonds, and asset backed securities. Conventional

assets include other assets such as short-term government bonds.



65

to analyze unconventional monetary policy effects, we would fail to identify how

monetary policy shocks affect the economy. Moreover, as studies of news shocks

have demonstrated, agents start to adapt their behavior immediately after news

arrives.8 Hence, we cannot identify the effect of such shocks if we focus on a

change in aggregate variables only after a move in monetary policy measures has

been observed.

To overcome these problems, we employ a two-step identification strategy

for monetary policy shocks. We first construct the surprises arising in asset mar-

kets after monetary policy meeting days and then associate these surprises with

monetary policy tools to identify monetary policy shocks. These policy shocks

are not only plausible measures to address the effects of unconventional monetary

policy, but also help us shed light on the differences among those measures. Thus,

in this study, we investigate the effects of different measures by distinguishing the

unconventional policies employed by the BOJ in the past 15 years.

Through our empirical analysis, we exploit a matched bank-firm dataset to

disentangle the effects of monetary policy from the demand effects of each firm,

in line with Jiménez et al. (2012, 2014), who used loan application data from the

Spanish credit register. More specifically, in our main model, we control for the

demand and supply effects by using double fixed effects, namely firm*year effects

and bank*year effects. Thus, we examine the heterogeneous effects of unconven-

tional monetary policy on bank lending, particularly focusing on the soundness of

banks’ balance sheets and their risk aversion.

By using Japanese data, our study illuminates the risk-taking channel of

unconventional monetary policies, as this is a leading example of a developed econ-

omy with banking sector problems in addition to low growth and inflation rates.

Since the collapse of the bubble economy in the 1990s, the heterogeneity of banks’

behavior due to the soundness of their balance sheets has become a central issue

in Japan (Peek and Rosengren (2005)).9 In addition to banks’ balance sheet prob-

best predict the future paths of the monetary base and the composition of the central bank’s
balance sheet.

8Uhlig (2004), Barsky and Sims (2011), and Kurmann and Otrok (2013) employed the struc-
tural VAR approach to identify news shocks about future technology, TFP.

9Peek and Rosengren (2005) found heterogeneous lending behavior across Japanese financial
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lems, the Japanese economy from the 2000s was characterized by extremely low

short-term interest rates and low inflation rates under the BOJ’s unconventional

monetary policy, and a growing number of studies have investigated the effects

of such unconventional monetary policy on the economy. However, the heteroge-

neous effects of unconventional monetary policy in terms of banks’ balance sheet

soundness have not been fully studied, with the exception of some works such as

Hosono and Miyakawa (2014) and Ono et al. (2016). Hosono and Miyakawa (2014)

investigated the bank’s balance sheet channel of monetary policy shocks by using

Japanese firm-bank matched loan data and found evidence of the balance sheet

channel. However, they did not extract the exogenous components of monetary

policy measures or consider the nature of unconventional monetary policy shocks

as news shocks, whereas we take these into account. Ono et al. (2016) showed

that lower long-term yields stimulate bank lending by inducing portfolio rebalanc-

ing and easing capital constraints; however, they also did not explicitly identify

unconventional monetary policy shocks.

To our knowledge, Jiménez et al. (2014) and Dell’Ariccia et al. (2016) are

the only other studies that have examined the degree to which the relationship

between monetary policy easing and credit risk-taking changes with bank capital-

ization by using a matched bank-firm dataset. Jiménez et al. (2014), for instance,

showed that the negative relationship between interest rates and risk-taking in

Spain is less pronounced for banks with relatively high capital, while Dell’Ariccia

et al. (2016) showed that the negative relationship is more pronounced for those

with high capital in the United States.10 This previous research has focused only

on the links among the monetary policy rate, bank capitalization, and bank risk-

taking. In this study, however, we add to the body of knowledge on this topic by

intermediaries after the collapse of the bubble economy in the 1990s, motivated by balance
sheet cosmetics. Furthermore, Caballero et al. (2008) suggested that such bank lending behavior
distorted resource allocation in the economy by helping the survival of zombie firms, which would
otherwise be insolvent.

10As in this study, Jiménez et al. (2014) used loan-level lender-borrower matched data and
constructed a measure of risk-taking at the firm level. On the contrary, Dell’Ariccia et al. (2016)
used confidential loan-level data on the internal ratings of US banks and prepared a risk-taking
measure at the loan level. However, because the borrower’s identify was not disclosed in their
data, they did not control for firm characteristics.
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analyzing whether and how conventional and unconventional policy easing affects

banks’ risk-taking depending on the soundness of their balance sheets.

The above empirical research on banks’ risk-taking in lending has exploited

variations in their financial fragility measured by using the leverage ratio or cap-

ital adequacy ratio. In other words, they have addressed the soundness of banks’

balance sheets from the viewpoint of their liability structures. The other strand

of the empirical literature on the credit channel has exploited variations in banks’

access to liquidity, thereby demonstrating that those with more liquid assets are

more likely to increase lending during monetary expansions (Kashyap and Stein

(2000), Campello (2002)). Liquid assets, however, can also be associated with less

lending if banks hold liquid assets including Japanese government bonds (JGBs)

because of their motivation toward precautionary saving (Almeida et al. (2004),

Dasgupta and Sengupta (2004)).11 Therefore, the relationship between liquid as-

sets and banks’ risk-taking in lending is ex ante ambiguous. In addition, as Ono

et al. (2016) pointed out, the intervention of the BOJ into a financial market such

as JGBs has direct effects on returns and volatility in each market, which in turn

induces a change in banks’ investment behavior. Hence, banks’ asset composition

serves as a device to generate their heterogeneous responses to monetary policy

shocks. We thus provide an insight into banks’ risk-taking channels by address-

ing whether and how their asset and liability structures play a role in their credit

risk-taking following monetary policy easing.

The remainder of the chapter proceeds as follows. Section 2.1 introduces

the datasets we analyze. Section 2.2 discusses the exogenous components of mon-

etary policy. Section 2.3 explains our empirical identification strategy. Section 2.4

discusses the results and Section 2.5 concludes. Appendix B.1 reports the estima-

tion results of the probit model, which is used to calculate the inverse Mills ratio

to control for the survival bias of bank-firm relationships. Appendix B.2 provides

the estimation results for the double interaction effects of monetary policy and

11Dasgupta and Sengupta (2004) showed that, in a multiperiod setting, if firms anticipate
being credit-constrained in the future, an increase in liquid balances may make their investment
choices more conservative. Empirically, Almeida et al. (2004) found that firms tend to save more
during recessions.
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the bank risk variable. Appendix B.3 reports the estimation results for the pro-

bit model for firm bankruptcy to show that distance-to-default predicts the firm

failure.

2.1 Data Sets: Loan-level Matched Data

The identification of the effects of unconventional monetary policy on bank

lending is hampered by two crucial problems. First, banks with different levels of

balance sheet soundness and of different sizes could face different levels of borrower

demand; therefore, identifying credit supply without bank loans from different

banks to the same borrower at the same time is impossible. Second, more affected

banks may reject more borrowers when monetary policy is tightened, whereas less

affected banks could provide more credit, thereby neutralizing the aggregate effects

of any credit supply restrictions. Therefore, following Jiménez (2012, 2014), we

use a loan-level dataset to overcome these problems.

Our loan-level data comprise a matched sample of Japanese banks and their

borrowing firms listed in Japan. We construct our loan-level dataset based on the

Corporate Borrowings from Financial Institutions Database compiled by Nikkei

Digital Media Inc. This database collects information on the outstanding amounts

of bank loans classified by maturity (long-term debt with a maturity of more than

one year and short-term debt with a maturity of one year or less) and by bank. We

then combine the Nikkei database with financial statement data on Japanese banks

and their listed borrowing firms, also compiled by Nikkei Digital Media Inc.12

The Japanese banking sector experienced extensive M&A, business transfer,

and divestiture activity in the late 1990s and early 2000s. As we faced difficulties

collating loan-level data on bank mergers and restructuring, we record the dates on

which bankruptcies and mergers took place in the Japanese banking sector. When

a bank, included in our data, ceases to exist because of a bankruptcy or merger,

firms stop considering that financial institution as a source of loans. In such cases,

12Although the fiscal year-end for Japanese banks is March 31, this is not necessarily the case
for borrowing firms. When combining the Nikkei database with the financial statement data, we
thus match bank-side information to borrower-side information in the same fiscal year.
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Table 2.1: Average Number of Observations per Year

Number of observations 1990–1999 2000–2009 2010–2014
Firms 1,974 2,530 2,036
Banks 125 128 115
Relations 20,960 16,706 11,320

Notes: This table shows annual sample averages of the number of ob-
servations for borrowing firms, lending banks, and lending−borrowing
relationships.

we adopted two procedures according to the existence of lending activities from the

succeeding bank after the bankruptcy or merger: (1) if the firms that reported loans

from the eliminated or consolidated bank before the event also reported loans from

the succeeding bank, we consider those loans to be from the succeeding bank in

order to calculate the loan growth rates of the succeeding bank; (2) on the contrary,

if firms did not report any loans from the succeeding bank, we code the loan data

as zero after the merger or consolidation (i.e., we consider the relationship was

terminated). Thus, we carefully trace all changes in loans within each bank-firm

relationship for all sample periods.

The loan-level dataset includes about 120 banks, 2,000 listed firms, and

17,000 relations per year for our sample period that runs from fiscal year 1999 to

2014, which covers March 1999 to March 2015 (see Table 2.1). Our dataset covers

approximately 65% of all loans in the Japanese banking sector for our sample

period. The number of observations is about 180,000. Table 2.2 provides the

summary statistics for our loan-level matched data.
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2.2 Identification of Unconventional Monetary

Policy Shocks

Identifying the effects of unconventional monetary policy requires the exoge-

nous components of unconventional monetary policy, or monetary policy shocks.13

In this section, we illustrate how monetary policy shocks can be extracted.

Cook and Hahn (1989), Wright (2012), Rogers et al. (2014), and Gertler

and Karadi (2015) used high-frequency financial market data to identify mone-

tary policy shocks, reasoning that a central bank’s policy shocks are immediately

reflected in asset prices as market participants’ revise expectations after policy

decisions are publicly announced.14 If we can correctly obtain the revised expec-

tations of participants in financial markets that are induced by a central bank’s

public statements or participants’ surprises over a central bank’s policy decisions,

we can apply them as instrumental variables to extract monetary policy shocks

from monetary policy measures. The relevant monetary policy measures are the

overnight call rate (short-term interest rate), the monetary base, and the com-

position (risky assets ratio) of the central bank’s balance sheet. We extract the

monetary policy shocks from the three monetary policy variables.15

13Jiménez et al. (2012, 2014) examined how monetary policy affects bank lending in Spain.
During the period analyzed, monetary policy rates were decided in Frankfurt, not Madrid, as-
suaging endogeneity in monetary policy. Ioannidou et al. (2015) examined the credit risk-taking
channel of monetary policy in Bolivia. They used shifts in the U.S. federal funds rate as a proxy
for exogenous changes in Bolivian short-term interest rates because Bolivian banking is effectively
dollarized and the U.S. federal funds rate is determined independently of events in Bolivia.

14From this analytical viewpoint, recent empirical studies have used high-frequency daily trad-
ing data to assess the degree to which monetary policy affects asset prices. For example, Kuttner
(2001), Cochrane and Piazzesi (2002), Gürkaynak et al. (2005a), Campbell et al. (2012), and
Gertler and Karadi (2015) constructed policy surprises in federal funds or one-month euro-dollar
futures that occurred on the Federal Fund Open Market Committee (FOMC) meeting dates. To
examine the financial market’s responses to exogenous monetary policy in Japan, Honda and
Kuroki (2006) constructed policy surprises in three-month euro-yen futures that occurred on the
BOJ’s monetary policy meeting dates.

15Stock and Watson (2012) and Ramey (2016) surveyed in detail this empirical strategy to
identify monetary policy shocks by using monetary policy surprises, namely changes in asset
market prices, occurring after central bank public statements.



73

2.2.1 Monetary Policy Surprises

To quantify market participants’ surprise, we examine changes in asset

prices immediately before and after the BOJ’s public statements. Previous stud-

ies that have employed a high-frequency identification strategy have focused on

changes in short-term interest futures; on the contrary, we exploit all information

on changes in major financial markets. To this end, we use principal component

analysis and extract common factors as suggested by Bernanke et al. (2004) and

Gürkaynak et al. (2005b). We adopt this approach because short-term rates have

hardly changed since the BOJ introduced its unconventional monetary policy.

We examine policy surprises as the common factors underlying unantici-

pated changes in the major financial market variables following public statements.

The principal component analysis of monetary policy on meeting day t is based on

the following equation:

Xt = ΛFt + εt, (2.1)

where Xt = (x1t, .., xnt)
′ denotes the vector of the n financial time series, εt in-

dicates the vector of the n idiosyncratic disturbance terms, Ft is the vector of

l unobserved common factor, and Λ is a matrix of the coefficients identified as

factor loadings. We aim to extract common factors Ft by using the factor model.

We include 12 financial market variables xit (i = 1, .., 12): one futures rate (three-

month euro-yen TIBOR futures), five yen interest swap rates (one, two, five, 10,

30 years), one short-term spot rate (three-month euro-yen TIBOR), two spot ex-

change rates on the Tokyo market (yen-U.S. dollar and yen-AUS dollar), two stock

indexes (TOPIX and Nikkei JASDAQ), and banks’ reserve deposits.

We calculate the differences in the seven interest rate variables and the log

differences of exchange rates, stock indexes, and bank reserves as the percentages

of the rate of change before and after public statements. More concretely, stock

markets close at 3:00 p.m., and the BOJ usually convenes a press conference at

3:30 p.m. after the monetary policy meeting. When calculating changes in the 12

financial variables, we use the closing values on the day before the BOJ’s public
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statements and the opening values on the next day. That is, for stock prices,

exchange rates, and bank reserves, xit is defined as follows:

xit = log(Pit+1,open/Pit−1,close)× 100, (2.2)

and for interest rates,

xit = rit+1,open − rit−1,close, (2.3)

where Pit+1,open and Pit−1,close indicate the opening values of exchange rates, stock

indexes, and bank reserves on the day after a monetary policy meeting and the

closing values on the previous day, respectively. rit+1,open and rit−1,close denote the

opening and closing interest rates.

We preliminarily exclude the dates of the meetings at which the BOJ coor-

dinated policy with the Fed, the European Central Bank, and the Bank of England

as well as the dates on which the BOJ agreed its policy in response to the Tohoku

earthquake on March 11, 2011. We did so because policy coordination and disaster

response would contaminate the BOJ’s policy effects.16

To select the number of common factors, we employ the information criteria

proposed by Bai and Ng (2002) and Ahn and Horenstein (2013). These tests sug-

gest that the principal components from the largest eigenvalues are three, and thus

endorse adopting three common factors as the monetary policy surprises captured

by the 12 financial variables. When constructing monthly data concerning policy

surprises, we aggregate the two datasets of the three common factors if the BOJ’s

monetary policy meeting is held twice per month. By using the three principal

components as instruments, that is, IV1, IV2, and IV3, we extract the shocks from

the conventional and unconventional monetary policy measures.17

16The BOJ meetings on September 18, 2008, September 29, 2008, and November 30, 2011
were held to coordinate policy. The meeting on March 14, 2011 agreed the BOJ’s response to
the Tohoku earthquake.

17The BOJ’s monetary policy meeting is usually held once or twice per month. Each instru-
mental variable is more precisely defined as follows:

IVkt =
∑

ht∈Ht

IVkhtt,

where Ht indicates the set of days on which the monetary policy meeting is held in month t and
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2.2.2 Exogenous Components of Monetary Policy

We use the three principal components as instrumental variables, IV1, IV2,

and IV3, to extract the shocks from the BOJ’s monetary policies. More specifi-

cally, we regress the monthly changes in the three measures (overnight call rates,

the monetary base, and the risky assets ratio) on these instrumental variables.

This extraction method for measuring monetary policy shocks is in essence the

same as the local projection method used to estimate the impulse responses of

policy variables by exploited the forecast errors constructed from market-based

expectations; that is, IV1, IV2, and IV3 in our analytical framework (see Jordà

(2005) for details on the local projection method). When constructing short-term

rate shocks (i.e. overnight call rates shocks), we consider that they materialize

immediately after the policy changes are announced (Nakashima et al. (2017)).

Hence, we construct them as fitted values generated by the following regression:

∆SRt = (β1s + γ1sDt)IV1t + (β2s + γ2sDt)IV2t + (β3s + γ3sDt)IV3t + εst, (2.4)

where ∆SRt denotes the change in short-term rates in month t, IVkt denotes the

instrumental variables k in month t, and Dt denotes a dummy that takes 1 after

April 2013, when the BOJ introduced QQE, and 0 otherwise. Including the dummy

captures the possibility that our instrumental variables exert more effects on the

economy because of the commitment and increased credibility of BOJ policy. We

aggregate the exogenous components, namely the fitted values, for each year to

construct the annual data for the short-term rate shocks.

Identifying the monetary base and composition shocks, each of which should

be attributed to market participants’ surprises at the BOJ’s public statement about

its policy decisions, is not a straightforward exercise. When the BOJ implements

QQE, on its monetary policy meeting days, it only announces its target level of

the BOJ current account balance, or the schedule of buying government bonds and

risky assets such as ETFs and REITs. Hence, we can observe a gradual increase in

the size of the central bank’s balance sheet and a gradual change in its composition

IVkhtt denotes the principal components of the two-day changes in financial asset prices after
these monetary policy meeting days.
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after the monetary policy meeting.

This fact requires us to consider the monetary base and composition shocks

to be news shocks. The market reaction, in effect, reflects an immediate prediction

about the outcome of targets that will not be attained just after the policy meeting.

In other words, even if the monetary base and risky assets ratio change immedi-

ately after meeting days, we cannot simply use those changes as unconventional

monetary policy shocks (see also Nakashima et al. (2017)).18

Taking into account the contrast of the immediate and gradual responses

of the asset markets and unconventional policy measures, we regress the monetary

base and risky assets ratio on the lags of our instrumental variables. More specif-

ically, we extract the exogenous components of the monetary base changes as the

fitted values obtained by regressing the monthly growth rate in the monetary base

on the three-month averages of the instrumental variables as follows:

∆MBt =
4∑
l=1

(β1ml + γ1mlDt)IV
l
1t +

4∑
l=1

(β2ml + γ2mlDt)IV
l
2t

+
4∑
l=1

(β3ml + γ3mlDt)IV
l
3t + εmt, (2.5)

where IVl
kt (l = 1, .., 4) indicates the three-month average of instrumental vari-

able k from month t − 3l + 1 to t − 3(l − 1). Dt denotes a dummy that takes

1 after April 2013, when the BOJ introduced QQE, and 0 otherwise. The rea-

son we include the three-month averages of the instruments rather than directly

including their 12th-order lagged variables is that we aim to mitigate the prob-

lem of overfitting by reducing the number of instruments and R-squared values in

this first-stage instrumental variable regression (Hansen and Kozbur (2014)). This

equation shows that changes in the monetary base occur gradually during the year

after the policy meeting, whereas markets immediately respond to policy changes

and the instrumental variables capture such immediate market responses based on

market participants’ quickly revised expectations.

18As emphasized in Nakashima et al. (2017), when identifying shocks from unconventional
monetary policies, one cannot employ a simple identification method through contemporaneous
restrictions, such as in a recursive VAR.
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As in the case of the monetary base, we extract the exogenous components

of the composition changes as the fitted values obtained in the following regression:

∆COMPt =
4∑
l=1

(β1cl + γ1clDt)IV
l
1t +

4∑
l=1

(β2cl + γ2clDt)IV
l
2t

+
4∑
l=1

(β3cl + γ3clDt)IV
l
3t + εct, (2.6)

where the risky assets ratio (COMP) is risky assets (long-term JGBs, ETFs, stock,

REITs, commercial papers, and corporate bonds) divided by total BOJ assets.

We aggregate the fitted values obtained from the instrumental variable re-

gression of the monetary base and risky assets ratio to construct annual data.

The exogenous component of the policy measures and their changes appear

in Figure 2.2. The exogenous component of short-term rates plummeted in FY

2001 and FY 2008 when the BOJ lowered its policy rate following the collapse of

the Internet bubble and the 2008 financial crisis, respectively. On the contrary,

2006 showed an increase in the exogenous components and the change in short-

term rates when the BOJ began tapering QE. Our strategy of using monetary

policy surprises as instrumental variables thus works well to capture shifts in the

monetary policy stances of the BOJ, which is reflected to the short-term rates.

The monetary base substantially increased in 2013 when the BOJ increased

its balance sheet to achieve its inflation target by introducing QQE. At the same

time, the exogenous component for the monetary base increased dramatically,

which implies that such a large expansion was surprising for financial markets.

The exogenous components of the monetary base also increased in 2001 when the

BOJ introduced QE to confront deflation. On the contrary, the 2006 decrease

in the monetary base was relatively large, while the decrease in its exogenous

components was modest. This finding suggests that financial markets somewhat

anticipated the onset of tapering.

The exogenous component (i.e., fitted value) for the change in asset com-

position increased substantially in 2001, coinciding with a relatively large increase

in the exogenous component of the monetary base. During this period, the BOJ
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bought more long-term bonds and changed its policy target from overnight call

rates to its current account balance. The exogenous component also increased in

2013 after the launch of QQE when the BOJ again bought more long-term bonds

and began buying risky assets such as REITs. Our exogenous components for the

BOJ’s asset composition capture changes in the BOJ’s monetary policy scheme.

2.2.3 Monetary Policy Shocks

We should also note that Figure 2.2 shows that the BOJ employed different

policies contemporaneously. For example, increases in the risky assets ratio often

coincided with an expansion of the BOJ’s balance sheet. Our method allows the

exogenous components to correlate with each other, although correlation makes it

difficult to understand how each shock affected bank lending.

To overcome this problem, we disentangle each monetary policy shock by

using the Cholesky decomposition. We construct a variance-covariance matrix of

the exogenous components (fitted value) and apply the Cholesky decomposition

by standardizing their standard deviation as one. When computing the variance-

covariance matrix, we arrange the exogenous components in the order of short-term

rates, monetary base, and risky assets ratio, assuming the recursive determination

of the policy rate, size of the BOJ’s balance sheet, and its composition. This

assumption aligns with the BOJ’s aim of implementing QE and QQE.19 As dis-

cussed above, changes in the three policy measures might correlate with each other.

Therefore, we expect the composition and size shocks obtained via the Cholesky

decomposition to differ from those in the original series.

Figure 3 shows the orthogonalized monetary policy shocks for the sample

period. This figure highlights that the estimated policy shocks and corresponding

exogenous components, namely fitted values, of the policy indicators do not nec-

essarily move simultaneously in equal magnitude. Such a difference is clear in the

19Speaking on April 12, 2013, just after the BOJ introduced QQE, Governor Kuroda com-
mented, “Consequently, it becomes important to determine not only how much liquidity to
supply but also how to supply that quantity. Even with the same amount of liquidity, purchasing
short-term T-Bills produces different effects than in the case where the Bank purchases other
assets such as long-term JGBs and risk assets like exchange-traded funds (ETFs). Thus, it is
important to work on two aspects of monetary easing, both in terms of quantity and quality.”
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Figure 2.2: Exogenous Components of Monetary Policy Instruments

Notes: Exogenous components of short-term rates are obtained by regressing monthly changes in

the short-term rates on unexpected contemporaneous monetary policy surprises, which are used

as instrumental variables. These surprises are extracted as three principal components from prices

and rates changes of twelve financial assets immediately before and after public announcements

on monetary policy meeting days. Exogenous components of composition and monetary base are

obtained by regressing monthly changes in risky asset ratio and monetary base on the k-quarter

lagged monetary policy surprises (k = 0, ..., 3), respectively. Each series is summarized on a fiscal

year basis.
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changes in the risky assets ratio and composition shock after the BOJ introduced

QQE in 2013. During QQE, the risky assets ratio rose but the BOJ’s balance sheet

also drastically increased. The Cholesky decomposition extracted the exogenous

increase in the risky assets ratio, which is not explained by the increase in size.20

In other words, the BOJ intentionally or unintentionally altered the composition of

its balance sheet when adjusting its size. Hence, a small change in the exogenous

component of the composition would not be identified as an independent compo-

sition shock. Rather, it would reflect only the monetary base shocks. Therefore, a

negative composition shock in 2013 indicates that the increase in the composition

in 2013 was insufficiently large to be identified as a composition shock. Orthogo-

nalization allows us to examine how independent composition shocks affected bank

lending.21

By using the policy shocks corresponding to each monetary policy indicator,

the following sections analyze how unconventional monetary policy affected bank

lending.

2.3 Econometric Model and Estimation Method

In this section, we introduce a loan-level specification of bank lending and

then discuss the estimation method to investigate the effects of the monetary policy

shocks.

2.3.1 Loan-level Specification of Bank Lending

To exploit our loan-level matched data fully, we employ a panel regression

with double fixed effects, following Jiménez et al. (2012, 2014). In this specifica-

tion, we control for the borrower and lender effects of unconventional monetary

20Note that the decomposition purely depends on the data, which reflect the policymaker’s
intention and market participants’ perceptions of it. The results might change if the BOJ employs
a new framework for monetary policy.

21A different approach to examine the effects of purchasing unconventional risky assets is to
focus on the BOJ’s share in each asset market. Li and Wei (2013) investigated the effects of QE
in the United States by measuring the share of the Fed’s holdings in the U.S. bond market. We
disregard this strategy because we investigate the comprehensive effects of increasing the risky
assets ratio on bank loans.
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Figure 2.3: Monetary Policy Shocks

Notes: Short-term rate, monetary base, and composition shocks are obtained by implementing

Cholesky decomposition on fitted values of those measures, which are obtained by using three

monetary policy surprises as instrumental variables. Exogenous components of short-term rates

are obtained by regressing monthly changes in the short-term rates on unexpected contempo-

raneous monetary policy surprises, which are used as instrumental variables. These surprises

are extracted as three principal components from prices and rates changes of twelve financial

assets immediately before and after public announcements on monetary policy meeting days.

Exogenous components of composition and monetary base are obtained by regressing monthly

changes in risky asset ratio and monetary base on the k-quarter lagged monetary policy surprises

(k = 0, ..., 3), respectively. Each shock is summarized on a fiscal year basis.
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policy, focusing on its heterogeneous credit “allocation” effects owing to the het-

erogeneity in banks’ balance sheet risks.

Our baseline model with time-variant bank and firm fixed effects is specified

as follows:

∆LOANijt =
3∑

k=1

(δkFIRMit−1 ∗ BANKjt−1 ∗MPkt) + FirmFEit + BankFEjt

+γ′CONTROLijt + εijt. (2.7)

where FIRMit−1 is a risky firm indicator that takes one if firm i is categorized as

one with high credit risk and zero otherwise. BANKjt−1 is a proxy for a bank’s

balance sheet risk, such as the leverage ratio and the liquidity ratio. FirmFEit

and BankFEjt indicate the firm and the bank fixed effects, respectively. Both

fixed effects are interacted with the year dummies, which control for the effects of

monetary policy shocks through the borrower and lender factors. CONTROLijt

denotes a vector of the other control variables including the triple interaction terms

among a macroeconomic variable (or monetary policy shock), a firm variable, and

a bank variable to control for the effects of interactions other than those relevant

to our interest FIRMit−1 ∗ BANKjt−1 ∗ MPkt. Note that this model does not

include variables other than the triple interaction terms because the firm*year

and bank*year fixed effects absorb those other variables such as the simple year

dummies.

In Equation (2.7), we address only the heterogeneous policy effects on lend-

ing to risky firms ascribed to the heterogeneity in bank’s risk compared with those

to non-risky firms. This is because the firm*year and bank*year fixed effects ab-

sorb and control for the direct effects of monetary policy and the indirect effects of

monetary policy through the firm’s credit risks and the bank’s balance sheet risks.

Hence, we can define only the interaction effects involving the triple interaction

terms. The first derivative with respect to a monetary policy shock is expressed

as follows:

∂∆LOANijt

∂MPkt

= δkFIRMit−1 ∗ BANKjt−1 + others1,
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where others1 indicates the first derivatives of the other triple interaction terms

with respect to the monetary policy shock. We should note that with these time-

variant bank and firm fixed effects, we cannot estimate the average effects of the

monetary policy shocks on bank lending because the time-variant fixed effect terms

disappear when we take the derivative of them with respect to monetary policy

shocks, although those fixed effects would absorb a large part of the average ef-

fects.22

When we further take the second derivative with respect to the bank risk

variable, the first derivative reduces to the following second derivative:

∂2∆LOANijt

∂MPkt∂BANKjt−1

= δkFIRMit−1 + others2, (2.8)

where others2 indicates the second derivatives of the other triple interaction terms

with respect to the monetary policy shock and bank risk variable.

Finally, if we take the third derivative of the triple interaction term with

respect to the monetary policy shock, and the bank and firm risk variables, we

obtain the triple interaction effect as follows:

∂3∆LOANijt

∂MPkt∂BANKjt−1∂FIRMit−1

= δk. (2.9)

By estimating the interaction effects, we identify the heterogeneous effects of mone-

tary policy shocks MPkt across the bank risk variable BANKjt−1 on lending to risky

firms identified by FIRMit−1. This coefficient has important policy implications

as Jimenez et al. (2014) discussed. For example, suppose that larger bank and

firm risk variables mean banks and firms with higher risks, respectively. Then,

a positive triple interaction effect implies that a bank with higher risk is more

likely to increase lending to risky firms compared with lending to non-risky firms

in response to a monetary policy shock. In other words, regardless of whether the

average effects of the monetary policy shock are positive or negative, the positive

coefficient of the triple interaction term indicates that the share of lending to risky

22In Appendix B.2, we also show the estimation results for the double interaction effects with
time-variant firm and time-invariant bank fixed effects, although our focus in this paper is on the
triple interaction effect. For the estimation of the average effects, see Nakashima et al. (2017).
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firms in the total loans of the bank with higher risk increases more than that for

a bank with lower risk in response to the monetary policy shock.23 Hence, the

triple interaction effect captures the heterogeneous risk profile change in banks’

portfolios across those with different degrees of balance sheet risk.

Our baseline model (2.7) with time-variant bank and firm fixed effects is

an appropriate specification for examining the credit allocation effect of monetary

policy because it allows us to control for bank-supply and firm-demand factors

through the bank*year and firm*year fixed effects.

Monetary Policy Shocks and Interaction Terms Equation (2.7) has

the interaction terms for the monetary policy shocks MPkt. These interactions are

the key variables explaining the extent to which unconventional monetary policy

heterogeneously affects bank lending. MPkt denotes one of the three monetary pol-

icy shocks, which we obtained from the Cholesky decomposition of the exogenous

components of the monetary policy measures in Section 2.2. Accordingly, we can

construct three double interaction terms for each of the bank risk variables with

the monetary policy shocks, short-term interest rate shocks (SHORT), monetary

base shocks (MB), and composition shocks (COMP). Hence we have three triple

interaction effects (FIRMit−1 ∗BANKjt−1 ∗MPkt, k = 1, 2, 3) in the baeline model

(2.7).

A short-term rate shock means that the BOJ’s increase in nominal overnight

call rates exceeded market expectations. Greater monetary base shocks mean

accommodating shocks to the monetary base. The increase in composition shocks

represents an increase in the ratio of the risky assets held by the BOJ.

Firm Credit Risks Jiménez et al. (2014) used a firm’s history of default-

ing on bank loans to measure the firm’s credit risk in their matched lender-borrower

23This statement holds even if the double interaction effect of a monetary policy shock and
the bank risk is negative. The negative double interaction effect means that a bank with higher
risk decreases lending equally to risky and non-risky firms more than banks with lower risk do,
in response to a monetary policy shock. Then, the positive triple interaction effect implies that
banks with higher risk decrease loans to risky firms less than those to non-risky firms and this
difference becomes larger as the bank becomes riskier. Therefore the share of risky lending for a
riskier bank in its total lending increases more than that for a less risky bank. In other words,
the triple interaction effect is a key factor to explain the allocation effects of monetary policy.
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sample in Spain. In our matched lender-borrower sample in Japan, however, such

loan default data are not available. We thus use distance-to-default as a proxy for

firms’ credit risk (FIRMit−1) in Equation (2.7).24

Distance-to-default is theoretically derived from Merton’s (1974) structural

options pricing model. It allows us to incorporate information about a firm’s equity,

value, and volatility in a theoretically rigorous measure. Distance-to-default has

substantial power to predict default and is widely used by banks to manage credit

risk (Bharath and Shumway, 2008).25 In fact, in Appendix B.3, we show the

estimation results for the probit model for firm bankruptcy, which highlights that

distance-to-default significantly predicts a firm’s failure.

Distance-to-default is defined as follows:

DD =
ln (VA/D) +

(
r − 1

2
σ2
A

)
σA

, (2.10)

where VA denotes the market value of the borrowing firm, D denotes the book

value of its liabilities, r indicates the risk-free rate, and σA indicates the volatility

of firm assets. Distance-to-default can be interpreted as the expected standardized

difference between the market value of the firm and the book value of its liabilities.

If the difference is small (large), a firm is in danger of bankruptcy (healthy). A

decrease (increase) in distance-to-default implies greater (lesser) credit risk.

We define the volatility of firm asset σA as σA = σE × VE/VA, where the

borrower’s market value (VA) is the sum of the market value of equity (VE) and

book value of total liabilities (D).26 We calculate the market value of equity by

24We estimate a bankruptcy model of a firm and the results are shown in Appendix B.3. The
result indicates that our firm risk variable, distance-to-default, provides explanatory power for a
firm’s bankruptcy.

25Empirical studies that use distance-to-default as a proxy for credit risk include Vassalou and
Xing (2004), Gropp et al. (2006), Duffie et al. (2007), Gilchrist et al. (2009), Harada and Ito
(2011), and Nakashima (2016).

26To compute distance-to-default, we must obtain two unobservable components: the market
value of the firm’s assets (VA) and their volatility (σA). To this end, an iterative procedure is usu-
ally adopted to solve the two nonlinear equations derived from the Black–Scholes–Merton formula
(Crosbie and Bohn (2003), Vassalou and Xing (2004)). Bharath and Shumway (2008) examined
the accuracy of distance-to-default and suggested that its functional form, as expressed in Equa-
tion (5), matters for forecasting defaults rather than the solution of the two nonlinear equations
(see Duffie et al. (2007)). Our calculation of distance-to-default follows their suggestion.
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multiplying the stock price at the end of year t − 1 by the number of shares. To

estimate the volatility of equity (σE), we calculate the standard deviation for the

market value of equity for the final month of a firm’s fiscal year and express the

estimated volatility as annual rates.27 We use one-year JGBs for the risk-free rate

(r).

We rank firms’ credit risk by distance-to-default and construct a low distance-

to-default indicator for the firm, (FLDD4it−1), which takes one if firm i’s distance-

to-default at the end of fiscal year t − 1 is less than the lowest quartile of all

observations in the same fiscal year and zero otherwise. If the risk-taking channels

of unconventional monetary policy exist, accommodating policy would increase

bank loans to firms with higher risks belonging to FLDD4.

As discussed in the Introduction, studies of the credit risk-taking channel

have examined lending to firms with high credit risks. In addition, as the Japanese

banking crisis in the late 1990s and the 2008 financial crisis in the United States

showed, the links among the real estate bubble, credit boom, and accommodative

monetary policy have become a central issue to scholars and central bankers. To

reveal how unconventional monetary policy affects bank lending to the real estate

industry, we thus also use a real estate industry dummy (ESTATE) to indicate

firm risk instead of low distance-to-default firms, FLDD4.

Banks’ Financial Risks We assess the financial soundness and risk aver-

sion of banks by the asset and liability structures of their balance sheets. The

liability structure captures financial stability and risk preferences, which relate to

debt burdens and leverage. The asset structure also reflects the soundness of a

bank’s balance sheet as indicated by access to liquid assets (i.e., liquidity con-

27More specifically, we calculate the annualized estimated volatility of the market value of
equity as follows:

σE,it =

√√√√√ 1

20− 1
×

d(t)∑
k=d(t)−19

(
retk − retd(t)

)2 ×√240,

where d(t) denotes the last trading day of firm i’s fiscal year t, retk denotes the daily rate of
change in equity valuation, and retd(t) is the average rate of change in equity valuation during
the previous 20 days.
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straints) in addition to its risk preference. Therefore, we choose a bank risk vari-

able (BANKjt−1) by considering the characteristics of a bank’s asset and liability

structures.

Previous studies of Japanese bank lending ascribe its heterogeneity to the

soundness of banks’ balance sheets, particularly measured by capital assets ratios

(Gan (2007), Watanabe (2007), Peek and Rosengren (2005), and Caballero et al.

(2008)) or non-performing loan ratios (Hoshi (2001) and Ogawa (2003)).28 With

regard to a bank’s capitalization or liability structure, we measure balance sheet

soundness as the market leverage ratio indicating the insufficiency of a bank’s

equity capital (BMLEVjt−1) in our models. The reason that we use the market

capital measure, and not book capital measures such as the regulatory capital

ratio and the book leverage ratio, is partly because book capital measures do

not reflect the actual conditions of Japanese banks’ capitalization (Fukao (2008)

and Hoshi and Kashyap (2010)), and partly because theoretical studies empha-

sizing the role of bank capital in its risk-taking deal with the bank capital in

market value terms since market value responds to shocks including monetary pol-

icy shocks and thus is more appropriate for analyzing the relationship between

banks’ leverage and portfolio risks (e.g. Calomiris and Wilson (2004), Adrian and

Shin (2011), and Dell’Ariccia et al. (2014)). We define the market leverage ratio

as 100 × Book Value of Debt
Market Value of Equity + Book V alue of Debt , where the market value of equities

is defined as the product of the stock price per issue and the number of stock

issues. In addition to the market leverage ratio, we use the non-performing loan

ratio (BNPLjt−1) as a proxy for balance sheet soundness. The non-performing loan

ratio is the ratio of reported non-performing loans to total loans.

The coefficient of the triple interaction terms, for example, for the compo-

sition shocks (FIRMit−1 ∗ BMLEVjt−1 ∗ COMPt), would have a positive value if a

risk-taking channel exists because a positive coefficient implies that a bank with

low capitalization is likely to increase more (or decrease less) lending in response

28According to Gan (2007) and Watanabe (2007), insufficient capital assets ratios after the
bubble economy burst forced Japanese banks to reduce domestic lending. By contrast, Peek and
Rosengren (2005) and Caballero et al. (2008) suggested that such unhealthy banks increased
lending to low quality firms owing to balance sheet cosmetics, thereby distorting the allocation
of credit in Japan.
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to an accommodating composition shock than one with high capitalization.29 On

the contrary, if the response to such a shock equally affects risky lending from both

banks with low and high equity capital, the coefficient would be zero, indicating

that there does not exist a risk-taking channel depending on heterogeneities in

banks’ leverage.

Some empirical studies establishing the credit supply effects of monetary

policy have emphasized heterogeneities in banks’ holdings of liquidity assets (e.g.

Kashyap and Stein (2000) and Hosono (2006)) in terms of asset structure. Hence,

to investigate whether unconventional monetary policy induces heterogeneous risk-

taking behavior by banks depending on their asset structure, we also include in-

teraction terms for the liquid assets ratio (BLIQjt−1), monetary policy shocks, and

a firm risk variable. The liquid assets ratio is defined as the ratio of the sum of

a bank’s cash, deposits, loans outstanding in the call market, and JGB holdings

to total book assets. As discussed in the Introduction, the coefficient of the in-

teraction terms for liquid assets and the other components of bank assets with

monetary policy shocks could be positive or negative.

In addition to the liquid assets ratio, we use the ratio of JGB holdings to

total assets (BJGBjt−1) and stock holdings (BSTOCKjt−1). Most JGBs are held

by Japanese financial intermediaries, including banks, which also have substantial

holdings of corporate stocks. Given the fact that the BOJ intervened aggressively

in these two financial markets under QQE, the exposures to these two financial

markets would directly affect the lending stance of Japanese banks through banks’

reach for yields behavior and the change in the soundness of banks’ balance sheets.

Furthermore, Japanese banks increased JGB holdings to raise their capital

adequacy ratio when they promoted the write-off of non-performing loans in the

early 2000s. Hence, banks’ investments in JGBs not only become a main source of

banks’ profits but also reflect their risk aversion. Therefore, a high JGB holdings

ratio for a bank implies i) larger capital gains owing to lower interest rates, ii) a

low risk appetite, and iii) fewer liquidity constraints. Thus, the coefficient of the

triple interaction terms for JGB holdings would also be negative and positive, as

29We should note that positive monetary base and composition shocks mean monetary policy
easing, while a positive short-term rate shock indicates tightening.
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discussed for the liquid assets ratio.

A similar argument can be applied to the bank’s stock holdings. For ex-

ample, if an increase in banks’ capital gains, which stemmed from the BOJ’s in-

tervention into the stock markets by increasing its risky asset ratio, stimulates

risky lending, a bank with a higher stock holdings ratio would responds more

significantly to the easing policy. If this is the case, the interaction term with

composition shocks would have a positive coefficient. On the contrary, if the ac-

commodating policy induces reach for yields behavior by less risky banks, banks

with a lower stock holdings ratio may increase riskier lending, which suggests a

negative estimate for the triple interaction effects for composition shocks. Again,

the coefficient of the triple interaction term with the bank’s stock holdings would

be both negative and positive.

By including the asset component variables, we can thus pin down the

channel through which unconventional monetary policy affected bank lending most

actively. Accordingly, we investigate not only the interaction effects for banks’

liquidity constraints, but also those for risk-taking attitude and the direct effects

through the financial markets.

Other Control Variables We also include other control variables in the

panel regression models. In particular, in addition to the main triple interaction

variables (FIRMit−1 ∗ BANKjt−1 ∗MPkt) in Equation (2.7), we include the other

eight triple interaction terms among a macroeconomic variable (or monetary policy

shock), the firm risk variable, and a bank variable as the control variables. As

macroeconomic variables, we use the growth rates of the consumer price index

and the real GDP from year t − 2 to t − 1. As a variable for firm risk, we use

the distance-to-default ratio. As a bank variable, we use bank size (BSIZEjt−1)

and return on assets (BROAjt−1) to control for profitability and size. The bank

size is defined as a logarithm of the bank’s total assets and the return on assets

is the ratio of net profits to the book value of total assets. More concretely,

the eight triple interaction terms include two interaction terms composed by one

of the two macroeconomic variables, a firm’s distance-to-default and a bank risk

variable, to control for the interaction effects with the macroeconomic environment.
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The remaining six interaction terms are included to disentangle the interaction

effects of monetary policy with the other bank characteristics. Each of them is

constructed by interacting one of the three monetary policy shocks, one of the two

bank control variables (ROA or SIZE), and the firm risk variable. In sum, we have

eight interaction terms to control for the other interaction effects.

Finally, in Equation (2.7), all the bank and firm variables and their double

interaction effects with monetary policy shocks are excluded because the effects

are absorbed by the bank*year and firm*year fixed effects. Thus, we have only the

triple interaction terms for the model.

2.3.2 Correcting for Survivorship Bias

Our matched lender-borrower sample is based on a continuation of the

lending relationship. According to the literature on relationship banking, the con-

tinuation of a bank-firm relationship depends on both the bank’s and the firm’s

characteristics (Ongena and Smith (2001) and Nakashima and Takahashi (2017)).

In other words, we must address the survivorship bias that may arise from non-

random assortative matching between banks and firms.

To correct for survivorship bias, we employ Heckman’s (1979) two-stage

regression technique. The first stage is a probit regression of whether the relation-

ship survived; the second stage is a regression of the loan growth based on the

estimation method discussed above. To the extent that the credit allocation is a

two-step process in which a bank first decides whether to lend and then decides

how much to lend, the selection model provides an insight into both decisions.

Our probit regression includes the one-period lags of the firm’s leverage ra-

tio (FLEVit−1), return on assets (FROAit−1), interest coverage ratio (FICRit−1),

and size (FSIZEit−1). To control for the firm-level attributes, we also include

dummy variables for the industries to which firms belong. Bank characteristics

contain the one-period lags of the bank’s leverage ratio (BLEVjt−1), return on

assets (BROAjt−1), and size (BSIZEjt−1). In addition to the bank-firm character-

istics, our probit regression includes the one-period lags of bank j’s lending expo-

sure to firm i (EXPLijt), firm i’s borrowing exposure from bank j (EXPBijt−1),
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and the duration of the relationship between lender i and its borrowing firm j

(DURATijt−1) as relationship factors.30 We run the probit regression for the con-

tinuation of bank-firm relationships and then run the second-stage regression of the

bank lending equation with the inverse Mills ratio. To take into account the possi-

bility that the coefficients of the variables in the probit model are time-varying, as

pointed out by Nakashima and Takahashi (2017), we conduct a rolling estimation

of the probit model year by year.

The details of the estimation results are shown in Appendix B.1. On the

basis of the probit model, we calculate the inverse Mills ratio and include it to

control for survival bias in the bank loan model in the second stage regression.

2.4 Estimation Results

In this section, we discuss the estimation results to provide insight into

the extent to which unconventional monetary policy affects Japanese banks’ credit

risk-taking in lending.

2.4.1 Risk-taking Channel

In this subsection, we report the estimation results of Equation (2.7) to

investigate the extent to which the firm’s credit risk matters for banks’ risk-taking

in response to expansionary monetary policy shocks. Table 3 reports the estimation

results obtained by using the FLDD4 dummy variable as the risky firm indicator

and the bank market leverage ratio as the bank risk variable.

The triple interaction term composed of the interest rate shocks, bank’s

market leverage ratio, and bottom one-quarter of firms as ranked by distance-to-

default (SHORT ∗ BCAP ∗ FLDD4) has a significantly negative estimate. This

result indicates that the short-term rate shocks strongly encourage risk-taking by

highly risky banks with relatively high leverage ratio.

30Borrowing exposure is calculated as bank j’s loans to firm i as a percentage of the total loans
to firm i, while lending exposure is calculated as firm i’s loans from bank j as a percentage of
the total loans from bank j.
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The triple interaction term with the monetary base shocks (MB) is esti-

mated to be insignificant, suggesting that these monetary base shocks do not have

heterogeneous effects on bank lending in terms of bank capital and firm credit

risks.

The composition shocks (COMP) have insignificant estimates of their triple

interaction term with the bank’s market leverage ratio (BCAP) and risky firm

dummy (FLDD4).

In addition, note that the inverse Mills ratio has significantly positive esti-

mates, implying that survivorship bias exists in such a way that we would obtain

biased estimates for the parameter coefficients without including this ratio.31

Summing up, conventional policy easing by lowering short-term interest

rates leads to a rise in credit from highly leveraged banks to risky firms compared

with those from low leveraged banks, while quantitative easing by expanding the

monetary base and qualitative easing by increasing the risky assets ratio do not.

Heterogeneous Effects of Bank Assets In this subsection, we explore

the heterogeneous effects derived from the composition of bank assets. In particu-

lar, we address the interaction effects of banks’ liquid assets and monetary policy

shocks on lending by estimating Equation (2.7). Furthermore, we use other vari-

ables related to the main asset components of banks, namely JGBs, and corporate

equity as a bank risk variable, to investigate the background mechanism of the

effects of monetary policy shocks.

Banks’ Liquid Assets The estimation results shown in column (1) of

Table 4 are obtained by including the triple interaction terms (MP∗BLIQ∗FLDD4)

of each policy shock, the bottom one-quarter of firms by distance-to-default, and

the liquid assets ratio in Equation (2.7) as another bank risk variable instead of

the triple interaction effects for the bank market leverage ratio.

Table 4 shows that the interaction term with the bank’s liquid assets ratio

(SHORT∗BLIQ∗FLDD4) does not have a significantly negative estimate, implying

that banks with more liquid assets are unlikely to increase lending to riskier firms

31
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Table 2.3: Estimation Result of Baseline Bank Lending Model

Baseline
Dep. Variable: ∆LOAN (1)

Monetary policy shocks
SHORT*BMLEV*FLDD4 -0.260∗

(0.151)

MB*BMLEV*FLDD4 0.222
(0.229)

COMP*BMLEV*FLDD4 0.0342
(0.172)

Impact of a 1 St. Dev. change in a monetary policy shock
on lending to risky firms from
highly versus lowly leveraged banks (1 St. Dev. difference)
Decrease in short-term rate 0.5%

Macroeconomic variables
GDP*BMLEV*FLDD4 -0.185∗

(0.0987)
CPI*BMLEV*FLDD4 -0.254

(0.333)
Other control variables
Inverse Mills Ratio 0.473∗∗∗

(0.0214)
SHORT*BROA*FLDD4 -0.708

(0.771)
MB*BROA*FLDD4 0.182

(1.056)
COMP*BROA*FLDD4 -1.193

(0.844)
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Table 2.3: Estimation Result of Baseline Bank Lending Model (continued)

Baseline
Dep. Variable: ∆LOAN (1)

SHORT*BSIZE*FLDD4 -0.278
(0.223)

MB*BSIZE*FLDD4 -0.0335
(0.235)

COMP*BSIZE*FLDD4 -0.738∗∗∗

(0.228)

Firm * Year fixed effect X
Bank * Year fixed effect X
N 169851

Notes: ***, **, * indicate 1%, 5% and 10% levels of significance, respectively.

Robust standard errors are in parentheses. As the dependent variable, we use the

first log-difference of the outstanding amount of bank loan multiplied by 100 for

expression in percentage terms. This table shows the estimation results of the

model with firm∗year and bank∗year fixed effects. Each variable denotes a triple

interaction term comprised of monetary policy shocks (or macroeconomic variable),

bank covariates, and firm covariates. MB, COMP, and SHORT indicate monetary

base, composition and short term interest rates shocks, respectively. Increases in

MB and COMP indicates increases in the monetary base and risky asset ratio held

by the Bank of Japan, respectively. An increase in SHORT means an increase in

short term interest rates. BMLEV indicates bank market leverage ratio. FLDD4

indicates the low distance-to-default firm dummy, where distance-to-default at the

end of fiscal year t − 1 is lower than the lowest quartile of all observations in

the same fiscal year. Inverse Mills Ratio is multiplied by 100 and included in the

independent variables following Heckman’s bias correction procedure to correct for

the survival bias of a relationship in our dataset. We excluded certain variables

from our second stage estimation such as a firm’s borrowing exposure from a bank

as including these variables did not change our estimation results significantly.
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compared with banks with less liquid assets in response to a short-term rate shock.

Furthermore, the monetary base shocks do not have heterogeneous effects

on bank lending in terms of the bank’s liquidity. Column (1) of Table 4 indicates

that the coefficient of the triple interaction term for the monetary base shocks,

bank liquidity, and firm risk (MB ∗ BLIQ ∗ FLDD4) has an estimate that is not

significantly different zero.

The triple interaction term for the composition shock (COMP ∗ BLIQ ∗
FLDD4) has a significantly negative estimate, indicating that banks with a lower

liquid assets ratio lend more to risky firms in response to the composition shocks.

This result suggests that the composition shocks lead to risk-taking behavior by

risky banks. Table 2.4 also provides the magnitude of the interaction effect by

showing that a one standard deviation difference in the liquid asset ratio means

a 0.5 percentage point higher increase in risky loans compared to non-risky loans,

which is comparable to the effect of the market leverage ratio as shown in Table

2.3.

Table 2.4 summarizes our findings that the composition shocks are prone

to stimulate lending from banks with lower liquid assets ratios.

Banks’ JGB Holdings Ratio To investigate further which components

of liquid assets determine the heterogeneous effects on lending, we include the

bank’s JGB holdings ratio (BJGB) instead of the liquid assets ratio as the bank

risk variables.

The estimation result shown in column (2) of Table 2.4 indicates that the

triple interaction effect for the short-term rate shocks, the bank’s JGB holdings

ratio, and firm risk (SHORT ∗ BJGB ∗ FLDD4) is estimated to be negative but

insignificant. The triple interaction effects for the monetary base and composition

shocks also have negative estimates although they are not significantly different

from zero.

Corporate Stock Holdings Ratio We next include the triple interac-

tion effect for the bank’s stock holdings ratio, a monetary policy shock, and the

firm risk variable (MP∗BSTOCK∗FLDD4) to address the direct channel through
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Table 2.4: Estimation Results with Bank Assets

Dependent Variable: ∆LOAN
(1) (2) (3)

Liquid Assets
SHORT*BLIQ*FLDD4 0.0112

(0.0489)

MB*BLIQ*FLDD4 0.0133
(0.0621)

COMP*BLIQ*FLDD4 -0.0862∗

(0.0477)

Impact of a 1 St. Dev. change in a monetary policy shock
on lending to risky firms from banks
with low versus high liquid assets ratio (1 St. Dev. difference)
Increase in composition 0.5%

JGBs
SHORT*BJGB*FLDD4 -0.0306

(0.0699)

MB*BJGB*FLDD4 -0.0310
(0.0651)

COMP*BJGB*FLDD4 -0.0970
(0.0693)
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Table 2.4: Estimation Results with Bank Assets (continued)

Dependent Variable: ∆LOAN
(1) (2) (3)

Stocks
SHORT*BSTOCK*FLDD4 -0.271

(0.173)

MB*BSTOCK*FLDD4 0.271
(0.281)

COMP*BSTOCK*FLDD4 0.263
(0.192)

N 176181 186909 186909
Firm * Year fixed effect X X X
Bank * Year fixed effect X X X

Notes: ***, **, * indicate 1%, 5% and 10% levels of significance, respectively.
Robust standard errors are in parentheses. The dependent variable, the first log-
difference of the outstanding amount of bank loan, is multiplied by 100 for expres-
sion in percentage term. This table shows the estimation results of the model with
firm∗year and bank∗year fixed effects. Each variable indicates a triple interaction
term comprised of monetary policy shocks, bank covariates and firm covariates.
MBt, COMPt, and SHORTt indicate monetary base, composition and short term
interest rates shocks, respectively. Increases in MBt and COMPt indicates an
increase in monetary base and risky asset ratio held by the Bank of Japan, re-
spectively. An increase in SHORTt means an increase in short term interest rates.
BMLEV indicates the bank market leverage ratio. BJGB, and BSTOCK denote
Japanese government bond holdings ratio and stock holdings ratio to the bank’s to-
tal assets, respectively. FLDD4 indicates the low distance-to-default firm dummy,
where distance-to-default at the end of fiscal year t− 1 is smaller than the lowest
quartile of all observations in the same fiscal year. Inverse Mills Ratio is multiplied
by 100 and included in the independent variables following Heckman’s bias cor-
rection procedure to correct for the survival bias of a relationship in our dataset.
In the second stage estimation, we include inverse Mills ratios and the following
eight control variables of the triple interaction terms in our model: two interaction
terms—one comprised of the change rate of GDP, the bank leverage ratio, and
the low distance-to-default firm indicator and the other comprised of the change
rate of CPI, the bank market leverage ratio, and the low distance-to-default firm
indicator—with six triple interaction terms, each of which is comprised of one of
three monetary policy shocks, one of the bank size and ROA, and the risky firm in-
dicator . The estimated coefficients are not reported in the table as the estimation
results are not quantitatively different from those shown in Table 2.3.
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stock markets, in which the BOJ has purchased a substantial amount of ETFs

under QQE.

Column (3) in Table 2.4 shows the estimation results, illustrating that none

of the interaction terms with the stock holdings ratio is significantly different from

zero. From this result, we can infer that the main direct channel through which

monetary policy shocks affected bank lending differently was not stock markets.

However, we should note that this exercise only examined direct effects through

the stock holdings. In other words, other paths such as those via the soundness of

firms’ balance sheets by increasing the firms’ capital were not taken into account.

Monetary Policy and the Real Estate Industry In this subsection,

we reveal the extent to which unconventional monetary policy affects bank lending

to the real estate industry. Therefore, we use the real estate industry dummy

variable, ESTATE, as a firm risk indicator instead of low distance-to-default firms,

FLDD.

Column (1) of Table 2.5 shows that none of the triple interaction terms

composed of the monetary policy shocks, banks’ market leverage ratio, and the

real estate industry dummy have significant estimates.

Following previous studies (Hoshi (2001), Ogawa (2003)) that have found

that the growth rates of loans to real estate industry by Japanese banks are as-

sociated with their non-performing loan ratios, we use non-performing loans as

the bank risk variable instead of the bank leverage ratio. Column (2) of Table

2.5 indicates that the triple interaction term including the short-term interest rate

shocks and bank’s non-performing loan ratio (SHORT∗BNPL∗ESTATE) has a sig-

nificantly negative estimate, while the other interaction effects are not significant.

These estimation results imply that monetary policy easing by lowering short-term

interest rates causes banks facing higher non-performing loans to increase lending

to real estate firms more than non-real estate firms compared with those with low

non-performing loan ratios. This finding provides the policy-relevant implication

that conventional policy easing by lowering short-term rates boosts lending in the

real estate industry by financially fragile banks, which might ultimately destabilize

the banking system. Furthermore, this increase is not directly associated with the
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bank’s JGB and stock holdings ratios because the interaction effect for the short-

term rate shock, the JGB holdings ratio (or the stock holdings ratio), and the real

estate industry firm dummy is not significant.32

2.4.2 Insight into a Bank’s Risk-taking in Lending

Our estimation results have thus far shown that the three types of monetary

policy measures (i.e., monetary policy rates, the monetary base, and the risky

assets ratio) affect a bank’s lending behavior differently. Here, we discuss some

of the insights of the monetary policy effects on a bank’s risk-taking in lending

by showing additional estimation results of the models where other bank variables

serve as a proxy for banks’ risk preference.

Short-term Rate Shocks and Bank’s Risk-taking Even under the

extremely low interest rate regime of unconventional monetary policy, lowering

monetary policy rates induces banks with higher leverage ratios to lend more to

firms with high credit risk. One possible explanation for such an effect is that lower

short-term rates ease banks’ capital constraints by increasing their capital gains

through the increases in prices of their assets. Another route of the effect related

to banks is reach for yields behavior, which may arise because banks seek higher

yields from securities holdings and lending (i.e., the existence of “yield-oriented”

banks) as pointed out by Stein (2013). This type of investor has an incentive to

increase current yields for institutional or accounting reasons. This tendency can

drive banks to invest more in assets and lending that bear higher yields and risks,

and it would actualize when the yields of their investment assets and JGBs decrease

due to lower monetary policy rates. We examine these two channels, namely the

effects of increasing capital and reach for yields behavior, using different bank risk

variables instead of the market leverage ratio.

First, we should note that the heterogeneity in banks’ government bond

holdings does not have an interaction effect with the short-term rate shock as shown

in Table 2.4. This fact implies that the heterogeneity in the size of the capital gains

32The estimation results for the coefficient on the triple interaction effects of the JGB and
stock holding ration are not reported in Table 2.5.
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Table 2.5: Estimation Results with the Real Estate Industry Dummy Variable

(1) (2)
Dep. Variable: ∆LOAN BANK= BMLEV BANK= BNPL

Monetary policy shocks
SHORT*BANK*ESTATE -0.385 -1.223∗∗

(0.398) (0.559)
MB*BANK*ESTATE -0.599 0.859

(0.613) (0.877)
COMP*BANK*ESTATE 0.636 0.211

(0.516) (0.629)
Macroeconomic variable
GDP*BANK*ESTATE -0.438∗ -0.0816

(0.250) (0.327)
CPI*BANK*ESTATE -0.122 -0.355

(0.897) (0.900)

N 169851 173048
Firm * Year fixed effect X X
Bank * Year fixed effect X X

Notes: ***, **, * indicate 1%, 5% and 10% levels of significance, respectively. Ro-
bust standard errors are in parentheses. This table shows the estimation results of
the model with firm∗year and bank∗year fixed effects, where the first log-difference
of outstanding amount of bank loan (multiplied by 100 to be expressed in percent-
age) is used as a dependent variable. The first and second columns specify the
estimation result with the bank market leverage ratio (BMLEV) and bank non-
performing ratio (BNPL), respectively as a bank risk variable. MB, COMP, and
SHORT indicate monetary base, composition and short term interest rate shocks,
respectively. An increase in MB and COMP indicate an increase in monetary
base and risky asset ratio held by the Bank of Japan, respectively. An increase in
SHORT indicates an increase in short term interest rates. FLDD4 indicates the
low distance-to-default firm dummy, where distance-to-default at the end of fiscal
year t− 1 is smaller than the lowest quartile of all observations in the same fiscal
year. Inverse Mills Ratio is multiplied by 100 and included in explanatory vari-
ables following Heckman’s bias correction procedure to correct the survival bias of
a relationship in our dataset. In the second stage estimation, we include inverse
Mills ratios and the six triple interaction terms in our model, each of which is
composed of one of monetary policy shocks, one of the bank size and ROA, and
the risky firm indicator. The estimated coefficients are not reported in the table.
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brought about by the monetary policy shock does not explain the heterogeneity

in the risk-taking behavior by banks in response to the shock.Put differently, the

results in Table 2.4 suggest that the channel through which conventional monetary

policy mitigates banks’ capital constraint by increasing capital gains due to low

interest rates would not be a main driving factor for the risk-taking effects of

conventional monetary policy.

Alternative Assets Ratio To address further why lowering short-term

rates stimulates lending from risky banks to risky firms, we also use an indicator

of banks with a high alternative assets ratio, BHOt−1, as a bank risk variable

instead of the bank leverage ratio and estimate the triple interaction effects. The

alternative assets ratio is defined as the ratio of the sum of other securities and

derivative holdings to total assets.33

The indicator for banks with a high alternative assets ratio is a dummy

variable that takes one if the bank’s alternative assets ratio is higher than the

highest tertile of the samples in each year. The high other assets ratio indicator

serves a proxy of the risk-taking attitude of banks to off-balance sheet activity and

the tendency of banks to seek higher yields in the low interest rate environment.

The estimation result shown in Table 2.6 indicates that the triple interaction effect

of short-term rate shocks, the high other assets ratio dummy, and the firm risk

variable (SHORT ∗ BHO ∗ FLDD4) has a significantly negative estimate. This

result implies that lowering the short-term rate increases risky lending from banks

with a higher other assets ratio more than that from less risky banks. In other

words, it suggests short-term rate shocks can stimulate reach for yields behavior

by risky banks.

High-Risk High-Return Portfolio We also examine whether banks with

higher risk appetite tend to increase credit to risky firms in response to monetary

policy shocks using the risk profile of their loan portfolio. In portfolio manage-

ment, a bank with high risk appetite would prefer a bank loan portfolio that has

33The exposure to the derivative contracts is used to capture off-balance sheet derivative trading
activity in the existing literature. For example, Hagendorff et al. (2016) use the log of the
ratio of derivative contracts held for trading over total assets to capture the riskiness of banks.
Furthermore, Elul and Yeramilli (2013) point out that this is associated with the bank’s risk
management.
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Table 2.6: Estimation Results with High Alternative Assets Ratio Bank Dummy

(1)
Dep. Variable: ∆LOAN

Monetary policy interaction terms
SHORT*BHO*FLDD4 -1.321∗∗

(0.583)

MB*BHO*FLDD4 0.783
(0.733)

COMP*BHO*FLDD4 -0.234
(0.609)

N 187168

Firm * Year fixed effect X
Bank * Year fixed effect X

Notes: ***, **, * indicate 1%, 5% and 10% levels of significance, respectively.
Robust standard errors are in parentheses. The dependent variable, the first log-
difference of outstanding amount of bank loan, is multiplied by 100 to be expressed
in percentage. This table shows the estimation results of the model with firm∗year
and bank∗year fixed effects. Each variable indicates a triple interaction term com-
prised of monetary policy shocks (or macroeconomic variable), bank covariates
and firm covariates. MB, COMP, and SHORT indicate monetary base, compo-
sition and short term interest rate shocks, respectively. An increase in MB and
COMP indicate an increase in monetary base and risky asset ratio held by the
Bank of Japan, respectively. An increase in SHORT indicates an increase in short
term interest rates. BHO indicates the high alternative assets ratio bank dummy,
where the bank’s ratio of the other securities and derivatives holdings to total as-
sets in year t− 1 is bigger than the highest tertile of all observations in each year
t−1. FLDD4 indicates the low distance-to-default firm dummy, where distance-to-
default at the end of fiscal year t−1 is smaller than the quartile of all observations
in the same fiscal year. Inverse Mills Ratio is multiplied by 100 and included in the
independent variables following Heckman’s bias correction procedure to correct the
survival bias of a relationship in our dataset. In the second stage estimation, we
include inverse Mills ratios and the following eight control variables of the triple in-
teraction terms in our model: two interaction terms—one comprised of the change
rate of GDP, the high alternative assets bank indicator, and the low distance-
to-default firm indicator and the other comprised of the change rate of CPI, the
high alternative assets ratio bank indicator, and the low distance-to-default firm
indicator—with six triple interaction terms, each of which is comprised of one of
three monetary policy shocks, one of the bank size and ROA, and the risky firm
indicator. The estimated coefficients are not reported in the table.
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higher expected returns, but is exposed to higher volatility. Given this insight, we

construct an indicator of a bank that has a higher return on lending and a higher

volatility of the return. More concretely, we construct a dummy variable of banks

with high returns and high risks, BHRHVt−1, which takes one if the bank’s lending

returns, defined as the ratio of its interest received from all its loans to its total

bank loans, is larger than the highest tertile in year t− 1 and the volatility of the

returns on bank loans from year t−5 to t−1 is larger than the median of all banks

in year t− 1, and zero otherwise. Then, we use the high-risk, high-return portfolio

bank dummy as a bank risk indicator instead of the bank leverage ratio.

The estimation results in Table 2.7 show a significantly negative estimate

for the triple interaction term for the short-term rate shock (SHORT∗BHRHV

∗FLDD4) and a significantly positive estimate for the composition shocks (COMP∗
BHRHV ∗FLDD4), indicating that banks with higher returns on loans and their

volatility are more likely to increase loans to risky firms in response to a lowering

short-term rate shock and a positive composition shock. Considering that risk and

return have a trade-off relationship in a standard portfolio choice problem, this

finding suggests that a short-term rate and a composition shock encourage banks

with higher risk appetite to take more credit risks.

Monetary Base Shocks and Bank’s Risk-taking On the contrary,

the monetary base shocks do not have heterogeneous effects in terms of the firm’s

credit risk interacted with the banks’ balance sheet and risk preference as shown in

Tables 2.4 to 2.7. However, this does not exclude the possibility of its affecting bank

lending homogeneously. In fact, in Appendix B.2, we show the estimation result

of the double interaction effects of the monetary policy shocks and bank leverage,

which indicates that an easing monetary base shock would increase lending from

a highly leveraged bank more than that from a low leveraged bank. This result

concurs with the finding of Baba et al. (2006) that the BOJ’s unconventional policy

prevented increases in risk premiums in financial markets, which helped facilitate

the funding of Japanese banks. In the context of credit allocation toward risky

firms, we find no risk-taking channel of the monetary base shock.
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Table 2.7: Estimation Results with the Bank Dummy for High Return and High
Risk Portfolio

(1)
Dep. Variable: ∆LOAN

Monetary policy interaction terms
SHORT*BHRHV*FLDD4 -2.154∗

(1.183)

MB*BHRHV*FLDD4 -0.229
(0.949)

COMP*BHRHV*FLDD4 1.596∗∗

(0.744)

N 187168

Firm * Year fixed effect X
Bank * Year fixed effect X

Notes: ***, **, * indicate 1%, 5% and 10% levels of significance, respectively.
Robust standard errors are in parentheses. The dependent variable, the first log-
difference of outstanding amount of bank loan, is multiplied by 100 to be expressed
in percentage. This table shows the estimation results of the model with firm∗year
and bank∗year fixed effects. Each variable indicates a triple interaction term com-
prised of monetary policy shocks (or macroeconomic variable), bank covariates
and firm covariates. MB, COMP, and SHORT indicate monetary base, compo-
sition and short term interest rate shocks, respectively. An increase in MB and
COMP indicate an increase in monetary base and risky asset ratio held by the
Bank of Japan, respectively. An increase in SHORT indicates an increase in short
term interest rates. BHRHV indicates the high-risk high-return bank indicator,
where the bank’s return on lending in year t − 1 is bigger than the median and
the volatility of the return from t-5 to t-1 is bigger than the highest tertile of all
observations in each year t− 1. FLDD4 indicates the low distance-to-default firm
dummy, where distance-to-default at the end of fiscal year t − 1 is smaller than
the quartile of all observations in the same fiscal year. Inverse Mills Ratio is mul-
tiplied by 100 and included in the independent variables following Heckman’s bias
correction procedure to correct the survival bias of a relationship in our dataset.
In the second stage estimation, we include inverse Mills ratios and the following
eight control variables of the triple interaction terms in our model: two interaction
terms—one comprised of the change rate of GDP, the high-risk high-return bank
indicator, and the low distance-to-default firm indicator and the other comprised
of the change rate of CPI, the high-risk high-return bank indicator, and the low
distance-to-default firm indicator—with six triple interaction terms, each of which
is comprised of one of three monetary policy shocks, one of the bank size and
ROA, and the risky firm indicator. The estimated coefficients are not reported in
the table.
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Composition Shocks and Bank’s Risk-taking Composition shocks

lead to an increase in bank loans from banks with low liquid assets ratios and

high risk appetite to high risk firms as shown in Tables 2.4 and 2.7. One of the

mechanisms of such an effect is that a composition shock increases the values of

banks’ assets by lowering risk premiums, which eases banks’ liquidity constraints

and induces the heterogeneous effects of monetary policy.

To further address the mechanism that banks with higher risk appetite in-

crease lending to risky firms, we use the loan to deposit ratio as a bank risk variable

instead of the bank leverage ratio. The loan to deposit ratio of a bank is defined as

the ratio of the bank’s total loans to deposit. We should note that Japanese banks

basically do not reject deposits from their customers and the deposit is classified

as a stable debt for banks. In particular, under a zero lower bound constraint of

deposit interest rates, Japanese banks cannot not fully control for the amount of

deposits. Hence, this ratio reflects the bank’s risk taking attitude toward bank

loans as well as its lending opportunity, compared to their deposits.

As shown in Table 2.8, the triple interaction effect of the composition

shocks, the bank’s loan to deposit ratio, and the low distance-to-default firm in-

dicator is estimated to be significantly negative, while the other triple interaction

effects for short-term rate shocks and monetary base shocks are not significantly

different from zero. This finding suggests that the composition shocks stimulate

lending behavior by banks that are taking more risks in lending in terms of the

balance between the stable debt and lending loans. The finding supports that the

composition shocks increase risky lending from banks with higher risk appetite, as

demonstrated in Tables 2.4 and 2.7.

Policy Implications We find a clear distinction among the different mon-

etary policy shocks. For conventional shocks, we find evidence that they stimulate

reach for yields behavior by risky banks by lowering interest rates and forcing them

to invest in other assets than JGBs. Similar to conventional shocks, the compo-

sition shocks encourage risk-taking behavior by banks with low liquid asset ratios

and high risk appetite. On the contrary, monetary base shocks do not have het-

erogeneous effects on risky lending in terms of the leverage and liquidity of their
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Table 2.8: Estimation Results with Loan to Deposit Ratio

(1)
Dep. Variable: ∆LOAN

Monetary policy interaction terms
SHORT*BLD*FLDD4 0.00578

(0.0100)

MB*BLD*FLDD4 -0.00543
(0.0116)

COMP*BLD*FLDD4 0.0137∗

(0.00749)

N 173203

Firm * Year fixed effect X
Bank * Year fixed effect X

Notes: ***, **, * indicate 1%, 5% and 10% levels of significance, respectively.
Robust standard errors are in parentheses. The dependent variable, the first log-
difference of outstanding amount of bank loan, is multiplied by 100 to be expressed
in percentage. This table shows the estimation results of the model with firm∗year
and bank∗year fixed effects. Each variable indicates a triple interaction term com-
prised of monetary policy shocks (or macroeconomic variable), bank covariates and
firm covariates. MB, COMP, and SHORT indicate monetary base, composition
and short term interest rate shocks, respectively. An increase in MB and COMP
indicate an increase in monetary base and risky asset ratio held by the Bank of
Japan, respectively. An increase in SHORT indicates an increase in short term in-
terest rates. BLD indicates the bank’s loan to deposit ratio. FLDD4 indicates the
low distance-to-default firm dummy, where distance-to-default at the end of fiscal
year t − 1 is smaller than the quartile of all observations in the same fiscal year.
Inverse Mills Ratio is multiplied by 100 and included in the independent variables
following Heckman’s bias correction procedure to correct the survival bias of a
relationship in our dataset. In the second stage estimation, we include inverse
Mills ratios and the following eight control variables of the triple interaction terms
in our model: two interaction terms—one comprised of the change rate of GDP,
the loan to deposit ratio, and the low distance-to-default firm indicator and the
other comprised of the change rate of CPI, the loan to deposit ratio, and the low
distance-to-default firm indicator—with six triple interaction terms, each of which
is comprised of one of three monetary policy shocks, one of the bank size and
ROA, and the risky firm indicator. The estimated coefficients are not reported in
the table.
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assets, and banks’ risk preference.

Our finding of the heterogeneous effects of conventional monetary policy

shocks on bank lending are in line with the finding of Jiménez et al. (2014), which

showed that lowering short-term rates increases risky lending by banks with low

capital, using Spanish loan registration data when interest rates are well above

the effective zero lower bound. Moreover, we extend their finding by illustrating

that even in an extremely low interest rate environment, short-term rates have a

substantial effect on a bank’s risk-taking behavior.

In addition, the composition shocks and monetary base shocks have different

effects, although they are not distinguished well in the literature. One explanation

of why the composition shocks alter the behavior of banks with low liquidity and

high risk appetite is that they interpret those shocks as a signal that the central

bank is playing a backstop role in banks’ funding and risky asset markets (Li and

Wei (2013), Bauer and Rudebusch (2014), Bekaert et al. (2013)). This signal

induces a decline in risk premiums and the volatility of risky assets.34 Although

whether this signaling effect affects banks heterogeneously in terms of risky lending

is not theoretically obvious, we find empirical evidence that this is the case: in

other words, the composition shocks allow risky banks to take more credit risks

than non-risky banks.

On the contrary, increasing the monetary base did not have heterogeneous

effects on risky lending by risky banks, partly because it did not have such a strong

signaling effect. The reason why the monetary base shocks did not have effects on

risky lending would be that the exchange of money and government bonds did not

have a substantial impact on the expected values of risky assets. On the contrary,

changing the composition of the central bank’s assets had a direct signal on the

stance of monetary policy, which results in the risk-taking by risky banks.

As QE and QQE policy is designed to lower the risk premiums of risky assets

such as stocks, we may conclude that unconventional policy easing by changing

34Bauer and Rudebusch (2014) pointed out that the decline in Treasury yields following asset
purchase programs might also reflect investor perceptions that monetary policy is to remain
accommodative for a longer period than the market previously expected. Bekaert et al. (2013)
found that lax monetary policy decreases risk aversion and uncertainty about stock prices and
the former effect is stronger using the VIX.
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the composition ratio of conventional and unconventional assets has the expected

effect. However, the resultant distortion in risky asset markets encourages the

moral hazard of high risk appetite banks (Adrian and Shin (2011), Jiménez et

al. (2014)). Considering our findings, central banks should thus guard against

underestimating these side effects of unconventional monetary policy.

In particular, although banks would charge higher interest rates on lending

to risky firms, they would be insufficiently large to make up for the credit risk that

they take. As discussed in Section 2.3 (see also the result shown in Appendix B.3),

the firm risk variable, distance-to-default, significantly affects the probability of

the firm bankruptcy. However, if we calculate the interest gap following Caballero

et al. (2008) and regress the interest gap on the low distance-to-default dummy,

the coefficient is estimated to be insignificant as shown in Table 2.9.35 This result

suggests that higher credit risk or lower distance-to-default is not necessarily as-

sociated with higher interest payments.36 We should note that our dataset only

includes total interest rates on a firm’s total debts. Hence, we cannot conduct a

detailed loan-level analysis of interest rates as we did for outstanding amounts of

loans. However, the result suggests that risky banks are likely to increase risky

lending to exploit only a marginal increase in yields that would not cover the credit

risk that they bear. Again, our findings urge policymakers to pay special attention

to the side effects of monetary policy in terms of the credit risk-taking channel.

2.5 Conclusion

In this study, we investigated the effects of unconventional monetary policy

on bank lending, using a bank-firm matched dataset in Japan from March 1999 to

35The interest rate gap for a firm is defined as the difference between the firm’s actual interest
payment and the hypothetical lower bound, which is normalized by the total amount of the firm’s
borrowing. Total borrowing is calculated as the sum of the outstanding amount of commercial
paper, corporate bonds, and bank borrowing. The hypothetical lower bound of interest rate
payments in year t is the extremely advantageous rate, which is calculated by using the prime
rates for short-term borrowing in year t, the average prime rate for long-term bank borrowing
from t− 4 to t, and the minimum rate of convertible bonds issued between t− 4 and t.

36Using the distance-to-default instead of its dummy variable does not change the result qual-
itatively.
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Table 2.9: Estimation Result for Interest Rate Gaps Regression

(1)
Dependent Variable: Interest Rate Gapt

FLDD4 -0.00110
(0.00141)

Number of observations 35440

Notes: ***, **, * indicate 1%, 5% and 10% levels of significance, respectively.
Standard errors are in parentheses. The dependent variable is the firm’s interest
rate gap (GAP) calculated by following Caballero et al. (2008). The independent
variables consist of the year dummies and the low distance-to-default indicator.
The indicator takes one if the firm’s distance-to-default is lower than the quartile
of samples in each year. The regression model is as follows,

GAPit = βFLDD4it + Y earFEt + eit, (2.11)

where eit denotes a disturbance term. Using the firm’s distance-to-default instead
of its dummy variable does not change the result qualitatively. Including other
control variables such as industry dummies and other firm covariates does not
change result qualitatively.

March 2015. From the presented findings, we can draw three conclusions about

banks’ risk-taking channel under unconventional monetary policy. First, under

an extremely low interest rate regime, lowering short-term interest rates induces

banks with higher leverage ratios and higher risk appetite to lend more to firms

with high credit risk owing to search for yields behavior, which occurs because of

lower yields to maturity.

On the contrary, the QE policy of expanding the BOJ’s balance sheet does

not have heterogeneous effects on risky lending in terms of bank leverage and risk

appetite, which implies that the risk-taking channel of the monetary base shocks

was not effective.

Finally, qualitative easing through the purchase of risky assets induces

banks with low liquid assets and high risk appetite to increase credit to firms

with high credit risks; that is, the bank’s risk-taking channel works under qual-

itative easing via banks with high risk appetite. Unlike conventional monetary

policy easing, however, unconventional monetary policy does not directly change



110

current short-term rates. Rather, it causes a signaling effect in which the central

bank commits to decreasing risk premiums and expected short-term rates, thereby

promoting banks with lower liquid assets (i.e., those with higher risk appetite) to

take more credit risks.
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Chapter 3

Bank Loan Supply Shocks and

the Real Economy: The Case of

Japan

The 2008 financial crisis emphasized the incompleteness of financial mar-

kets by enabling researchers and policy makers to reacknowledge the roles of the

financial sector as an amplifier and an origin of adverse shocks. However, as devel-

oped economies have experienced several financial crises prior to 2008, investigating

the role of financial markets in a real ecoMinistry of Public Management nomy is

not a recent issue. One of most influential financial crises prior to 2008 was the

Japanese banking crisis that occurred following the collapse of the bubble economy

in the 1990s.1 Indeed, due to the poor performance of the Japanese economy in

the past 20 years, the 2008 crisis provoked the discussion whether other developed

economies such as the United States were facing the risk of “Japanization”; in

other words, the possibility that the economy would experience prolonged down-

turn periods similar to that of Japan after 1990s was vigorously argued in the

United States and Europe.2

1In the 1980s, the Japanese economy enjoyed a high growth rate of approximately 4%, al-
though this marks a slow down from its 1970s era rate. After the bubble economy burst, it
declined to 1.5% in 1990s, and remained at approximately 1% throughout the first half of the
2000s.

2On December 11, 2011, for example, in an article titled “Is America Going the way of Japan,”
New York Times discussed the risk that the American economy would experience after 2008.
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This view of economies is based on the hypothesis that the slow growths of

the Japanese economy were mainly caused by its malfunctioning financial system.

However, identifying credit supply shocks is a complicated task because many

other factors, such as aggregate demand shocks to the whole economy, affect both

demand and supply of credits. Because of this difficulty in identifying credit supply

shocks, the debate is ongoing concerning the extent to which they affected the real

economy and whether the malfunctioning credit market was a main determinant

of low growth rates in this so-called “lost two decades” period.

This study contributes to the continuing discussion by using Japanese busi-

ness survey data, “Tankan,” and employing the methodology proposed by Bassett

et al. (2014) in order to overcome the identification problem.3 I investigated the

extent to which fluctuations in Japan’s real economy can be explained by exoge-

nous loan supply shocks, thereby drawing three main conclusions.

First, I show that a negative loan supply shock significantly decreases GDP,

but the contribution is not economically substantial; bank loan supply shocks

contribute approximately 7% to the GDP fluctuations. Second, I show that during

the late 1990s financial crisis, bank loan supply shocks were attributable to the

economy’s contraction. I find that in 1998, without bank loan supply shocks, GDP

growth rates would have remained positive and its decline in 1999 would have been

half of the realized outcome. The effects of a negative bank loan supply shock in the

crisis starting from the late 1990s crisis were significant, even compared to those in

the 2008 crisis. Third, I find that the economy in a zero lower bound environment

is more vulnerable to an adverse supply shock as theoretical literature predicts;

in a zero lower bound environment, bank loan supply shocks contribute to about

10% of GDP fluctuations. This paper contributes to the strand of literature on the

study of credit supply shocks by using a consistent data spanning three decades,

rather than picking arbitrary periods. To my knowledge, this is first study to use

and adjust Tankan survey to estimate the real effects of bank loan supply shocks

in Japan over a three decade period.

However, the authors believed that the possibility was low for the United States to experience a
similar situation faced by the Japanese economy in 1990s after the collapse of its bubble economy.

3See Section 3.1 for the detail of the Tankan survey.
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The Tankan survey is conducted by the Bank of Japan to understand busi-

ness conditions, which has some advantages in investigating loan supply shock

effects over other dataset used in previous studies. First, it covers a long time

period during which the constraint of a zero lower bound on nominal interest rates

was binding. The study of the effect of bank loan shocks in Japan provides some

useful insights for other economies as the Japanese economy has been in a zero

lower bound environment for more than 10 years in total. Previous theoretical

studies demonstrated that an economy in a zero lower bound environment shows

different dynamics compared with those in a non-zero lower bound environment.4

After the 2008 financial crisis, not only Japan but also many other developed coun-

tries, faced a zero lower bound on nominal interest rates. However, few studies

have investigated how and whether the effect of bank loan supply shocks on the

real economy changes in a zero lower bound environment. Therefore, this study ex-

amines the different behavior of a real economy after being hit by bank loan supply

shocks in a zero lower bound environment. Furthermore, Tankan offers quarterly

firm-survey data that began in the 1970s and has been compiled in a consistent

manner.5 Compared to other studies such as ones that utilized annual data of

bank balance sheets, the quarterly Tankan data provide us more comprehensive

and detailed understandings over the development of economy.

Several studies have used Tankan survey data to identify bank loan supply

shocks. Among them, Brunner and Kamin (1995) used the Tankan data from 1970

through 1989 to show that bank loan supply shocks have small effects on the real

economy. Motonishi and Yoshikawa (1999) used the Tankan survey to estimate

the investment function of Japanese firms. They focused on the decline in firm

investment that occurred during the 1990s, finding evidence of a credit crunch in

the late 1990s. However, no studies have investigated the role of bank loan supply

shocks through the 1990s and 2000s, using the Tankan data.

4See e.g., Eggertsson and Woodford (2003).
5In the Tankan survery, there is a discontinuity between the data through December 2003 and

those after March 2004 because of the change in the size classification and revisions to sample
enterprises. However, this study is not affected by the size classification. Furthermore, the
conclusions in this study does not change even if I use the original time-series that is available
through the March 2009 survey.
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Regarding the identification issue of loan supply shocks, we employed the

strategy of Bassett et al. (2014). They used bank-level data from the Federal

Reserve’s Senior Loan Officer Opinion Survey (SLOOS) and adjusted for banks-

specific characteristics and loan demand factors in order to extract loan supply

shocks from SLOOS. Thereafter, they aggregated the SLOOS panel data to in-

vestigate the relationship between bank loan supply shocks and the real economy,

finding that the loan supply shocks would explain approximately 20% of the real

GDP fluctuation in the past 20 years.

The approach employed by Bassett et al. (2014) has two distinct features

from previous methodologies. First, they adjusted for the other factors related to

loan demand shocks, whereas previous studies used the SLOOS itself as sole data

for loan supply shocks. Controlling for the other factors such as macroeconomic

conditions mitigates the omitted variable problem.6 Second, their use of panel

data enables them to control for bank-specific characteristics to identify bank loan

supply shocks.7 Following the strategy of Bassett et al. (2014), I use industry-level

Japanese Tankan survey data to exploit the benefits of their methodology.

This paper addresses the effect of bank loan supply shocks by identifying

them in a consistent and simple manner over three decades, contributing the con-

tinuing debate about reasons for the lost two decades. Previous literature found

some evidence that a negative shift of the bank loan supply function, often called

as “credit crunch” or “capital crunch,” caused low growths of investment and GDP

in the late 1990s in Japan. Among others, Woo (2003) showed that the capital

adequacy ratio significantly affected the bank loan growth rate after 1997 using

bank-panel data. Focusing on the real estate bubble in the 1980s, Gan (2007a)

also demonstrated that declining land prices in the 1990s dampened bank lending

and firm investment using Japanese loan-level panel data. However, these pre-

vious studies focused only on the late 1990s banking crisis. Significantly fewer

6Indeed, Bassett et al. (2014) showed that using the SLOOS itself as supply shocks overstates
the effect of supply shocks on the real economy.

7Other studies, including those by Ciccarelli et al. (2015) and Cappiello et al. (2010), use
aggregated survey data to identify bank loan supply shocks in the United States and Europe,
focusing on the study of the credit channel of monetary policy shocks instead of the role of bank
loan supply shocks.
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studies have examined the Japanese bank loan market in the 2000s even though

the growth rates of aggregate bank loans and economy remained quite low in the

early 2000s. Amiti and Weinstein (2013) are an exception in terms of their dataset

coverage; using a bank-firm matched loan data over three decades, they showed

that idiosyncratic bank shocks can explain 40% of aggregate loans and thus these

shocks affect firm investment. This paper, using the Tankan dataset over three

decades, provides us with a deeper understanding of the loan supply shock effect

on the real economy in a developed country.

The rest of the chapter is organized as follows. Section 3.1 provides a de-

tailed description of the Tankan survey and the identification methodology. Section

3.2 reports the estimation results in the full sample period. Section 3.3 examines

the loan supply shock effects during the past two decades and performs a counter-

factual analysis for the two financial crises. Finally, Section 3.4 gives concluding

remarks. Appendix C describes our variance decomposition methodology.

3.1 Data and Methodology: Tankan Approach

This section describes the Tankan survey data and our estimation strategy.

Subsection 3.1.1 provides the detailed description of the Tankan survey, which I

used for identify a bank lending stance shock. Subsection 3.1.2 explains how to

identify the effects of loan supply shocks using a VAR system of macroeconomic

variables.

3.1.1 Tankan Survey and Bank Lending Stance Shocks

To identify bank loan supply shocks, I use the Tankan Survey data collected

by the Bank of Japan. This quarterly survey asks over 11,000 firms regarding their

current and future business conditions.8 Sampled firms in the survey are chosen on

the basis of the Establishment and Enterprise Census conducted by the Internal

Affairs and Communications. The Tankan survey has 31 industry and 3 firm size

categories. One question asks firms regarding the lending attitude of financial

8Motonishi and Yoshikawa (1999) have more detailed discussion of the Tankan survey.
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institutions with firms having to choose between “tight,” “easy,” or “normal.”

This allows us to construct a diffusion index (D.I.) by aggregating all firms in an

industry i as follows:

Stance D.I.it = (NE
it −NT

it )/Nit × 100 (3.1)

where NE
it and NT

it denote the number of firms who answered “easy” and “tight,”

respectively. Nit denotes the number of firms in industry i in the Tankan survey.

The Stance D.I. is constructed to capture supply side factors in bank loan

markets, which I exploit to estimate the effects of bank loan supply shocks. Fol-

lowing Bassett et al. (2014), I assume that a quarterly change of the Stance D.I.

follows the AR(1) process as follows:

∆Stance D.I.it = δi + βi∆Stance D.I.it−1 + eit (3.2)

where δi and eit denote a industry i fixed effect and an error term, respectively.

However, as discussed in the introduction, the Stance D.I. would be affected

more or less by other factors than loan supply shocks. For example, firms that

experienced a decrease in demand for their goods are likely to face a severe stance

from banks because banks expect the shrink of the firms’ business. Accordingly,

the Stance D.I. may reflect demand shocks for their good, instead of bank loan

supply shocks if such firms answered the question with “tight.”

To overcome the estimation bias caused by using the raw Stance D.I. data

as loan supply shocks, this study adjusted for other factors that affected the Stance

D.I. by following the methodology of Bassett et al. (2014). In the Tankan survey,

each firm’s panel data is not publicly available. Therefore, I do not adjust for each

firm’s characteristics as Bassett et al. (2014) did for banks. Rather, I use industry-

level data and control for other factors such as loan demand shocks in each industry.

Given that loan demand shocks vary across industries, this methodology enables

us to obtain a cleaner loan supply shock indicator than using data aggregated at

the whole economy level.

In the baseline model, I included the Demand D.I. for goods and service in
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each industry to adjust for loan demand factors in its Stance D.I. In the Tankan

survey, firms are also asked regarding current demands of services and goods in

their industry, which firms answer with “increased,” “decreased,” or “unchanged.”

More specifically, the demand D.I. is constructed as follows,

Demand D.I.it = (N I
it −ND

it )/Nit × 100, (3.3)

where N I
it and ND

it denote the number of firms that answered “increased” and

“decreased,” respectively. Using this demand D.I., we disentangle bank loan supply

shocks from firm-side factors in the Stance D.I. as follows,

∆Stance D.I.it =δi + βi∆Stance D.I.it−1

+ γ1i∆Demand D.I.it + γ2i∆Demand D.I.it−1 + uit. (3.4)

The demand D.I. for goods and service serves as a proxy for firm-side factors

that affect the Stance D.I.; in other words, by regressing the Stance D.I. on the

Demand D.I., we obtain the residual uit that is orthogonal to firm-side factors

represented by the Demand D.I. Here, lower demand for goods and service in each

industry is associated with the low performance of firms in that industry, leading

to a tight lending stance of their banks.

Moreover, other factors such as banks’ perspective for the economic devel-

opment are supposed to affect the Stance D.I. Therefore, I include the other control

variables Xit−1 in an alternative model as follows:

∆Stance D.I.it =δi + βi∆Stance D.I.it−1

+ γ1i∆Demand D.I.it + γ2i∆Demand D.I.it−1 + ηiXit−1 + uit.

(3.5)

More specifically, a one-period lagged value of Nikkei 225 and bank stock index re-

turn, the change in the business condition D.I. and GDP growth rates are included
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as other control variables in the alternative model. As discussed in Bassett et al.

(2014), these control variables and the Demand D.I. might be correlated with loan

supply shocks to some extent. If the correlation is positive, which is a plausible

assumption, we would underestimate the loan supply shock effects. Therefore, we

conducted estimations using the raw Stance D.I., in addition to adjusted lending

stance shocks in order to understand how our adjustment affect the estimation

results.

Finally, bank lending stance shocks for each industry i can be aggregated

by weighting uit with a weight wi as follows:

st =
I∑
i=1

uitwi (3.6)

where I indicates the number of industries. The estimation of uit is simply con-

ducted by running an OLS regression for each industry and by allowing the coeffi-

cients on the explanatory variables to vary across industries in equation (5). The

weight, wi, is calculated as a ratio of the number of firms in each industry to the

total number of firms from the Tankan Survey.

3.1.2 Identification of Bank Loan Supply Shock Effects

To estimate the effect of bank loan supply shocks on the real economy, I

follow the methodology of Stock and Watson (2013) by using a VAR model with

the aggregate lending stance shocks obtained in the previous subsection as our

instruments. The strategy focuses on the partial identification of fundamental

shocks. More specifically, I assume that bank loan variables and macroeconomic

variables are approximated by a VAR system with p number of lags. Namely, the

variables are represented as follows:

Yt =
P∑
p=1

βpYt−p + νt, (3.7)
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where νt denotes reduced form shocks of the VAR system. We assume that νt

is represented by a linear combination of some fundamental shocks, µt: In other

words. we assume that νt = Bµt holds with n × n matrix B. Moreover, I define

Σµ as a variance-covariance matrix of the fundamental shocks µt. Thereafter, I

assume that st is a valid and relevant instrument for a bank loan supply shock,

which is defined as the first element of vector µt without loss of generality. More

precisely, I assume that the following conditions hold:

E(stµ1t) = α, (3.8)

E(stµjt) = 0 for j 6= 1, (3.9)

and

E(µtµ
′
t) = Σµ = D (3.10)

where D is a n × n diagonal matrix and µ1t, the first element of vector µt, is a

bank loan supply shock. Thereafter, using the instrument st, we can identify the

fundamental bank loan supply shocks up to a scale and sign as follows,

E(stνt) = E(stBµt) = B1α (3.11)

where B1 is the first column vector (n × 1) of B. Defining b ≡ B1α, we can take

the sample mean of ŝtν̂t to estimate b as follows,

b̂ =
T∑
t=1

1

T
ŝtν̂t. (3.12)

Using the identified vector b, we can calculate the impulse response functions

(IRFs), IRFh, to a negative bank loan supply shock in time horizon h as follows,

IRFh = −ψhb/σs (3.13)
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where ψh denotes the impulse response functions to non-orthogonalized shocks

for horizon h in a reduced form VAR and σs is a standard deviation of st. In

Equation (3.13), for normalization, I calculate the IRFs to a bank loan supply

shock associated with a one standard deviation negative bank lending stance shock.

This point will be clear if we rewrite Equation (3.13) by assuming E(st) = 0 as

follows,

IRFh = −ψh
B1α

σs
= −ψh

B1α

E(st2)
σs

= −ψh
B1E(stµ1t)

E(s2
t )

σs

= −ψhB1aσs

where a denotes the coefficient of st in a linear projection of µ1t on st. In this

manner, we can identify the effects of bank loan supply shocks. To conduct a

variance decomposition, we have some limitation in understanding a contribution

of a fundamental supply shock since we do not estimate µ1t itself. Appendix C

discusses this issue in a more detail. The next section presents the estimation

results using the Japanese Tankan data.

3.2 Estimation Results

The estimation methodology takes three steps. First, I estimate the ag-

gregate lending stance shocks. Second, I estimate the reduced form VAR system.

Finally, we can estimate the real effects of the bank loan supply shocks using the

bank lending stance shocks as an instrument.

3.2.1 Aggregate Bank Lending Stance Shocks

To estimate the aggregate bank stance shocks, I use firms of of all firm size

and industries for 28 years from 1986 through 2013.

Adjusted aggregate bank stance shocks are plotted in Figure 3.1 with the
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weighted average of the bank Stance D.I. and Demand D.I. When several Japanese

banks went bankrupt in the late 1990s, the stance shocks plunged. This time frame

corresponds to that identified in the previous literature as experiencing a credit

crunch (Woo 2003). Compared to the late 1990s, bank lending stance shocks de-

clined less during the 2008 financial crisis, an occurrence that coincides with the

prevailing view that the Japanese financial system remained relatively healthy.9

However, the Japanese GDP declined deeply after the 2008 financial crisis, reflect-

ing weak global demand. Figure 3.1 indicates that the demand D.I. decreased more

deeply after the 2008 crisis than during the late 1990s. This figure implies that we

successfully captured the different features of these two periods with the Demand

D.I. and Stance D.I.

In this study, I estimate bank loan supply shocks as exogenous shocks.

Regulation changes can be considered as one of the main original sources of loan

supply shocks.10

Figure 3.1: Bank lending Stance D.I., Demand D.I. and stance shocks

Notes: The alternative model includes a one-period lagged value of Nikkei 225 and bank stock

index return, the change in business condition D.I. and GDP growth rates as control variables

in addition to changes in goods and service demand D.I..

9For example, The Bank of Japan (2009) and Uchino (2013) argued that Japanese banks
remained relatively financially sound during the 2008 financial crisis.

10See Section 3.3 for a detailed discussion of Japanese regulation changes in the 1990s and the
2000s.
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3.2.2 Estimation of the Reduced Form VAR

As a second step to estimate the real effect of the bank loan supply shocks,

I estimate the VAR system with six macroeconomic variables including the real

GDP, CPI, bank current accounts held in the Bank of Japan, monetary policy

target interest rates,11 and two bank loan variables.

These bank loan variables include the outstanding amount of total bank

loans and those made for investment purposes offered by Japanese domestic banks.

These data are collected from the “Assets and Liabilities of Domestically Licensed

Banks” and the “Loans and Bills Discounted by Sector” survey, which are con-

ducted by the Bank of Japan. I used the first difference of the logarithm of the

outstanding amounts of the bank loans after a seasonal adjustment. Following

Bassett et al. (2014), I include the total bank loan variable that covers a broad

range of loans such as consumer loans, to capture the role of the bank loans as

much as possible. Considering that the Stance D.I. in the Tankan survey is sup-

posed to mainly reflect shocks to firms, I also include the bank loan variable for

investment into our VAR system.

As a monetary policy variable, I use the growth rates of the outstanding

amount of banks’ current account held in Bank of Japan. After Japan’s overnight

call rate hit the zero lower bound in March 2001, the Bank of Japan implemented

a quantitative easing policy where a certain level of the current account is set as a

policy target. Although the Bank of Japan terminated the quantitative monetary

policy in 2006, the 2008 financial crisis forced it to employ comprehensive monetary

easing policy in 2010. The policy was not directly aimed at a certain level of bank

current accounts. However, it is a useful variable to indicate the Bank of Japan’s

monetary policy stance. Hence, I use the first log-difference of the outstanding

amount of current accounts as a monetary policy variable. For GDP and CPI,

we use the log difference of the seasonally adjusted series. In addition to the six

macroeconomic variables, I include two variables to control for consumption tax

introduction and hike in April 1989 and April 1997, respectively. Following Bayomi

11Before 1997, the discount window rate was used as a target rate by the Bank of Japan, while
the overnight call rate has been used subsequently. Therefore, one variable was constructed by
connecting overnight call rates and discount window rates.



123

(2001), I define each variable so that it sums to zero over time and thereby the

tax effect cancels out before and after the tax change;12 in other words, these

dummy variables are expected to absorb the tax effects on the macroeconomic

variables before and after the tax introduction and hike. In total, I include the

six macroeconomic variables, two tax variables and a constant term in the VAR

system.

The data and patterns of the six macroeconomic variables after 1986 are il-

lustrated in Figures 3.2, 3.3 and 3.4, where I showed them as year-over-year growth

rates except inflation, real GDP and current accounts. Figure 3.2 demonstrates

that the growth rates of outstanding bank loans continued to decrease from 1990

until the early 2000s. Figure 3.3 indicates that the growth rates of the real GDP

and CPI are very volatile. According to Figure 3.4, the call rates were almost

zero after 1999 while the current account increased during the quantitative easing

period in the early 2000s.

In the VAR system, the number of lag in the VAR is chosen as one on the

basis of the Bayesian Information Criterion (BIC). The next subsection reports

the estimation results of IRFs and variance decompositions to examine the effects

of bank loan supply shocks on the real economy.

3.2.3 IRFs and Variance Decompositions for Full Sample

Period

The bank lending stance shocks ŝt, obtained in the previous step are used

to estimate the IRFs to a negative bank loan supply shock, µ1t. Here, a negative

shock implies a tightening of banks’ lending stance and thereby the deterioration

of firms’ financing condition.

In this section, to study the extent to which a different specification of bank

lending stance shocks affects estimation results, we conduct estimations using raw

12For example, the control variable for the introduction of the consumption tax in the second
quarter of 1989 takes the value of -1 in the first quarter of 1989, 1 in the second quarter and
zero otherwise. The tax hike control variable is defined in the same manner. Furthermore, I
conducted a robustness check by defining the variable in another way so that it takes -1 in the
second quarter of 1989, 1 in the third quarter of 1989 and zero otherwise. This alternative
definition of the control variable does not change the estimation results.
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Figure 3.2: Bank Loan Growth Rates

Notes: Year-over-year log growth rates of outstanding bank loan amount. Total bank loans and

bank loans for investment are taken from the Assets and Liabilities of Domestically Licensed

Banks” and the ”Loans and Bills Discounted by Sector” surveys, respectively.

Figure 3.3: GDP Growth Rates and Inflation Rates (CPI)

Notes: Both variables are calculated as the first log difference of the seasonally adjusted quarterly

data.
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Figure 3.4: Call Rates and Current Account

Notes: The current account is calculated as the log growth rates of banks outstanding current

accounts amounts held in the Bank of Japan. Before 1997, call rate indicates the discount window

rate.

data of the Stance D.I. and an alternative specification of stance shocks in addition

to the baseline model. In the alternative specification, I include the lagged value of

GDP growth rates and stock returns as the control variables (Xi,t−1) in equation

(5). The stock return is calculated as the first log difference of the Nikkei 225

index.

Figure 3.5 illustrates the cumulative change in the variables in response to

a negative bank loan supply shock, obtained from two different specifications of

bank stance shocks and the raw Stance D.I. Note that the baseline model includes

only the Demand D.I. as a control variable in equation (5) to identify bank lend-

ing stance shocks. In Figure 3.5, the shaded band indicates the 90% confidence

intervals based on a bootstrap of 3,000 iterations for the baseline specification.

In the baseline model, both of bank loan variables—bank loans for invest-

ment and total bank loans—gradually decreased significantly to around −0.8% and

−0.5%, respectively, in the 20th quarter. This result indicates the bank lending

stance shocks reflect the changes of banks’ lending behavior that caused the actual

decrease in bank lending.

As bank loans decrease, GDP also shrinks significantly, declining to −0.4%

in the 20th quarter. Given the low level of growth rates of Japanese economy in
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these three decades, this result implies that loan supply shocks had some important

role in its downturn.

Regarding CPI, the simultaneous response is inflationary even though the

magnitude of 0.05% is small. One possible interpretation of the CPI’s positive

response to a negative loan supply shock is that reduced bank loans depressed the

supply side of output, causing an inflationary pressure. In the 20th quarter, the

median estimates indicate a persistent but small decline of about −0.07%. This

small and insignificant effect suggests that negative bank supply shocks were not

the main driving factors of deflation in Japan. The current account simultaneously

increases, responding to the loan supply shock. Thereafter, it gradually increases

to approximately 2% at the end of our forecast horizon although this increase is

insignificant. This finding indicates that the Bank of Japan reacted aggressively

to bank loan supply shocks to mitigate the negative effect on the real economy by

easing the monetary policy. The IRFs for the call rate also indicates that the Bank

of Japan eased its monetary policy by responding to a bank loan supply shock,

although the first response to the shock is positive. IRFs obtained by using the

raw stance D.I. and the alternative specification of lending stance shocks show a

small difference from those based on the baseline model.

To investigate the contribution of loan supply shocks to fluctuations in

real economy, I report estimation results for variance decompositions in Figure

3.6. Figure 3.6 indicates that bank loan supply shocks explain about 4% and 6%

of bank loans for investment and GDP fluctuations, respectively. For other four

variables, the contribution of loan supply shocks is less than 5%. Considering

the results of IRFs, we can infer that bank loan supply shocks were not main

driving factors of macroeconomic fluctuations over these three decades on average,

although they significantly affected the real economy in some periods.13

In our alternative specification, the variance decompositions also show a low

13Compared to the variance decompositions in United States implemented by Bassett et al.
(2014), the contribution found in this study does not increase over forecast horizons and is
relatively small. In other words, in this VAR model and estimation, bank loan supply shocks
were not greatly transmitted over the second quarter of the forecast horizon. There may be several
possible explanations why bank loan supply shocks have low contributions after the second period.
For example, by omitting an important variable, we might miss some important amplification
mechanism of bank loan supply shocks in the economy.
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Figure 3.5: IRFs to a Negative Loan Supply Shock for the Full Sample

Notes: Figure 3.5 shows the impulse response functions (shown as a cumulative change) to a

bank loan supply shock that is associated with a bank lending stance shock of one standard

deviation calculated from the baseline specification. The shaded bands represent the 90% level

confidence interval from the baseline model based on 3000 bootstrap replications. Alternative

denotes the median estimates from the alternative specification of bank stance shocks wherein we

adjusted for the lagged value of GDP growth rates and stock index returns. Stance D.I. denotes

the median estimates from the other specification wherein we used the weighted average of the

raw Stance D.I. as lending stance shocks. Alternative is represented by a dotted line. Similarly,

Stance D.I. is represented by another dotted line.
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contribution of about 6% to GDP fluctuations. Furthermore, even using the raw

Stance D.I., about 8% of GDP fluctuations is attributable to loan supply shocks,

although it is larger than that from our baseline model as expected. These results

indicate that bank loan supply shocks were not main driving forces of the real

economy, although they affected significantly bank loans and GDP.

Figure 3.6: Variance Decomposition for the Full Sample

Notes: Figure 3.6 shows the contribution of a loan supply shock to the forecast error variance of

each variable. The shaded bands represent the 90% level confidence interval from the baseline

specification of lending stance shocks based on 3000 bootstrap replications. Alternative denotes

the median estimates from the alternative specification wherein we adjusted for the lagged value

of GDP growth rates and stock index returns. Stance D.I. represents the median estimates from

the other specification wherein we used the weighted average of the raw Stance D.I. data as

lending stance shocks.
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3.3 Loan Supply Shocks in the Recent 20 Years

In this section, I focus on the development of bank loan supply shocks in

the past 20 years. After the burst of the Japanese bubble economy, in the 1990s,

Japanese banks suffered due to continuing declines in asset prices, which increased

nonperforming loans and lowered their capital adequacy ratios.

The government took several steps to resolve the problem, including bail-

ing out some failed mortgage banks in 1995. Moreover, in 1998, the government

injected capital into 13 large banks. Nonetheless, some large banks such as the

Long Term Credit Bank of Japan went bankrupt in 1998. Since even after the

first capital injection, some banks still had insufficient capital ratios to cover losses

made by accumulated nonperforming loans, the Japanese authority implemented a

second and third capital injection in 1999 and 2002.14 In fact, we can observe that

banks’ lending stance was tightened during these turmoil periods as illustrated in

Figure 3.1.

In addition to the deterioration of banks’ financial condition, in the late

1990s and early 2000s, the regulation over Japanese banks also changed drasti-

cally. At the end of the 1997 fiscal year, the Ministry of Finance forced Japanese

banks to conduct self assessments of their loans, and to more rigorously and trans-

parently write-off loan losses.15 Simultaneously, the prudential policy guideline for

the prompt corrective pact was introduced, allowing the regulator to intervene in

poorly capitalized banks, on the basis of the capital adequacy ratio calculated fol-

lowing international regulations, known as the risk-based capital standard. These

regulatory changes forced banks to recognize the lack of their capital and affected

their lending behavior. Indeed, using a late 1990s dataset, some previous works

found evidence that a capital crunch happened in Japan.16

In 2002, the Financial Revitalization Plan was introduced to prompt the

disposal of nonperforming loans. Consequently, nonperforming loan disposals were

14For a detailed discussion of the effects of the Japanese public capital injection, see Gianetti
and Simonov (2013).

15See Watanabe (2007) for detailed discussion of the regulations in the late 1990s and early
2000s.

16See e.g., Woo (2003) and Gan (2007a).
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accelerated and their amounts decreased after 2003. This period coincides with the

trough in the bank loan growth rates as shown in Figure 3.2. This fact suggests that

the regulation changes affected banks’ behavior through the rigorous treatment of

their lending.

This section reports the estimation results obtained using the dataset cov-

ering only the period post 1995 to investigate the effect of the deterioration of

bank health and the regulation changes in the late 1990s and early 2000s on the

performance of the Japanese economy.

Furthermore, these two decades in Japan are characterized by an unprece-

dentedly low interest rate environment. In particular, the Bank of Japan effectively

lowered the policy rate to zero in the late 1990s and has maintained a low rate

for two decades except for some short periods during which it increased rates by

some basis points (See Figure 3.4 for the historical path of its policy rates). In this

section, I also report the estimation results obtained using only subsample periods

when the zero lower bound was binding to examine the real effect of bank loan

supply shocks in a zero lower bound environment.

Subsection 3.3.1 reports the estimation results of IRFs and variance de-

compositions for the past 20 years. Subsection 3.3.2 performs a counterfactual

analysis during the two financial crises in the late 1990s and 2008 to indicate the

importance of bank loan supply shocks. Subsection 3.3.3 compares the estimation

results with and without a zero lower bound constraint.

3.3.1 Estimation Results: the Past 20 Years

In the VAR system for the post 1995 subsample, I only include the current

account as a monetary policy variable because the overnight call rate showed a

small variation in this period. In this subsection, I only show the estimation result

for the baseline specification of bank stance shocks.

Figures 3.7 illustrates the estimated IRFs for the subsample period with the

median estimates from the full sample estimation obtained in the previous section,

in order to make a comparison between them.17 The shaded bands indicate the 90%

17IRFs in Figure 3.7 are normalized as a response to a negative lending stance shock of one
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confidence intervals for subsample estimations. In Figure 3.7, we can observe that

bank loan supply shocks have significant effects on bank loans and GDP, which are

qualitatively same as what we found in the full sample estimation. However, the

response of bank loans for investment is smaller than in the full sample estimation.

On the other hand, GDP responds to a bank loan supply shock in a similar manner

as in the full sample estimation. This difference implies that in the past 20 years,

a smaller decline in bank loans is associated with a larger decline in real GDP.

Figure 3.7: IRFs to a Negative Loan Supply Shock for 1995–2013

Notes: Figure 3.7 shows the impulse response functions to a bank loan supply shock that is

associated with a bank lending stance shock of one standard deviation calculated from the full

sample. The shaded bands represent the 90% level confidence intervals from the subsample of

19952013 based on 3000 bootstrap replications. Full sample represents the median estimates

from the full sample estimation.

standard deviation calculated in the full sample period.
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Figure 3.8: Varinace Decomposition for 1995–2013

Notes: The figure shows the contribution of a loan supply shock to the forecast error variance of

each variable. The shaded bands represent the 90% level confidence intervals from the subsample

of 1995-2013, based on 3000 bootstrap replications. Full sample represents the median estimates

from the full sample estimation.

CPI also decreased gradually to −0.1% significantly. This result shows

that bank loan supply shocks had a deflationary pressure on the economy in the

recent 20 years. The current account increased by more than 2% although it is

insignificant at the 10% level. This implies that the Bank of Japan aggressively

responded to bank loan supply shocks by providing banks with liquidity to mitigate

the economic contractions and the deflationary effect.

The variance decompositions in Figure 3.8 indicate that approximately 8%

of GDP fluctuations are explained by bank loan supply shocks in this subsample

period, which is larger than in the full sample estimation. This result suggests that

the past two decades were time in which bank supply shocks played a relatively
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important role. On the other hand, the fluctuation of CPI is explained less than

5% by loan supply shocks. Overall, loan supply shocks contributed to less than

5% of macro economic fluctuations except for bank loan for investment and GDP,

which suggests that bank loan supply shocks were not the main determinant for

the fluctuations in the real economy, even after 1995.

3.3.2 Two Financial Crises: the late 1990s and 2008

In the previous subsection, I showed that bank loan supply shocks con-

tributed to only approximately 8% of the fluctuations in Japan’s real GDP in the

past 20 years on average. However, this does not necessarily mean that bank loan

shocks were always unimportant for real economy. To show loan supply shocks

might play an important role in some periods, this subsection investigates the role

of bank loan supply shocks in two periods: the late 1990s and the 2008 financial

crises, conducting a counterfactual analysis.

Using the estimation results in the previous subsection, we conduct a coun-

terfactual analysis to reveal the dynamics of the real economic variables without

bank loan supply shocks. More concretely, in this analysis I assume that after the

third quarter of 1997 (or the first quarter of 2008), the Japanese economy had

not been exposed to bank loan supply shocks, keeping other shocks as they were.

Thereafter, we can compare a cumulative change to actual one for each variable.

Figure 3.9 (top) shows the cumulative GDP changes starting in the third

quarter of 1997. This figure indicates that in 1998, bank loan supply shocks were

the determinant of declining GDP. Without loan supply shocks, GDP would have

remained positive in 1998, and in 1999, the decline in GDP could have been half

of realized values. This result indicates that bank loan supply shocks have played

an important role in both absolute and relative term.

To evaluate the impact of loan supply shocks in the late 1990s, in Figure

3.9 (bottom), I report the result of a counterfactual analysis assuming that there

had been no loan supply shocks after the first quarter of 2008. In Figure 3.9, the

counterfactual change for 2008 indicates that the difference between the realized

and conterfactual cases was approximately 2% points. Although the difference
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between realized and counterfactual is large during the 2008 crisis, the decline of

realized GDP is approximately −8% at the bottom. This implies that the relative

importance of bank loan supply shocks was not as large as in 1998.

Figures 3.10 shows cumulative changes in CPI during the 1998 and 2008

crises at the top and the bottom, respectively. We can observe that the deflationary

effect caused by bank loan supply shocks was not substantial. In other words, even

without bank loan supply shocks, Japanese inflation rates would remain low.

The result in the counterfactual analysis supports the prevailing view that

the banking system did not deteriorate in the 2008 crisis as much as in the late

1990s: in the late 1990s crisis, without the bank loan supply shocks, Japanese

GDP would have remained positive in 1998 and its 1999 decline would have been

half of the realized values. Furthermore, the result shows that bank loan supply

shocks were not the main factor to lower inflation after the crises.

3.3.3 Loan Supply Shocks with a Zero Lower Bound Con-

straint

When interest rates reach a zero lower bound, a negative bank loan supply

shock is expected to substantially affect the real economy because the available

monetary policy tools for the central bank to mitigate such shocks are limited.

This mechanism is well known in theoretical literature, but there are few empirical

studies. In this subsection, IRFs are estimated using a subsample during which

overnight call rates essentially reached the zero bound. More concretely, the sub-

sample includes three periods: 1999:Q1–2000:Q2, 2001:Q1–2006:Q2, and 2008:Q4–

2013:Q4. Figure 3.11 shows the estimated IRFs when the monetary policy is under

a zero lower bound constraint, including the current account as a monetary policy

tool. To see the difference more clearly, Figure 3.11 also shows median estimates

of IRFs that were obtained by using the full sample as already shown in Figure

3.5.

Figure 3.11 shows that bank loan supply shocks induced a deflationary

pressure in a zero lower bound environment; CPI declined significantly by 0.05%

in response to a negative loan supply shock. This result indicates that the loan
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The Late 1990s

The Late 2000s

Figure 3.9: Cumulative Change in GDP
Notes: Solid line (counterfactual) represents the median estimates of cumulative changes in GDP

growth rates since the third quarter of 1997 (top) and the first quarter of 2008 (bottom). The

counterfactual analysis was performed by assuming that no bank loan stance shocks occurred

after the third quarter of 1997 (or the first quarter of 2008) on the basis of the estimation result

obtained in Subsection 3.3.1. The shaded bands indicate the 90% level confidence interval based

on 3000 bootstrap replications. The dotted line (realized) indicates the actual path of GDP

cumulative changes.
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The Late 1990s

The Late 2000s

Figure 3.10: Cumulative Change in CPI
Notes: Solid line (counterfactual) represents the median estimates of cumulative changes in GDP

growth rates since the thrid quarter of 1997 (top) and the first quarter of 2008 (bottom). The

counterfactual analysis was performed by assuming that no bank loan stance shocks occurred

after the fourth quarter of 1997 (or the first quarter of 2008) on the basis of the estimation result

obtained in Subsection 3.3.1. The shaded bands indicate the 90% level confidence interval based

on 3000 bootstrap replications. The dotted line (realized) indicates the actual path of GDP

cumulative changes.
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supply shocks had a significant effect on CPI whereas in a normal environment,

CPI did not decrease significantly by responding to the shock. The current account

increased significantly by approximately 5%. These two results imply that the

decline in CPI when a zero lower bound constraint was binding was substantial

especially for the first five quarters, although it was mitigated by the central bank’s

aggressive monetary policy easing.

Figure 3.12 shows the variance decomposition with zero lower bound con-

straints. This figure shows the high contribution of bank loan supply shocks to

the macroeconomic variables in the subsample period with zero lower bound con-

straints, especially to GDP. For GDP, the shocks are attributable to approximately

15% at a maximum of its fluctuations with a zero lower bound, whereas in a non-

zero lower bound environment the shocks contribute to about 6% as shown in

Figure 3.12.

The estimation results with a zero lower bound constraint shows that bank

loan supply shocks substantially decreased GDP, and CPI, despite the central

bank’s efforts to mitigate their effects on the real economy.

3.4 Conclusion

In this study, I estimated the effect of bank loan supply shocks using bank

lending stance shocks derived from the Tankan survey data in Japan. The identified

lending stance shocks enable us to investigate the effect of bank loan supply shocks

on the real economy over about 30 years in a consistent manner. This methodology

has some advantages compared to that used in previous studies, which mainly relied

on bank balance sheet data.

Using bank lending stance shocks, I obtain three substantial conclusions

regarding the effects of loan supply shocks. First, I find that a negative bank

loan supply shock significantly decreases GDP: a negative supply shock associated

with one standard deviation of the stance shock decreased GDP by about 0.5%.

However, the contribution of the shock to GDP fluctuations is less than 10% in

the variance decomposition. This low contribution suggests that bank loan supply
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Figure 3.11: IRFs in a Zero Lower Bound Environment

Notes: The figure shows the impulse response functions to a bank loan supply shock that is

associated with a bank lending stance shock of one standard deviation calculated from the full

sample periods when the policy rates were on a zero lower bound. The shaded bands represent

the 90% level confidence intervals from the subsample when a zero lower bound is binding, based

on 3000 bootstrap replications. The dotted line indicates the median estimates from the full

sample.
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Figure 3.12: Variance Decompositions in a Zero Lower Bound Environment

Notes: The figure shows the contribution of a loan supply shock to the forecast error variance

of each variable when the policy rates were on a zero lower bound. The shaded bands represent

the 90% level confidence intervals from the baseline model, based on 3000 bootstrap replications.

The dotted line indicates the median estimates from the full sample.
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shocks were not main factors of the fluctuations of Japan’s real economy on average.

Second, I showed that after 1995, a negative supply shock played a more

important role than in the previous decade: The variance decomposition revealed

that bank loan supply shocks contributed approximately 8% to GDP in the past

20 years. Moreover, I find that the Bank of Japan strongly responded to a negative

supply shock by easing the monetary policy, although CPI was not significantly

affected by negative loan supply shocks. Furthermore, the counterfactual analysis

showed that the supply shocks suppressed GDP growth rates significantly in the

late 1990s financial crisis: GDP growth rates would have remained positive in 1998

without these shocks, and its decline in 1999 would have been half of the realized

outcome. The effects of the shocks in the late 1990s were significant, even if we

compared them to those in the 2008 crisis.

Third, the economy in a zero lower bound environment is more vulnerable

than under a non-zero lower bound environment: GDP declined by 0.6%, respond-

ing to a loan supply shock associated with a stance shock of one standard deviation

in a zero lower bound environment. Furthermore, the variance decomposition in-

dicates that the contribution of supply shocks to GDP’s fluctuations increased to

10% with a zero lower bound constraint.

This study did not use the firm-level data in Tankan survey, which are not

publicly available. Hence, we did not adjusted for firm-specific characteristics.

Instead, I utilized industry-level data. This could cause some identification prob-

lems in terms of a stance shock because some time-varying unobservable factors

might exist in the industry level data, which would be controlled at the firm-level.

Moreover, in terms of the dataset, this study used survey data answered by firms

instead of banks. This could cause some bias in the estimations of loan supply

shock effects because the extracted lending stance shocks might be correlated with

loan demand shocks.



Appendix A

Chapter 1

A.1 Construction of Loan-level Matched Sample

with M&A, Business Transfer, and Divesti-

ture Activity

As discussed, the Japanese banking sector experienced significant M&A,

business transfer, and divestiture activity over the late 1990s and early 2000s. To

construct our loan-level dataset, we checked whether succeeding banks took over

the merged or eliminated bank’s credit claims on its borrowing firms before and

after the relevant M&A, business transfer, or divestiture. This Appendix explains

how we define the termination of a bank–borrower relationship in the case of M&A,

business transfer, and divestiture.

The Case of M&A

Here, we consider the case of an absorption-type merger. If a surviving

bank took over a merged bank’s loan lent to a borrowing firm after the absorption

merger, we assume that the pre-M&A relationship between the merging bank and

the borrowing firm continues in the post-M&A relationship between the surviving

bank and the firm. That is, the pre-M&A relationship did not terminate at the

time of the absorption merger. On the other hand, if no bank took over the loan

of the merging bank, we assume that the pre-M&A relationship terminated at the
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time of the absorption merger.

The Case of Business Transfer

Next, we consider the case in which a bank transferred its business to other

banks. In this case, we define a relationship termination as the case of M&A. If

we find that the transferee bank took over the loans of the transferor bank, we

suppose that the transferor bank also held over pre-transfer relationships between

the transferor bank and its borrowing firms, and that the pre-transfer relationships

did not terminate. As long as we find that the transferee banks did not take over

loans of the transferor bank, we assume that the pre-transfer relationships between

the transferor bank and its borrowing firms terminated. We adopt the above way

of defining a relationship termination, whether the accepting banks had enjoyed

relationships with those borrowing firms before the business transfer or not.

The Case of Merger and Divestiture

We consider the case in which banks merged and then divested. In this

case, we should identify which banks formed after the merger and divestiture and

whether they took over the loans of the merging banks. If a firm had enjoyed

relationships with one of the merging banks before the merger and divestiture,

and the firm had a relationship with at least one of the surviving banks after the

merger and divestiture, we consider that the relationships between the merging

banks and the firm were preserved. That is, the relationships did not terminate. If

the firm did not have any relationships with the surviving banks after the merger

and divestiture, we consider that the relationships between the merged banks and

the firm terminated at that time.



Appendix B

Chapter 2

B.1 Estimation Results for Relation Survival

Probability

In Section 2.4, we included the inverse Mills ratio into the bank loan model

to control for the survival bias. In this appendix, we show the estimation results

of the probit model, which is used to calculate the inverse Mills ratio.

As the literature on relationship banking pointed out, the continuation of a

bank-firm relationship depends on both the bank’s and the firm’s characteristics.

As discussed in Section 2.3, our probit regression includes the one-period lags of the

firm’s leverage ratio (FLEVit−1), return on assets (FROAit−1), interest coverage

ratio (FICRit−1), size (FSIZEit−1), the bank’s leverage ratio (BLEVjt−1), return on

assets (BROAjt−1), size (BSIZEjt−1), bank j’s lending exposure to firm i (EXPLijt),

firm i’s borrowing exposure from bank j (EXPBijt−1), and the duration of the

relationship between lender i and its borrowing firm j (DURATijt−1) as relationship

factors. Moreover, we include the number of banks that have lending–borrowing

relationships with firm i (NUMBLit−1) and the number of firms that bank j do

(NUMBBjt−1). We also include industry dummy variables and conduct the rolling

estimation of the probit model year-by-year to incorporate time-varying effects of

each variable. This year-by-year estimation means that we do not need to include

time dummies.

Table B.1 shows the estimation results and indicates that a higher borrowing
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and lending exposure and a longer duration of relationships are associated with

higher probability of the continuation of relationships. Furthermore, firms with

higher profitability tend to continue their relationships with lending banks. A

lower firm’s interest coverage ratio implies a higher probability of the continuation

of the relationship, which suggests that firms with a high dependence on the debt

funding tend to continue their relationships with banks. We should also note that a

higher bank’s leverage was associated with a lower probability of the continuation

of relationships until the early 2000s, while a higher bank’s leverage is likely to

lead to a higher probability of the continuation of relationships from the late 2000s

onward. This suggests that in the late 1990s and the early 2000s, the capital crunch

happened in terms of the relationship termination, as pointed out by Nakashima

and Takahashi (2017). Overall, a higher firm’s profitability and dependence on

debts finance and higher borrowing and lending exposure are associated with higher

probability of the relationship continuation.
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B.2 Bank Loan Model with Time-invariant Bank

Fixed Effects

In this paper, because our focus is on the risk-taking channel of conventional

and unconventional monetary policy, we estimate the triple interaction effects,

which show the heterogeneity in risky lending across banks with different levels of

riskiness. In Appendix B, we address the double interaction effects of monetary

policy shocks in terms of bank leverage. In other words, we study the difference in

changes in loans from risky and non-risky banks to firms with average credit risks

in response to monetary policy shocks. To do so, we estimate the following panel

regression model with time-invariant bank and firm fixed effects as follows:

∆LOANijt = FirmFEit + BankFEj +
∑3

k=1(δ3kMPkt ∗ BANKjt−1)

+γ′CONTROLijt + εijt, (B-1)

where BANKjt−1 is a proxy for the bank’s balance sheet risk, such as the lever-

age ratio and liquidity ratio. FirmFEit denotes the time-variant fixed effects of

firm i and BankFEj indicates the time-invariant those of bank j. CONTROLijt

denotes a vector of the other control variables including the bank variables and

interaction effects between the macroeconomic variables and the bank risk vari-

able. More specifically, we include the five bank variables—the liquid assets ratio

(BLIQ), bank size (BSIZE), the return on assets (BROA), the market leverage ra-

tio (BMLEV), the government bonds holdings ratio (BJGB)—and the eight double

interaction terms, which consist of the bank and macroeconomic variables. The

bank variables include return on assets, bank size, market leverage ratio, and the

macroeconomic variables include stock returns (RSTOCK), growth rate of real

GDP, and consumption price index. To focus on the double interaction effects, we

do not include the triple interaction terms in this model.

First, the estimation result shown in Table A.2 indicates that sound banks

tend to increase loans more than not-sound ones do. In other words, banks with

higher return on assets and a lower market leverage ratio are likely to increase
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bank loans.

Second, the double interaction term of monetary base shocks and the mar-

ket leverage ratio is estimated to be significantly positive, which implies that banks

with higher leverage ratios are more likely to increase lending in response to mone-

tary base shocks. This result coincides with the finding of Baba et al. (2006) that

mitigating the stress in the funding market for banks by increasing the monetary

base helps banks increase loans. However, we emphasize that we do not find het-

erogeneous effects of the monetary base shocks in terms of the interaction effect

with bank and firm risk.

On the contrary, the double interaction terms for the conventional mone-

tary policy shock and composition shock with the market leverage ratio are not

significantly different from zero. Given that the estimated triple interaction effects

for these two shocks support the existence of the risk-taking channel, the hetero-

geneity in banks’ risk really matter only for risky lending, not for average lending.

These results provide a policymaker with the important implication that when

implementing conventional policy in a low interest rate environment or increasing

the risky assets ratio of the central bank’s balance sheet, it should pay special

attention not only to the aggregate growth rate of loans but also to the quality

of bank loans. Furthermore, the double interaction effects for bank size and the

composition shock is estimated to be significantly negative, which suggests that

smaller banks respond more prominently to it, while those for the short-term rate

and monetary base shock increase lending from larger banks more than that from

smaller banks. This result also highlights the different effects of conventional and

unconventional monetary policy shocks.

B.3 Estimation Results for the Probability of

Firm’s Bankruptcy and Distance-to-default

In Section 2.2.3, we introduced the distance-to-default dummy as a firm

credit risk variable. In Appendix B.3, we show that distance-to-default can explain

the probability of bankruptcy. To do so, we estimate the following simple probit
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Table B.2: Estimation Result of Bank Lending Model for Double Interaction
Effects of Monetary Policy Shocks and Bank Leverage

Dependent var.: ∆LOAN
Inverse Mills ratio 0.0815∗∗∗

(7.23)
Bank risk variable
BROA 1.574∗∗∗

(3.71)
BSIZE -0.229

(-0.30)
BMLEV -0.536∗∗∗

(-4.12)
Double interaction effects
Monetary Policy with Bank Leverage

SHORT*BMLEV 0.0312
(0.37)

MB*BMLEV 0.289∗∗

(2.43)
COMP*BMLEV 0.130

(1.39)
Monetary Policy with Bank size

SHORT*BSIZE 0.471∗∗∗

(4.10)
MB*BSIZE 0.408∗∗∗

(3.57)
COMP*BSIZE -0.500∗∗∗

(-4.34)
N 159781
Firm*year fixed effects X
Bank fixed effects X

Notes: ***, **, * indicate 1%, 5% and 10% levels of significance, respectively. t
statistics based on robust standard errors are in parentheses. The dependent vari-
able, . This table reports the estimation results of the model with firm*year and
bank fixed effects shown in Equation (B-1), where the first log-difference of the
outstanding amount of bank loan (multiplied by 100 for expression in percentage
terms) is used as a dependent variable. MBt, COMPt, and SHORTt indicate mon-
etary base, composition and short term interest rates shocks, respectively. In the
regression model, we also included the bank liquid assets ratio (BLIQ), the bank
government bond holding ratio (BJGB), and the following ten double interaction
terms: BSIZE*GDP, BROA*GDP, BSIZE*ROA, BROA*CPI, BSIZE*RSTOCK,
BROA*RSTOCK, BROA*SHORT, BROA*MB,
BROA*COMP, BLEV*RSTOCK, where GDP, CPI and RSTOCK denote the
change rate of real GDP, the consumer price index and the Nikkei 225 stock
price index from t-2 to t-1, respectively. BSIZE and BROA denote the bank’s
size defined as the log of the total book assets and the bank’s return on assets,
respectively.
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model:

Failit = 1 if ydt = α + βFLDD4it−1 + controlit + εit > 0 , or

0 otherwise. (B-2)

Failit denotes firm i’s bankruptcy indicator, which takes one if firm i goes bankrupt

in fiscal year t and zero otherwise. εit denotes a disturbance term that follows the

standard normal distribution. controlit indicates the other control variables includ-

ing the year dummies, the firm’s return on assets, and the firm’s book leverage

ratio. Then, the probability of bankruptcy is described as follows:

Prob(Failit = 1) = Φ(α + βFLDD4it−1 + controlit) (B-3)

where Φ(·) indicates the cumulative distribution function of the standard normal

distribution. The estimation result in Table B.3 indicates that a firm’s lower

distance-to-default is associated with a higher probability of bankruptcy, which

provides us with evidence that the indicator allows us to capture credit risk well.
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Table B.3: Estimation Result of Firm Bankruptcy Model

(1)
Dependent var.: Fail
FLLD4 0.706∗∗∗

(7.36)

FROA -0.00270
(-1.50)

FBLEV 0.00547∗∗∗

(4.42)

FSIZE 0.113∗∗∗

(3.85)
year dummies X
N 29824

Notes: ***, **, * indicate 1%, 5% and 10% levels of significance, respectively. t statistics are shown
in parentheses. The table shows the estimation result of the probit model of firm bankruptcy based on
Japanese listed firms from FY 1999 to 2014, where the dependent variable, the firm bankrupt indicator
takes one if firm i goes bankruptcy in year t. The independent variables include the firm book leverage
ratio, the firm return on assets, the firm size and year dummies at the end of fiscal year t − 1 as control
variables.



Appendix C

Chapter 3

C.1 Variance Decompositions with Lending

Stance Shock

To investigate the contribution of bank loan supply shocks to the Japanese

economy, I performed a variance decomposition analysis of forecast errors for each

variable. However, more strict assumptions are required for a variance decompo-

sition because we can only identify fundamental bank loan supply shocks up to a

scale and sign. In this study, I conducted variance decompositions by assuming

that st is perfectly correlated with the fundamental shocks µt. In this Appendix, I

show more precisely how this assumption works in variance decompositions. Fur-

thermore, I show that we can estimate the “lower bounds” of the contributions of

loan supply shocks in variance decompositions that would be obtained without the

perfect correlation assumption. Here, without loss of generality, I assume that the

shock variable in reduced form VAR, νt, is a scalar. For variance decomposition,

we need to decompose the variance of νt as follows:

V ar(νt) = B2
1V ar(µ1t) + other, (C-1)

where we are interested in the contribution of the fundamental loan supply shock,

B2
1V ar(µ1t). To calculate B2

1V ar(µ1t), we calculate a linear projection of νt on st

152
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as follows,

νt = πst + et, (C-2)

where

π = E(stνt)/E(s2
t ) = αB1/E(s2

t ), (C-3)

and et is a random variable with E(et) = 0. By the definition of α, we can have a

linear projection of st on µ1t as follows,

st =
α

E(µ2
1t)
µ1t + ωt (C-4)

where ωt is a random variable with E(ωt) = 0. Therefore, by assuming E(µ1t) = 0,

the variance of st can be written as follows:

V ar(st) = α2/E(µ2
1t) + V ar(ωt) (C-5)

Hence,

V ar(st) = E(s2
t ) ≥ α2/E(µ2

1t) (C-6)

On the other hand, by Equation (C-2), the contribution of lending stance shocks

st can be calculated as follows,

V ar(νt) = α2B2
1/E(s2

t ) + V ar(et). (C-7)

Thereafter, we can show that the contribution of st to the variance of νt coincides

with the lower bound of µ1t as follows:

α2B2
1/E(s2

t ) ≤ α2B2
1

E(µ2
1t)

α2
(C-8)

= B2
1E(µ2

1t) = B2
1V ar(µ1t)
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Furthermore, if we assume that st is perfectly correlated with µ1t, then V ar(st) =

α2/E(µ2
1t) holds and the equality holds in Equation (C-8).

We can estimate the left hand side term, α2B2
1/E(s2

t ), in equation (C-8).

We can hereby use it as a proxy for the right hand side term B2
1V ar(µ1t), which

we need to calculate. Hence, by simply regressing νt on st, we can calculate the

“lower bound” of the contribution of a fundamental bank loan supply shock on

each variable’s variance in the VAR system. The other procedure to calculate

variance decomposition follows the standard method.
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