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Abstract
The present annual report is in response to the contractual requirements of the Memoran-

dum Of Understanding MOU#97, provided to the University of Southern California (USC)

by the Partners for Advanced Transit and Highways (PATH) administered at the University

of California, Berkeley, covering the first year of an approved two-year effort. The goal of

this effort is to devise and analyze an integrated Physical/Link-Access Layer Model of Packet

Radio Architectures, with application to the PATH/IVHS  (Intelligent Vehicle Highway Sy-

stems) communication sub-system design between vehicles and infrastructure, as well as

between vehicles on the move. The present report contributes to a generic conceptual model

for system evaluation which can be used for quantification of the interaction between net-

work layers. The research tasks that have been performed for achieving the project objectives

include collection of data requirements for Advanced Traffic Management and Information

Systems (ATMIS), Advanced  Vehicle Control Systems (AVCS) as well as for an integrated

ATMIS/AVCS system, definition of communication system requirements (user’s integrated

data traffic, attributes of the integrated system), analysis and performance evaluation of

multiple access schemes for vehicle-to-roadway and vehicle-to-vehicle communications, iden-

tification of multiple access protocols that can accomodate  the communication needs of the

integrated ATMIS/AVCS data traffic, and a complete performance analysis of an asyn-

chronous multi-cell Direct-Sequence Code Division Multiple-Access (DS/CDMA) microcel-

lular system for both uplink (vehicle to base station) and downlink  (base station to vehicle)

communications.

Keywords: Data Communication, Intelligent Vehicle Highway Systems, Link Layer,

Mobile Communication Systems, Radio
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Executive Summary

The present annual report is in response to the contractual requirements of the Memoran-

dum Of Understanding MOU#97, provided to the University of Southern  California (USC)

by the Partners for Advanced Transit and Highways (PATH) administered at the University

of California, Berkeley, covering the first year of an approved two-year effort.

The scope of the contract is to devise and analyze an integrated Physical/Link-Access

Layer Model of Packet Radio Architectures, with application to the PATH/IVHS communi-

cation sub-system design between vehicles and infrastructure, as well as between vehicles on

the move. The detailed project objectives are:

l Address communication sub-system architectures for ATMIS and AVCS (including,

possibly an integrated system) based on short-range packet radio designs.

l Identify, analyze and perform trade-off studies for a variety of design options.

l Perform original research and propose novel design alternatives.

l Build a generic analytical model for system evaluation which quantifies the interaction

between network layers.

l Reach recommendations/conclusions for optimized systems.

In order to study and quantify the interaction between the Physical and the Link-Access

layers of a packet radio system that can accomodate  the communication needs of the in-

tegrated ATMIS/AVCS services, we have devised a generic conceptual model. The model
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includes two modules for the performance evaluation of the two layers and identifies the

effects of design options, vehicular traffic, physical environment, information flow and com-

munication system requirements on the evaluation procedure. The generic model reveals the

strong interconnection between the Physical and the Link-Access layers of this particular

packet radio system. Therefore, in order to optimize the overall system, we must jointly

optimize the two layers, rather than design, analyze, and optimize each layer independently

from the other.

During the first year of this effort we determined the data volume for an integrated

ATMIS/AVCS  system. The integration of ATMIS and AVCS services promises to improve

the traffic flow in existing freeways and surface streets and at the same time increase substan-

tially the transportation safety and capacity of the freeways. Knowledge of data requirements

is necessary for the determination of the communication requirements of the integrated sy-

stem and furthermore for the estimation of spectrum needs and evaluation of the applicability

of candidate communication technologies.

The design of an efficient multiple access protocol that can accomodate  the heterogeneous

data traffic of an integrated ATMIS/AVCS  system has proven to be a very difficult and

challenging task. The performance of well-known multiple access protocols was evaluated in

each of the three communication links (vehicle-to-vehicle, vehicle to base station, and base

station to vehicle) of a single cell, assumming that the spatial distribution of vehicles in the

cell is uniform. Careful analysis of the simulation results shows that a single protocol cannot

perform satisfactorily in every link. It is therefore, necessary to focus our efforts on the

design and evaluation of new protocols. Towards this goal, we have identified two feasible

multiple access protocols and discussed their design parameters.

A great part of this report addresses the performance of an asynchronous multi-cell

Direct-Sequence Code Division Multiple-Access (DS/CDMA) microcellular system for both

uplink (vehicle to base station) and downlink  (base station to vehicle) communications. For

the uplink, we have calculated the bit error rate, the outage probability, and the packet

success rate for two modulation schemes (BPSK and DPSK), under the assumption of Ri-

cian/Nakagami fading and log-normal shadowing in the presence of adjacent-cell interference.
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For the downlink, we have calculated the bit error rate and the outage probability. We

have also identified a performance measure that allows us to investigate the effect of the

macro-selection diversity on the suppression of adjacent-cell interference, and we studied the

composite log-normal Rician distribution.

vii



Contents

List of Figures xvii

List of Tables

1 Introduction

2 Interaction of Conceptual Modules in PR-IVHS

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.2 General diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.3 Design Options and Constraints . . . . . . . . . . . . . . . . . . . . . . . . .

2.3.1 Spectrum Considerations . . . . . . . . . . . . . . . . . . . . . . . . .

2.3.2 Area of Coverage . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.3.3 Connectivity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.3.4 Technology Availability . . . . . . . . . . . . . . . . . . . . . . . . . .

2.4 Analysis and assessment diagram . . . . . . . . . . . . . . . . . . . . . . . .

ix

xx

1

5

5

6

6

6



2.4.1 External Inputs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4.2 Communication System Requirements . . . . . . . . . . . . . . . . . 12

2.4.3 Protocol Design and Evaluation Module . . . . . . . . . . . . . . . . 13

2.4.4 Physical Layer Performance Evaluation Module . . . . . . . . . . . . 13

2.4.5 Interaction of conceptual modules . . . . . . . . . . . . . . . . . . . . 14

2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Integrated ATMIS/AVCS Data Traffic 17

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2 IVHS Applications and Services . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2.1 Advanced Traffic Management and Information Systems (ATMIS) . . 18

3.2.2 Advanced Vehicle Control Systems (AVCS) . . . . . . . . . . . . . . . 19

3.3 Vehicular Traffic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3.1 Traffic Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.4 Communication Needs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.5 Information Flow Requirements . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.5.1 Determination of a vehicle’s location on the road . . . . . . . . . . . 24

3.5.2 Message Format . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.6 Communication System Requirements . . . . . . . . . . . . . . . . . . . . . . 28

X



3.7 Conclusions . . . . . . . . , . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4 Multiple Access Schemes for PR-IVHS

4.1 Introduction . . . . . , . . . . . . . . , . . . . .

4.2 Communication Links . . . . . . . . . . . . . . .

4.2.1 Vehicle-to-Vehicle Communication Link .

4.2.2 Vehicle to Base Station Link

4.2.3 Base Station to Vehicle Link

4.3 Multiple Access Schemes . . . . .

.......

.......

.......

..............

..............

...............

...............

...............

...............

33

33

34

4.3.1 Fixed Assignment Schemes . . . . . . . . . . . . . . . . . . . . . . . 34

4.3.2 Random Access Schemes . . . . . . . . . . . . . . . . . . . . . . . .

4.3.3 Reservationpu Schemes . . . . . . . . . . . . . . . . . . . . . . . . .

4.4 Multiple Access Options for PR-IVHS . . . . . . . . . . . . . . . . . . . . .

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5 Performance Evaluation of Multiple Access Schemes for PR-IVHS

5.1

5.2

5.3

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Performance Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

S - A L O H A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5.3.1 Vehicle to Base Station Link . . . . . . . . . . . . . . . . . . . . . . .

xi

31

31

32

32

35

40

45

4 7

47

49

49

50



5.3.2 Inter-platoon Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.3.3 Intra-platoon Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.4 Framed-ALOHA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.4.1 Vehicle to Base Station Link . . . . . . . . . . . . . . . . . . . . . . . 53

5.4.2 Inter-platoon Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.4.3 Intra-platoon Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.5 Spread Spectrum S-ALOHA (SS/S-ALOHA) . . . . . . . . . . . . . . . . . . 55

5.5.1 Vehicle to Base Station Link . . . . . . . . . . . . . . . . . . . . . . . 55

5.5.2 Inter-platoon Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.5.3 Intra-platoon Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.6 Integrated Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.6.1 SR-ALOHA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5 . 6 . 2  SSjS-ALOHA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.7 Conclusions . . , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6 Modulation, Coding, and Spreading Techniques for PR-IVHS 61

6.1 Digital Modulation Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6.1.1 Basic Digital Modulation Techniques . . . . . . . . . . . . . . . . . . 61

6.2 Error Control Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

xii



6.2.1

6.2.2

6.2.3

6.2.4

6.2.5

6.2.6

6.2.7

Coding Gain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Forward-Error Correction (FEC) . . . . . . . . . . . . . . . . . . . . 68

Automatic-Repeat-Request (ARQ) . . . . . . . . . . . . . . . . . . . 69

Linear Block Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Convolutional Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Well-known Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Error Control for PR-IVHS . . . . . . . . . . . . . . . . . . . . . . . 73

6.3 Spread Spectrum Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.3.1 Classification of Spread Spectrum Modulation Techniques . . . . . . . 74

6.3.2 Comparison of Spread Spectrum Techniques . . . . . . . . . . . . . . 76

7 Performance Analysis of Multi-cell Direct-Sequence Systems in Microcells 83

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

7.2 Uplink Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7.2.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7.2.2 Bit Error Rate Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.2.3 Outage Probability Analysis . . . . . . . . . . . . . . . . . . . . . . . 116

7.2.4 Packet Success Rate Analysis . . . . . . . . . . . . . . . . . . . . . . 122

7.3 Downlink Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 128

...
x111



7.3.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

7.3.2 Bit Error Rate Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 129

7.3.3 Outage Probability Analysis . . . . . . . . . . . . . . . . . . . . . . . 136

7.3.4 Effects of the Macro-Diversity on the Downlink  Performance . . . . . 139

7.4 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . 141

7.4.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

7.4.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

8 Conclusions and Future Work 145

8.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

8.2 Futurework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

A MA1 Distribution Analysis 149

B Derivation of M, 153

C Probability Density Function of a log-normal noncentral Chi-square/Gamma

Distribution 157

D Approximation of the log-normal noncentral Chi-square distribution by

another log-normal distribution 159

E Statistical Analysis of the sum of multiple log-normal components

xiv

163



F Relative other-cell Interference DI in the Downlink

References

165

169

xv



List of Figures

2.1 General Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.2 Analysis and assessment diagram . . . . . . . . . . . . . . . . . . . . . . . .

3.1 Automated and Driver-Controlled Traffic Freeway Lanes . . . . . . . . . . .

3.2 Message Format . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.1 The ALOHA scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.2 The Slotted-ALOHA scheme. . . . . . . . . . . . . . .

4.3 The structure of the Framed-ALOHA scheme. . . . . .

4.4 The hidden terminal problem in the CSMA scheme. . .

...........

...........

...........

4.5 The BTMA scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.6 The R-ALOHA scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.7 The frame structure in the CSAP scheme. . . . . . . . . . . . . . . . . . . .

4.8 The AC/ID scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.9 The R-BTMA scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xvii

7

10

21

26

35

36

37

38

39

41

42

43

44



4.10 The frame structure of the D-TDMA scheme. . . . . . . . . . . . . . . . . . 45

5.1

5.2

5.3

5.4

5.5

6.1

6.2

6.3

6.4

7.1

7.2

7.3

7.4

7.5

7.6

7.7

7.8

DFP for S-ALOHA (synchronous deadline period). . . . . . . . . . . . . . . 52

DFP for S-ALOHA (asynchronous deadline period). . . . . . . . . . . . . . . 53

Uplink throughput for the SS/S-ALOHA  scheme. . . . . . . . . . . . . . . . 56

The frame structure of SR-ALOHA. . . . . . . . . . . . . . . . . . . . . . . . 57

Spreading ratios for SS/S-ALOHA. . . . . . . . . . . . . . . . . . . . . . . . 59

Signal Constellation of 16-ary QAM . . . . . . . . . . . . . . . . . . . . . . . 65

Relative Complexity of Modulation Schemes . . . . . . . . . . . . . . . . . . 66

Bit error performance of uncoded  and coded BPSK . . . . . . . . . . . . . . 68

AR& schemes. (a) Stop-and-wait (b) Go-back-N (c) Selective-repeat. . . . 69

Lineal Microcellular Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Receiver for a DS/CDMA  system employing BPSK modulation . . . . . . . 89

f~ versus 0 for N, = 1 and N, = 2 . . . . . . . . . . . . . . . . . . . . . . . 96

Receiver for a DS/CDMA  system employing DPSK modulation . . . . . . . 97

The Rician Factor I( versus the Fade Parameter m . . . . . . . . . . . . . . 101

Comparison of Nakagami Distribution with its Related Rician Peer . . . . . 101

BER versus N for DPSK in Rician Fading Channels (N, = 1) . . . . . . . . 108

BER versus N for DPSK in Rician Fading Channels (N, = 2) . . . . . . . . 109

. . .
xv111



7.9 &,(!I!) versus 9. The average BER for N, = 1 will be in the interval [&, Purl;

the average BER for N, = 2 will be in the interval [&, &I. a . . . . . . .

7.10 BER versus Ii’ for DPSK in Rician Fading Channels, for N, = 1 and N, = 2

7.11 BER versus N for DPSK using the IGA Method in Rician Fading Channels,

forN,=landa=0,2,4,6dB.. . . . . . . . . . . . . . . . . . . . . . . .

7.12 BER versus N for DPSK using the IGA Method in Rician Fading Channels,

forN,=2anda=0,2,4,6dB  . . . . . . . . . . . . . . . . . . . . . . . . .

7.13 BER versus N for BPSK in Rician Fading Channels (N, = 1) . . . . . . . .

7.14 BER versus N for BPSK in Rician Fading Channels (N, = 2) . . . . . . . .

7.15 BER versus the SNR,ff of DPSK and BPSK using the IGA Method in Rician

Fading Channels for N, = 1 and N, = 2 with I( = 10 dB . . . . . . . . . . .

7.16 BER versus N for DPSK using the IGA Method for Rectangular, Half-Sine,

and Raised-Cosine Waveforms with K = 10 dB in Rician Fading Channels for

N,=landN,=2.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7.17 BER versus N for DPSK using the IGA Method for Different Propagation

Exponents in Rician Fading Channels . . . . . . . . . . . . . . . . . . . . . I

7.18 BER versus N for DPSK in Rician Fading Channels for N, = 1 with Several

Approximation Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7.19 BER versus N for DPSK in Nakagami Fading Channels (N, = 1) . . . . . .

7.20 BER versus N for DPSK in Nakagami Fading Channels (N, = 2) . . . . . .

7.21 Comparisons of the BER Performance in Nakagami Fading Channels with its

Related Rician peers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xix

109

110

110

111

111

112

112

113

113

114

114

115

115



7.22 Outage Probability versus N for DPSK in a Rician Fading Channel (N, = 1) 120

7.23 Outage Probability versus N for DPSK in a Rician Fading Channel (N, = 2)

7.24 Outage Probability versus N for BPSK in a Rician Fading Channel (N, = 1)

7.25 Outage Probability versus N for BPSK in a Rician Fading Channel (N, = 2)

7.26 Packet Error Probability versus N for BPSK in a Slow Rician Fading Channel,

using the IGA Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7.27 Packet Error Probability versus N for BPSK in a Fast Rician Fading Channel,

using the IGA Method . . . . . . . . , . . . . . . . . . . . . . . . . . . . . .

7.28 Packet Error Probability versus N for BPSK in a Slow Rician Fading Channel,

using the IGA Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7.29 Packet Error Probability versus N for BPSK in a Fast Rician Fading Channel,

using the IGA Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7.30 BER versus Transverse Distance for Nc = 1 in Rician Fading Channels . . . 136

7.31 Average and Worst BER versus N for N, = 1 in Rician Fading Channels . .

7.32 Average and Worst BER versus IC for N, = 1 in Rician Fading Channels . .

7.33 Area-averaged Outage Probability versus N for N, = 1 in Rician Fading

Channels, using the IGA-MC Method . . . . . . . . . . . . . . . . . . . . . ,

7.34 Relative Other-cell Interference, Dr, versus the Transversal Distance . . . . . 142

D.l CDF of the composite log-normal noncentral Chi-square and its log-normal

approximation, for K= 7 dB . . . . . . . . . . . . . . . . . . . . . . . . . . .

120

121

121

126

126

127

127

137

137

140

161

xx



List of Tables

3.1 Information Flow Requirements . . . . . . . . . . . . . . . . . . . . . . . . . 28

7.1 fr as a function of CT for NC= 1, 2, and 3 with a= 1.5 and b= 1.0 . . . . . . . 95

7.2 fl as a function of 0 for N,=l, 2, and 3 with a=2.0 and b=2.0 . . . . . . . . 95

D.l E [yb(dB)] and Var [;~k(dB)] as a function of K . . . . . . . . . . . . . . . . 160

xxi



Chapter 1

Introduction

IVHS (Intelligent Vehicle Highway Systems) is a joint effort of public, private and aca-

demic sectors to develop and deploy solutions that can alleviate the existing transportation

problems. IVHS will incorporate communication, control, and transportation technologies

in order to improve the traffic flow and safety in existing freeways and surface streets. Effi-

cient use of the existing transportation facilities and energy resources promises to reduce the

current levels of congestion, thus improving the air quality and protecting the environment.

The objectives of our efforts here at CSI (Communication Sciences Institute) are to iden-

tify, analyze and evaluate communication architectures for two IVHS applications, namely

ATMIS and AVCS (including an integrated system).

Our study has focused on the analysis and interaction between modules of a conceptual

Communication System Design Diagram devised at CSI, and described in detail in chapter 2.

This diagram can serve as a general analytical tool for the design and evaluation of a Packet

Radio Communication System for IVHS applications. Since the proposed design procedure

is general, it can be also used as a design and evaluation tool for every Packet Radio System.

The external and internal inputs, the evaluation modules and their interactions, as well

as the design options imposed by economical and technological constraints are thoroughly

discussed in this chapter.

In chapter 3, we discuss the data traffic in an integrated ATMIS/AVCS system. First, we
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Chapter 2

Interaction of Conceptual Modules in
PR-IVHS

2.1 Introduction

Our goal is to design and evaluate a packet radio (PR) communication sytem for IVHS

applications. Although this system will be used for IVHS applications and services, the

design procedure is general and can be used as an analytical tool for every packet radio

communication system.

In order to design and optimize such a system we need a clear view of all the factors

that affect its performance. We must also develop a deep understanding of the way the

several layers are interacting with each other. In this model, we have to recognize, describe

and classify all the external inputs, the models used to describe the physical world and the

performance evaluation modules.

The difficulty in the analysis of a packet radio system as opposed to other communica-

tion networks, like optical fiber networks, is that the several layers cannot be designed and

optimized independently from each other. Optimization of the overall system requires the

joint optimization of the several layers.

The rest of the chapter is organized as follows. Section 2.2 presents a general viewpoint
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of the design procedure. The design options and constraints are discussed in section 2.3. A

detailed presentation of the communication system analysis and assessment diagram follows,

together with the conclusions of this chapter.

2.2 General diagram

The design procedure for a PR-IVHS system is illustrated in figure 2.1. Initially, we

choose a collection of design options, constrained by existing regulations and technology.

The design options together with some external parameters are fed to the analysis and

assesment box, where adequate performance measures are generated. After analyzing these

measures, we can either stop the procedure, if the measures meet our specifications for the

system performance, or reiterate it by selecting new design options. It may be the case that

we cannot meet the requirements, no matter what our design options are. In this case, we

have to relax the imposed constraints, or consider new technologies, that lead to a system

design that meets our specifications.

2.3 Design Options and Constraints

In this section, we briefly discuss some of the options and constraints that the designer

of a communication system for PR-IVHS faces, namely spectrum considerations, area of

coverage, connectivity, and technology availability.

2.3.1 Spectrum Considerations

Spectrum considerations include the operating frequency, the number of assigned chan-

nels, the available bandwidth for each channel and the expected information rate of a chan-

nel. In order to establish the spectrum needs for IVHS applications, we must determine their

communication requirements, which in turn requires knowledge of application and services

requirements.
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At the present time, the IVHS community is trying to develop a good understanding

of IVHS applications and services. However, the scarcity of the radio frequency spectrum

and the competition for spectrum from Personal Communication Systems (PCS) have forced

the IVHS industry to try to assess spectrum needs before application requirements are fully

known. It is certain that most of the IVHS applications will require allocation of dedicated

bandwidth. Nevertheless, it is unknown if the allocated spectrum will be enough for all

the envisioned application and services. Therefore, the most crucial applications should use

the assigned spectrum and wherever possible, applications should share currently available

spectrum with an existing service (TRB 1993b).

2.3.2 Area of Coverage

The unique channel characteristics of the freeway environment, which have been tho-

roughly analyzed in (Polydoros et al. 1993), correspond to the fading characteristics of a

microcell environment. Microcellular systems operate at low power levels (few tens of mW)

and the cell size varies from 0.2 to 1 km. The cell size is one of the most important design

parameters, since it determines the number of users in the geographical area of coverage and

the interference from other users in adjacent cells.

In order to provide mobile radio coverage to a large number of users, sharing a fixed

communication resource (bandwidth), dynamic allocation of the resource is needed. The

problem of efficiently utilizing a given bandwidth is addressed in detail in chapter 4.

2.3.3 Connectivity

Communication links can be classified according to the connectivity of the information

source and the destination, as follows:

l One Way (simplex connection): Data are transmitted only in one direction; never in

the reverse direction.

8



l Two Way On Demand (half-duplex connection): Data are transmitted in either direc-

tion but not simultaneously.

l Two Way In/Out (full-duplex connection): Data are transmitted in either direction

simultaneously. In the last two cases, the transmitter functions also as a receiver (a

transceiver) and vice versa.

Most of the transactions in PR-IVHS are Two Way On Demand, i.e. a vehicle sends a

request for information, and the base station (or another vehicle) responds sending a message

which contains the requested information (point-to-point communications). There are also

cases where the base station or a vehicle addresses a message to all vehicles, or to a number

of vehicles (point-to-multipoint communications).

2.3.4 Technology Availability

IVHS applications have different communication requirements regarding packet size, fre-

quency of transactions, reliability, delay, etc. Apparently, a single technology cannot meet

the diverse communication needs of all IVHS applications. Existing technologies should

be identified and evaluated regarding their applicability to particular applications. Unmet

communication needs have to be accommodated by new technologies.

2.4 Analysis and assessment diagram

As we discussed earlier, the general diagram forms a loop of the required steps, needed for

designing and optimizing the packet radio system under consideration. Here we are focusing

on the analysis and assessment box, which is shown in greater detail in figure 2.2. In this

figure, we can identify three kinds of items, namely the external inputs, the internal inputs

and the evaluation modules. The following subsections present a brief description of the

several modules and their interconnection.

9



bCo-c annel
Interference

!J

I 1..
’ :
’ :. *

g s
’ :

8.g
’ :
’ :

l--T

’ :
.?? 6

’ :
’ :

a
’ :
’ :
’ :I

Channel Model

Module ’ :
’ :.._._.__.________’  .

I Optimization  of Design  Options I

Figure 2.2: Analysis and assessment diagram

10



2.4.1 External Inputs

As the first group of inputs to our system we consider the services that this packet radio

system must be able to provide to the users. There will be six applications and more than

twenty services at the final stage of the IVHS deployment; each one having different demands

regarding delay and reliability. For example, ATMIS is not a real-time application. Thus,

depending on each service, the delay must be minimized from the customer standpoint. On

the other hand, AVCS is a real-time application, where the acceptable delay is very short

and the loss of information must be very small for safety reasons.

Although we consider only two of these applications, namely ATMIS and AVCS, they

incorporate most, if not all, of the crucial design aspects of the overall project. It must be

understood that this design problem we face is not an unconstrained one, but we have to seek

a solution based on, or limited by, certain constraints on the architecture and the technology

availability. It is highly probable that the final decisions will be based on economical, rather

than technical considerations.

As we move from the more abstract to the more realistic input groups, we identify the

next input which is vehicular traffic. The envisioned automated freeway system will consist

of both automated (AUT) and driver-controlled traffic (DCT) lanes. It is obvious that

the traffic load on the freeways, or on the surface streets, is translated to a number of

customers that want to use the services provided by the system. On the other hand, the

communication subsystem has to be flexible, in order to accomodate  heavy traffic within the

promised quality. As a first approach to the analysis of this problem, we consider different

traffic scenarios (light, heavy, congested) and optimize the system under these conditions.

One can suggest that vehicular traffic is the most important output of AVCS, since its

ultimate goal is to improve the traffic flow in a freeway. This will lead to a lot of difficulties

in the optimization of the overall system, since both the communication subsystem and the

vehicle control subsystem will interact. Although this approach seems to be the correct one,

it is needless in reality, since the impact of the data traffic on vehicular traffic is not very

significant. On the other hand, vehicular traffic is the main factor that determines the data
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traffic generated in the channel. Hence, we are justified in classifying it as an external input.

Moving even closer to the real world, we see that a crucial factor for the design, and hence

the performance, of the system is the physical environment in which the system is going

to operate. This includes the freeways and the surface streets. The freeway environment

has unique channel characteristics. Thus, an adequate propagation model has to be found

in order to sufficiently describe both the long and short term effects of this channel on

the transmitted signal. The model used for this channel has to take into account several

important characteristics of the channel, like propagation loss, multipath fading, shadowing,

fading duration and delay spread. A great deal of research (Harley 1989),  (Rustako et

a l .  1991),  ( Xia et al. 1992) has been conducted in the area of channel modelling and a

widely accepted general model, or simplifications of it, is used to carry out the physical layer

performance evaluation of several systems. We have to note at this point that the lack of

measurements is, for the time being, an obstacle to the effort of channel modelling, since the

justification of the models is based only on theoretical arguments.

2.4.2 Communication System Requirements

Information must flow to and from several entities of the system, in order to accomodate

the communication needs of the applications. It is necessary to identify the different commu-

nication links and also to pose a certain structure (i.e., frame, packet) on this information,

so that the communication system can efficiently move it from its source to its destination.

There are three basic communication links examined, namely the vehicle to base station

link, which consists of ATMIS requests and AVCS control information, the base station

to vehicle link, consisting of ATMIS information and AVCS control information, and the

vehicle-to-vehicle link, with AVCS control information.

Regarding the structure of the information, we have to specify the number of bits required

to represent each piece of information. In addition, we have to account for the bits that

contain no information, like coding and synchronization bits, but have to be added to insure
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an acceptable level of reliability. Of course, the selection of such a crucial parameter for

the overall performance of the system is not arbitrary. It is a result coming from the lower

layer performance and evaluation modules. However, it does not significantly change the

communication requirements. The most important output of this module is the total data

rate needed for all these applications to coexist and the requirements to be met.

2.4.3 Protocol Design and Evaluation Module

The design and evaluation of an efficient protocol is probably the most difficult task.

Several multiple access protocols have to be considered for each communication link. The

most challenging task is to design and evaluate a protocol that can be used for both vehicle

to base station and vehicle-to-vehicle communications.

As we have already mentioned, the data traffic and the communication requirements of

PR-IVHS are heterogeneous. In ATMIS, the data traffic is non-periodic and the the required

throughput is high. On the other hand, AVCS is a real-time application, generating periodic

data traffic and having strict demands on reliability. Great effort is taken in order to provide

integrated solutions for all the services, which is always a very attractive feature for every

communication system.

The measures used to evaluate the performance of the protocol layer are the throughput-

delay for the vehicle to base station link, and the deadline failure probability for the vehicle-

to-vehicle link. All these measures are analyzed in greater detail in chapters 4 and 5.

2.4.4 Physical Layer Performance Evaluation Module

The physical layer performance affects the overall system performance in the most direct

way. Because of this reason, a general analytical tool that handles a wide range of options is

needed. Although a thorough discussion on this module is presented in chapter 7, we mention

here the several parameters that this tool takes into account. Both Spread Spectrum and

narrowband systems can be analyzed in combination with various coherent and noncoherent
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modulation schemes. Other features like coding, diversity (micro, macro) and power control

strategies are also included in this tool.

The most important outputs of this module are the bit error probability, the packet

success rate, and the outage probability, which are calculated in chapter 7, for an asyn-

chronous multi-cell Direct-Sequence Code Division Multiple-Access (DS/CDMA) microcel-

lular system.

2.4.5 Interaction of conceptual modules

As we have already mentioned, the concept of layering in this packet radio system is

not so clear. In contrast with other traditional communication networks, where we can

design, analyze and optimize each layer independently from the other, in this system such

an approach fails.

We can see from figure 2.2 that there is a strong interaction between the physical and the

protocol layer. In order to evaluate the performance of the protocol layer, the packet error

probability as a function of several parameters is needed. On the other hand, a completely

different physical layer performance may be the result of a different multiple access protocol.

Moreover, the channel model does not affect only the physical layer performance, but also

the performance of the protocol layer through the channel memory. Indeed, the selection of

the error control strategy is mainly determined by the channel memory. Finally, vehicular

traffic is translated to users that want access to the shared communication channel. The

generated co-channel interference greatly degrades the physical layer performance.

2.5 Conclusions

In this chapter, we presented a general procedure for designing a packet radio system,

like the one needed to support IVHS applications. We also presented a list of the design

options and constraints related to ATMIS and AVCS services. The communication system
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analysis and assessment diagram was the subject of an extended discussion, since it reveals

new issues regarding this packet radio system, the most important of them being the strong

interconnection between the physical and the protocol layers.
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Chapter 3

Integrated ATMIS/AVCS Data
Traffic

3.1 Introduction

As mentioned in chapter 2, a good understanding of IVHS application and communication

requirements is needed before the establishment of spectrum needs and the evaluation of

current technologies’ suitability to support these applications. In this chapter, we examine

the communication requirements of two IVHS applications, namely ATMIS and AVCS.

Section 3.2 presents the services that ATMIS and AVCS promise to offer to drivers.

Section 3.3 describes the vehicular traffic in an envisioned automated freeway. The com-

munication needs of an integrated ATMIS/AVCS system are discussed in section 3.4. The

information flow requirements and the communication system requirements are analyzed in

sections 3.5 and 3.6 respectively.

3.2 IVHS Applications and Services

There are six major applications of IVHS (Klein et al. 1993) :

1. Advanced Traffic Management Systems (ATMS)
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2. Advanced Traveler Information Systems (ATIS)

3. Advanced Vehicle Control Systems (AVCS)

4. Advanced Public Transportation Systems (APTS)

5. Advanced Rural Transportation Systems (ARTS)

6. Commercial Vehicle Operations (CVO)

The following subsections present the combined services offered by ATMS and ATIS, and

the features of AVCS.

3.2.1 Advanced Traffic Management and Information Systems
(ATMIS)

ATMIS combines the services offered by ATMS and ATIS. The integration of these two

applications promises to improve the traffic flow by detecting accidents and bottlenecks, and

provide drivers with valuable guidance information (Jurgen 1991).

In ATMS, the traffic conditions are monitored by a surveillance system and the collected

data are processed in a traffic management center (TMC). These data are used to inform

drivers about traffic conditions, accidents, and alternative routes. ATMS services make

possible the real-time adjustment of traffic control systems, which in conjuction with variable

message signs for driver advice can reduce delays, expected travel time and accidents, thus

optimizing the traffic flow on freeways and surface streets.

In ATIS, communication between vehicles and base stations provides the drivers with

information about traffic conditions and information about services such as hotels, gas sta-

tions, restaurants etc. In-vehicle display units provide electronic maps, route selection, and

real-time route guidance. In addition to trip-related information, ATIS services offer elec-

tronic vehicle identification for toll debting, safety advisory and warning messages, “Mayday”

signaling and capabilities for immediate response in emergencies.
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3.2.2 Advanced Vehicle Control Systems (AVCS)

AVCS technologies have the potential to increase substantially the transportation safety

and capacity of the freeways, and to provide drivers with electronic equipment capable of

performing driving functions. AVCS will combine current and future technologies (intelligent

cruise control, vision enhancement systems, collision warning and avoidance systems, lane

departure warning systems, automatic braking systems) to provide full vehicle and highway

automation.

The first partially automated vehicles will be equipped with sensors and detection radars,

making them capable of obstacle detection and avoidance. Later, the development of lateral

(steering) and longitudinal (speed and spacing) control systems will enable platooning of

vehicles and automatic lane-changing maneuvers. The full automatic steering of the vehicles

will be the last step towards a completely automated vehicle control system, which will

virtually eliminate the human driving functions and help to reduce accidents and increase

traffic flow (Jurgen 1991).

3.3 Vehicular Traffic

In this section, we present the organization of traffic in an envisioned automated freeway.

An automated freeway system incorporates roadway and roadside facilities, and specially

equipped vehicles which operate under fully automatic lateral and longitudinal control. The

automation of human driving functions will eliminate human errors, thereby reducing acci-

dents and congestion. Furthermore, the air quality will improve, since the emissions caused

by the current levels of congestion will be diminished because of a smoother traffic flow.

The ultimate goals of freeway automation are to maximize the traffic flow, increase the

capacity of the existing freeways and reduce the number of accidents. Simulation results

have shown that these goals can be achieved by organizing the vehicles in platoons (Varaiya

1991). According to a glossary of AVCS terminology (Shladover 1993a),  platoon is defined
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as “a group of vehicles operating under closely-coupled vehicle follower longitudinal control.

The close coupling is achieved by communication among the member vehicles of information

about vehicle movements and potential anomalies. Platooning can not be achieved with

autonomous vehicles or point-follower longitudinal control.”

The first vehicle of a platoon is called the platoon leader and all the other vehicles are

called followers. Any automated vehicle which is not member of a platoon is called a free

agent. A free agent can be defined as a platoon of size one. It has been found (Varaiya 1991)

that the optimum size of a platoon is 15-20 vehicles. The distance between vehicles within

a platoon can be as small as 1 meter, whereas each platoon must keep a safe distance of

approximately 64 meters from the preceding one (Linnartz 1993). We must note here, that

the actual distance between vehicles or between platoons is a function of the constant speed

that the vehicles must maintain and obviously of the feedback loop control technology.

Figure 3.1 shows the automated (AUT) and the driver-controlled traffic (DCT) lanes in

a section of a freeway. In the driver-controlled traffic lanes, there are unequipped, partially

automated (equipped for ATMIS services only) and fully automated vehicles (free agents),

whereas in the automated lanes, only fully equipped vehicles are allowed. The envisioned trip

scenario for a fully automated vehicle is as follows. Upon entrance in the freeway, the driver

of the vehicle communicates with a base station and specifies a destination. The base station

determines the optimum route that the vehicle has to follow (i.e., it assigns the vehicle to a

lane and specifies the section of the freeway where it has to move to another lane, so that

it can timely leave the freeway) and transmits the information to the vehicle. The vehicle

is still under manual control in the non-automated lanes and the driver is responsible for

moving the vehicle into the first automated lane. Once in an automated lane, the automatic

control system is responsible for the steering and speed control of the vehicle.

3.3.1 Traffic Scenarios

The road traffic varies according to the time of the day (e.g., morning rush hours). For

this reason, we consider three traffic scenarios, namely light, heavy and congested road
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traffic, in order to estimate the number of users in a cell. For the non-automated lanes, we

use the California rule which dictates that the distance between vehicles is approximately

a vehicle length (5 meters) for every 16 km.p.h. (10 m.p.h.) (Ioannou 1993). For the

automated lanes, we assume that the distance between platoon members is 1 meter, the

distance between platoons is 65 meters, and that light, heavy, and congested road traffic

implies 10, 15, and 20 vehicles per platoon respectively.

The number of vehicles per kilometer per lane for the three scenarios is:

l Light Road Traffic (96 km.p.h. N 60 m.p.h.)

- Automated Lanes: 80 vehicles/km/lane

- Non-automated Lanes: 28 vehicles/km/lane

l Heavy Road Traffic (64 km.p.h. 21 40 m.p.h.)

- Automated Lanes: 165 vehicles/km/lane

- Non-automated Lanes: 40 vehicles/km/lane

l Congested Road Traffic (32 km.p.h. N 20 m.p.h.)

- Automated Lanes: 160 vehicles/km/lane

- Non-automated Lanes: 66 vehicles/km/lane

3.4 Communication Needs

The leader and the members of a platoon must be in constant communication in order

to maintain the desired spacing. The leader broadcasts its velocity and acceleration to all

platoon members. In addition, each vehicle (except for the last one) transmits its own

velocity and acceleration to the following one. The messages that have to be exchanged

are time critical and need to be updated every 50msec to provide accuracy, safety and
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smooth response to abrupt accelerations (Streisand 1992). The platoon leader can keep a

safe headway from the preceding platoon by using its radar.

The following discussion implies that lane-changing maneuvers require communication

between vehicles. Whenever a properly equipped vehicle enters an automated lane it be-

comes a free agent. It then communicates with the leader of the platoon ahead, requesting

permission to join it. In response to this request, the leader gives the free agent permission

to join the platoon, an ID number (i.e., its position in the platoon) and the target velocity

and acceleration. If the platoon size is optimum, the platoon leader denies the permission.

Furthermore, the free agent must inform the leader of the platoon behind, of its presence and

provide location and speed information. Otherwise, the platoon leader-sensing a vehicle in

a distance less than the headway-will slow down.

The platoon members can only execute lane-keeping maneuvers. When a platoon member

wants to execute a lane-changing maneuver, it must first become a free agent. In this case

a flurry of messages has to be exchanged between vehicles. The platoon member requests

from the leader to split the platoon. Then, the leader asks the vehicles following and ahead

of this member to change their speed (decelerate and accelerate respectively), transmitting

the member’s position in the platoon and the new target velocity and acceleration. The

vehicle that requested the splitting of the platoon maintains its initial speed. After the

vehicle’s maneuver, the platoon leader must reassemble the platoon, asking the vehicles that

decelerated to accelerate.

When the vehicle becomes a free agent and before it moves to an adjacent lane, it requests

permission to join a platoon in that lane. A platoon leader gives permission to the free agent

only if it is ahead of it and the platoon size is less than the optimum. When it moves, the free

agent informs the other platoon leaders of the adjacent lane about its intention, transmitting

its new velocity and acceleration.

The previous discussion clearly shows that lane-changing maneuvers require the exhange

of a flurry of messages between vehicles. These messages are not critical, but the traffic will

snarl up if failure to act within l-2 seconds occurs (Hitchcock 1993). If the lane-changing ma-
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neuvers are handled by the base station, the vehicle that wants either to enter an automated

lane or to move to another one, communicates directly with the base station. Then, the base

station communicates with platoon leaders and other vehicles, so that the maneuvers can be

executed in the most efficient way.

So far, we have discussed the communication needs for the various vehicle maneuvers

in automated lanes, involving communication between vehicles. In addition to vehicle-to-

vehicle communications there is also the need for communication between vehicles and base

stations. The platoon leaders periodically send a message containing platoon status informa-

tion to the base station. The base station periodically transmits to the platoon leaders the

target velocity and acceleration, which optimizes the traffic flow to the platoon leaders. Fur-

thermore, ATMIS equipped vehicles in both types of lanes (we assume that platoon members

can also use ATMIS services) request information from the base station. These vehicles are

also transmitting information about their status and their velocity, so that the base station

can use them as a traffic probe. Finally, the base station sends messages containing traveler

information and advisory in response to the requests for information from ATMIS users.

The next section shows how these communication needs are translated into number of bits

per message.

3.5 Information Flow Requirements

In this section, we try to assess the data requirements associated with the various com-

munication needs. We first discuss the determination of a vehicle’s location on the road.

Then, we examine the message format and we discuss the various fields. Finally, we present

the information flow requirements of the integrated ATMIS/AVCS system.

3.5.1 Determination of a vehicle’s location on the road

Knowledge of a vehicle’s location on the road is very important for the deployment of

many IVHS applications. The location of a vehicle can be determined either by a central
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control center or by the vehicle itself. Communication approaches for the determination of

the location by a central control center include (TRB 1993a):

1. Triangulation by cellular or other ground stations

2. Triangulation by satellite receivers

3. In-pavement or roadside location beacons that detect passing vehicles at well-defined

locations.

If the location is determined by the vehicle itself, potential approaches include:

1. Triangulation to cellular or other land-based transmitters of known location

(e.g., Loran)

2. Triangulation to satellite receivers (e.g., GPS)

3. Recognition of location signals transmitted from in-pavement or roadside beacons

which the vehicle passes.

In order to evaluate the above approaches, we must examine the accuracy and reliability

they offer, the number of vehicles that can be handled simultaneously, the performance in

different environments and the cost for infrastructure and in-vehicle equipment.

In a freeway environment, location information can be provided to the vehicles by mag-

netic strips mounted in the roadway. Such strips and the associated sensors have already

been used as a reference system for an automated lateral control system test (Chang et al.

1993) and they have received considerable attention during the last year (Shladover 1993b).

The vehicles can use them to obtain information about the freeway’s direction and the lane

number. In addition, a reference marker resets the vehicle’s odometer at the beginning of

a freeway’s section, so that the vehicle can have knowledge of its actual location in that

specific section.
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3.5.2 Message Format

The message format is shown in figure 3.2. It consists of the following fields:

l PREAMBLE. The bits in the preamble are used for synchronization of the receiver

to each incoming message. The preamble usually consists of 16 bits (Streisand 1992).

l SOURCE ID. This field contains information about the ID (address) and the loca-

tion of the sender. Several addressing formats that have been proposed in the IVHS

literature include vehicle-based addressing, platoon-based addressing, road-based ad-

dressing, and selective broadcast addressing (Sachs 1993). A permanent ID (such as

the vehicle’s serial number or license plate) for every properly equipped vehicle requires

a large number of bits (e.g., 48 bits for the license plate (Sachs 1993)). This scheme

results in waste of bandwidth, since a vehicle’s ID must be unique only in one section

of the freeway, due to the short range nature of communications (Hitchcock 1993). If

magnetic strips are used for location information, the SOURCE ID field consists of 1

bit for the freeway’s direction (North-South or East-West), 3 bits for the lane number

(up to 8 automated lanes per direction), 5 bits for the position in the platoon (up to

32 vehicles in a platoon) and 10 bits for the actual position on the road (assuming that

there is a reference marker every 1 kilometer), providing an accuracy of f0.5 meters.

When the source of information is a base station, approximately 16 bits are neeeded

for a unique base station ID (Streisand 1992).

l DESTINATION ID. This field contains the location of the message’s recipient. It

consists of 1 bit for the freeway’s direction, 3 bits for the lane number and 5 bits for

the position in the platoon, if the message is sent to a vehicle. In many cases this field
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can be empty, since a vehicle, or a base station, can determine if it is the recipient of

the message from the SOURCE ID and the TYPE OF MESSAGE fields.

l TYPE OF MESSAGE. This field consists of 8 bits describing the message type,

such as “control information” or “request to join the platoon”. With 8 bits we can

have up to 256 unique messages.

l DATA FIELD. This field contains information, such as the velocity and the accelera-

tion of the sender, the target velocity and acceleration that the recipient of the message

has to follow, an ID number, electronic maps, etc. Velocity and acceleration require

8 bits each, giving an accuracy of f0.5km/h.  Electronic maps and other information

require a large number of bits.

l ERROR DETECTING/CORRECTING FIELD. This field consists of redun-

dant bits for detection and/or correction of transmission errors. Error detection re-

quires at least 16 bits (Linnartz 1993). Error control strategies are discussed in more

detail in section 6.2.

The information flow requirements are summarized in Table 3.1. We notice that the

messages from a vehicle to the base station for both ATMIS and AVCS are short (64 -

100 bits/message), since they contain only control information (velocity and acceleration),

or simple requests for information which can be determined by the TYPE OF MESSAGE

field. For the same reason, vehicle-to-vehicle and base station to vehicle transactions for

AVCS, also require short messages. Base station to vehicle transactions for ATMIS require

the transmission of long messages (e.g., digitized maps) which can be broken up into several

packets, each containing, say 512 bits.
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Vehicle to BS BS to Vehicle Vehicle-to-Vehicle

ATMIS

AVCS

Intra-platoon
Info requests Traveler info &
Traffic probe advisory -

(short messages) (long messages)
Platoon status Target velocity Lane keeping

information & acceleration maneuvers
Requests for Handling of Lane changing

lane changes lane changes maneuvers
(short messages) (short messages) (short messages)

Table 3.1: Information Flow Requirements

Inter-platoon

Lane changing
maneuvers

(short messages)

3.6 Communication System Requirements

At the present time, the exact values of the necessary parameters for calculation of the

communication system requirements are not completely known. Thus, instead of providing

numbers that may be non-realistic, we only identify the parameters that we need to know

in order to calculate the communication requirements (i.e., the data rate) for the various

communication links in PR-IVHS.

l Vehicle-to-vehicle (Intra-platoon)

- cell size

- number of automated lanes

- number of vehicles per platoon

- number of bits per message

- repetition rate

- number of lane changes per kilometer per second

- number of exchanged messages per lane change

- number of bits per message

l Vehicle-to-vehicle (Inter-platoon)

- number of lane changes per kilometer per second
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- number of exchanged messages per lane change

- number of bits per message

l Vehicle to base station

- number of platoon per cell

- repetition rate for platoon status information

- number of bits per message

- number of lane changes per kilometer per second

- number of exchanged messages per lane change

- number of bits per message

- number of ATMIS users per cell

- frequency of ATMIS transactions

- number of bits per message

l Base station to vehicle

- number of platoon per cell

- repetition rate for control information

- number of bits per message

- number of lane changes per kilometer per second

- number of exchanged messages per lane change

- number of bits per message

- number of ATMIS users per cell

- frequency of the various ATMIS transactions

- number of bits per message
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3.7 Conclusions

In this chapter, we examined the data traffic in an integrated ATMIS/AVCS system. We

presented the services that the two applications will provide to the drivers in the future, and

we described the vehicular traffic in an envisioned automated freeway system. Then, we di-

scussed the communication needs of the integrated ATMIS/AVCS services. The information

flow requirements were presented in section 3.5, where we analyzed the various fields of a

message giving some tentative number of bits and we suggested a possible way for determi-

nation of a vehicle’s location on the road, based on magnetic strips mounted on the roadway.

Finally, we identified the necessary parameters for calculation of the communication system

requirements. Once the values of these parameters are known, the communication require-

ments can be evaluated.
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Chapter 4

Multiple Access Schemes for
PIE-IVHS

4.1 Introduction

In IVHS, vehicles communicate with base stations and other vehicles using a shared

radio channel. One of the key problems in designing a communication system for IVHS is

the coordination of the channel accessing, so that the bandwidth can be efficiently utilized.

Many multiple access schemes have been proposed in the literature (Abramson 1993))

for allocation of portions of a given bandwidth to a large number of users. Depending on

the communication needs of a specific application, different multiple access schemes have

different performance. In IVHS, there are three communication links, namely the vehicle-

to-vehicle link, the vehicle to base station link, and the base station to vehicle link. The

performance analysis of several multiple access schemes in each of the three links can provide

us with a better insight about the suitability of these schemes for PR-IVHS communications.

This chapter is organized as follows. In section 4.2, we identify the features and the

communication needs for each of the three communication links. In section 4.3, we examine

three classes of multiple access schemes, namely fixed assignment schemes, random access

schemes, and reservation schemes. The feasibility of each class of multiple access schemes

for the three communication links of PR-IVHS is examined in section 4.4.
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4.2 Communication Links

In this section, we study the communication needs for each communication link, namely

the vehicle-to-vehicle link (peer link), the vehicle to base station link (uplink), and the base

station to vehicle link (downlink).

4.2.1 Vehicle-to-Vehicle Communication Link

Communication between vehicles can be further divided into two types; intra-platoon

and inter-platoon communications.

Intra-platoon Communications

Intra-platoon communications refer to vehicle-to-vehicle communications within a pla-

toon. The nature of communications is short range and periodic, with sporadic transmission

of requests and acknowledgements between platoon leaders and platoon members.

In particular, the leader of each platoon broadcasts the target velocity and acceleration

to all platoon members periodically. In addition, every platoon member (except for the last

one) transmits its velocity and acceleration to the following vehicle periodically (20 times

per second) (Sachs 1992).

If the lane-changing maneuvers require communication between vehicles, whenever a

vehicle wants to leave its platoon, it requests permission from the platoon leader. Then,

the platoon leader broadcasts a platoon-split command, so that the platoon member can

become a free agent. After the lane-changing maneuver, the platoon leader must remerge

the platoon.
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Inter-platoon Communications

Inter-platoon communications refer to communications between platoon leaders as well as

between platoon leaders and free agents (platoons of size one). This kind of communication

is required if the lane-changing maneuvers are not handled by the base stations. A lane-

changing maneuver is initiated whenever a free agent wants to join a platoon, or when a

platoon member wants to leave its platoon. The communication needs for these maneuvers

have been discussed in section 3.4.

4.2.2 Vehicle to Base Station Link

Uplink communications include random requests and periodic messages containing vehicle-

status information. The packets containing requests from vehicles arrive at a base station

in a random fashion. In addition, the platoon leaders transmit their status information to

a base station periodically, so that the traffic management center can use them as a traffic

probe in order to optimize the traffic flow in the freeway.

4.2.3 Base Station to Vehicle Link

In the downlink, a base station transmits messages containing the information requested

by the vehicles as well as messages containing control information (velocity and acceleration)

for optimization of the traffic flow. If different subchannels are allocated to different base

stations by means of FDM (Frequency Division Multiplexing), TDM (Time Division Multi-

plexing, or CDM (Code Division Multiplexing) there will be no contention in the downlink

(i.e., no multiple access problem).
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4.3 Multiple Access Schemes

In PR-IVHS, vehicles communicate with base stations and other vehicles via a shared

radio channel. Due to the scarcity of the radio frequency spectrum, efficient utilization

of the shared bandwidth is required. In order to efficiently share the channel with other

users, a vehicle has to follow certain rules whenever it transmits a message. Otherwise,

vehicle transmissions may interfere with each other and the performance of the system would

degrade.

A multiple access scheme, also known as multiple access protocol, is a set of rules that

specify how users (vehicles) should access the shared radio channel. Multiple access schemes

can be classified into three main classes, namely fixed assignment schemes, random access

schemes, and reservation schemes. Each of these three classes has its advantages and disad-

vantages depending on the user requirements. We will discuss these classes in the following

subsections.

4.3.1 Fixed Assignment Schemes

These schemes are the traditional method for multi-user communications. The radio

channel is divided into several subchannels, one for each user. These subchannels are sepa-

rated in such a way that transmissions in one subchannel do not interfere with simultaneous

transmissions in another subchannel. Fixed assignment schemes include frequency divi-

sion multiplexing (FDM), time division multiplexing (TDM), and code division multiplexing

(CDM).

These schemes can offer high throughput when the source requirements are known and the

data traffic is heavy. Otherwise, when the data traffic is bursty these schemes are wasteful.

For example, a subchannel may be lightly loaded, but other subchannels with heavy load

cannot share their load with this subchannel, due to the characteristics of fixed assignment

schemes. Thus, these schemes can waste channel time, leading to inefficient utilization of

bandwidth.
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4.3.2 Random Access Schemes

In these schemes, the channel is shared by the users in a statistical multiplexing fashion.

Whenever a user wants to transmit a packet, it can use the whole channel for the transmis-

sion. If the channel load is not heavy, the packet transmission time, using these schemes, is

always shorter than the time required in fixed assignment schemes.

Random access schemes include ALOHA (Abramson 1970)) Slotted-ALOHA (Roberts

1975),  (Zhang 1992),  Framed-ALOHA (Okayed et al. 1978),  (Schulte 1983)) (Westerlies et al.

1989)) CSMA (Carrier Sense Multiple Access) (Kleinrock et al. 1975)) (Tobagi 1982)) BTMA

(Busy Tone Multiple Access) (Tobagi et al. 1975)) ICMA (Idle-signal Casting Multiple

Access) (Chua 1992),  and CDRA (Code Division Random Access) (Polydoros 1987)) (Pronios

1990).

ALOHA

When an ALOHA scheme is used, the users can transmit messages at any time. If

more than one user transmits at the same time, a collision occurs. If a collision occurs, the

messages will be destroyed and the users involved in the collision have to retransmit them

after waiting a random period of time. Figure 4.1 illustrates the channel sharing, for the

ALOHA scheme. This scheme is very simple, but the maximum channel capacity is low (0.18

or 1/2e).  Furthermore, whenever the channel load exceeds the maximum channel capacity,

the messages suffer infinite delay. This is called the instability problem of ALOHA.

success collision
- - w

time

retransmission

Figure 4.1: The ALOHA scheme.

35



Slotted-ALOHA

In Slotted-ALOHA (S-ALOHA), the time is divided into time slots of the same length.

The length of a time slot is equal to the transmission time of a packet plus some guard

time to compensate for the propagation delay. Thus, a packet can be only transmitted at

the beginning of each slot (see figure 4.2). Confining the packet transmission within a slot,

reduces the collision probability compared to ALOHA and increases the maximum channel

capacity to 0.36 (or l/e).

Although S-ALOHA improves the maximum channel capacity, the instability problem

still remains. Two approaches are used to solve this problem; collision resolution and dy-

namic transmission probability. Collision resolution algorithms include the tree algorithms

(Capetanakis 1979) and the splitting algorithms (Mosely 1985). Algorithms that can adjust

the transmission probability or the length of the random delays include the binary exponen-

tial backoff algorithm (Metcalfe 1976) and the pseudo-Bayesian algorithm (Rivest 1987).

CarB

Figure 4.2: The Slotted-ALOHA scheme.
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Framed-ALOHA

The channel time is slotted, and a number of slots is designated as a frame (see figure 4.3

for the frame structure). A user can transmit only one packet per frame, regardless of the

frame length. The frame structure is useful when the users transmit packets periodically,

provided that the period equals the frame length.

frame
d

~~I""""""""""'
slot t i m e)

Figure 4.3: The structure of the Framed-ALOHA scheme.

CSMA (Carrier Sense Multiple Access)

In the CSMA scheme, the user senses the channel activity before it proceeds with packet

transmission. If the channel is idle, the user starts the transmission of a packet. On the other

hand, if the channel is busy (i.e., another user is transmitting a packet), it will reschedule

the packet transmission after waiting a random period of time and sensing the channel

activity. C 11o isions may still occur if more than one users sense that the channel is idle,

simultaneously. In other words, collisions occur due to the non-zero propagation delay or

the sensing overhead. When collisions occur, all packets are retransmitted after a random

period of time.

This scheme works better when the ratio of the propagation delay to packet transmission

time is small. Then, the channel capacity of CSMA can be close to one. However, the CSMA

scheme suffers from the hidden terminal problem (see figure 4.4). The problem is solved by

using the BTMA scheme, which is presented in the next section.
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Figure 4.4: The hidden terminal problem in the CSMA scheme.

BTMA (Busy Tone Multiple Access)

BTMA is a variation of CSMA. In the context of a multihop packet radio network, users

who are two hops away from each other may not be able to detect simultaneous transmissions

by carrier sensing. This is known as the hidden terminal problem. In order to solve this

problem, the receiver (BS in figure 4.5) broadcasts a busy tone while it is receiving a packet.

The users, detecting the busy tone, will refrain from transmission and collisions will be

avoided. In figure 4.5, vehicle D, after detecting a busy tone, will not interfere with the

transmission of vehicle A.

ICMA (Idle-signal Casting Multiple Access)

ICMA is a variation of BTMA. It is used in a centralized one-hop star network where

a number of users want to send messages to the base station. The ICMA scheme works as

follows. The base station keeps broadcasting an idle signal while it is not receiving a message.

Upon detection of an idle signal, the user can transmit a message to the base station. When
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Figure 4.5: The BTMA scheme.

the base station is receiving a message it turns off the idle signal and thus, no users interfere

with the on-going transmission.

ICMA outperforms BTMA when the channel is fading and signals cannot be detected.

In particular, when the lost signal is a busy tone (in BTMA), the user may initiate a tran-

smission that will interfere with the on-going transmission to the base station, whereas if the

lost signal is an idle signal (in ICMA), the user can avoid packet collisions and suffer only

some extra delay.

CDRA (Code Division Random Access)

This scheme uses spread spectrum techniques, so that simultaneous collision-free tran-

smissions can be possible. In CDRA, a packet is spread by a pseudo orthogonal code se-

quence before its transmission. If the spreading codes are properly assigned, packets that
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are simultaneously transmitted can be received successfully with high probability.

4.3.3 Reservation Schemes

In reservation schemes, a user makes a reservation before it transmits its message. The

reservation schemes are similar to the fixed assignment schemes, but the subchannels are

dynamically assigned to the users via the reservation process.

The control of systems employing reservation schemes can be either central or distributed.

Reservation schemes with central control include PRMA (Packet Reservation Multiple Ac-

cess) (Goodman et al. 1989) and D-TDMA (Dynamic Time Division Multiple Access) (Wil-

son et al. 1993). Schemes with distributed control include R-ALOHA (Reservation ALOHA)

(Crowther 1973),  CSAP (Concurrent Slot Assignment Protocol) (Mann 1988),  DCAP (De-

centralized Channel Access Protocol) (Zhu et al. 1991),  AC/ID (Access Control with In-

terference Detection) (Hubner et al. 1991) and R-BTMA (Reservation Busy Tone Multiple

Access) (Tabbane 1992).

R-ALOHA

R-ALOHA was first used in satellite communications, where a number of earth stations

communicate with each other via a satellite which functions as a transponder. The channel

is split into two subchannels; the uplink and the downlink. The transponder transmits

whatever it receives from the uplink to the downlink.

This protocol works as follows. In the uplink, the time is structured in frames similar to

those of Framed-ALOHA. Any user who wants to transmit a packet will randomly choose

a slot which was not used in the previous frame. If the transmission is successful, the

corresponding slot in the next frame will be reserved for this user. When the user finishes

the transmission of all of its packets, the slot will be free for contention again.

This scheme can provide high throughput, if users transmit packets periodically. Fi-
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Figure 4.6: The R-ALOHA scheme.

gure 4.6 shows an example of an R-ALOHA scheme which can be used for intra-platoon

communications.

PRMA (Packet Reservation Multiple Access)

PRMA is a variation of R-ALOHA and is used in terrestrial packet radio communication

systems, where a number of local stations want to communicate with a central base station.

Local stations use the uplink for transmission of packets to the central station, whereas

the central station uses the downlink  to acknowledge the received messages from the local

stations.

CSAP (Concurrent Slot Assignment Protocol)

CSAP is a distributed (no base station) reservation-based vehicle-to-vehicle communi-

cation protocol. In vehicle-to-vehicle communications, a vehicle broadcasts its status (e.g.,

velocity, acceleration, etc.) to its neighboring cars periodically. Figure 4.7 shows the frame

structure in the CSAP scheme. As in R-ALOHA, the time is slotted and structured in frames
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containing a fixed number of slots (e.g., N). In each slot, there is an extra N-bit header that

records the status of every slot in a frame as seen by the transmitter. The vehicles monitor

(using special hardware) the status of every slot, continuously. The lath  bit is set to 0 if the

Icth slot is sensed to be empty or a collision has occured; it is set to 1 if the packet in the lath

slot is received correctly. By exchanging the channel status seen by each vehicle, a vehicle

can select a slot to transmit its packet once per frame.

slot 1 slot 2 slot N

\

j&&+-l
N bits

Figure 4.7: The frame structure in the CSAP scheme.

DCAP (Decentralized Channel Access Protocol)

DCAP is also a distributed vehicle-to-vehicle communication protocol. The difference

from CSAP is the way that the N-bit header is handled. To be more specific, the lath  bit

will be set to 0 if the corresponding Lth slot is detected to be empty, whereas it will be

set to 1 if the corresponding slot is used (success or collision). Moreover, DCAP requires

special hardware for detection of interference outside the transmission region in order to

avoid packet collision.
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AC/ID (Access Control with Interference Detection)

AC/ID is another vehicle-to-vehicle communication protocol, which combines the reserva-

tion mechanism of R-ALOHA and the carrier sensing technique. The time axis is structured

into TDMA frames, which are similar to those of R-ALOHA. A station is assumed to be able

to transmit a packet in one slot with two options. It can either use the whole slot to transmit

the whole packet, or it can use some portion of a slot to measure the channel quality (e.g.,

SNR) and the rest of the slot to transmit a shorten packet. A station that has reserved a slot

can use option 1 to transmit whole packets, but it can occasionally use option 2 to detect

the possible interference in the slot which is reserved for it. If it detects interference, it will

access another free slot. In order to know which slots are free for access, a station needs to

measure the channel quality for all slots all the time and store the results in its local bitmap

for future reference. By randomly using option 2 to detect the on-going interference, AC/ID

is capable of collision detection. Figure 4.8 illustrates how this scheme works.

time
frame

4 *

measurement measurement

Figure 4.8: The AC/ID scheme.

R-BTMA (Reservation Busy Tone Multiple Access)

R-BTMA is also a vehicle-to-vehicle communication protocol, which combines implicit

reservation as in R-ALOHA and a busy tone mechanism as in BTMA. In R-BTMA, there

are two slotted channels (see figure 4.9); the one is called data channel (DC) and the other

is called busy tone channel (BTC). The detection of a busy tone in BTC indicates that

the corresponding data slot is being used by another vehicle. When a vehicle successfully
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receives a packet in a slot, it transmits a busy tone at the corresponding slot in the BTC.

Therefore, by listening to the BTC, a vehicle can find the status of the corresponding slots

in the data channel. If no busy tone is detected in a slot, the corresponding data slot is

either in an idle state or in a collision state. If a busy tone is detected, the corresponding

data slot is being reserved and the potential user will refrain from transmitting in this slot.

Data
Channel

q  1 2_1 ... p ☺mp ☺... p ☺m
time

‘m
slot

I-4frame

Figure 4.9: The R-BTMA scheme.

D-TDMA (Dynamic Time Division Multiple Access)

D-TDMA is used in centralized one-hop radio networks, where a number of local stations

want to communicate with the central station. There are two orthogonal channels; one is

called uplink and the other is called downlink. The uplink is a slotted channel, where some

slots are designated as reservation slots and some slots are the data slots (see figure 4.10).

In order to transmit data packets to the central station, a local station sends a reservation

packet to the central station. When the central station receives the reservation packet, it

informs the local station when it should transmit the data packets. If the central station does

not receive the reservation packet (due to collision or channel noise), the local station will

time out and retransmit a reservation packet. There are two types of services supported by

D-TDMA; periodic services such as voice and non-periodic services such as data. For voice

service, the central station allocates a slot in the TDMA frame periodically, until the local

station finishes its transmission. For data service, the central station allocates a number
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of data slots requested by the local station for transmission of its data packets. Although

the reservation packets for both types of services are transmitted in the reservation slots,

using a random access scheme like S-ALOHA, the retransmission mechanisms are different.

For data service, if the reservation packet is not successfully received by the central station,

the local station will time out and retransmit it after a random period of time, whereas for

voice service, the local station will retry in the next frame, because voice service requires

short delay. If a local station that needs voice service cannot get the acknowledgment for a

pre-determined number of frames, it will block the call instead of overflowing the reservation

channel.

4

. . .

4 t4
N, request slots

Frame
w

. . .

+4 +
N, voice slots Data Only

Figure 4.10: The frame structure of the D-TDMA scheme.

4.4 Multiple Access Options for PR-IVHS

In this section, we discuss the feasibility of each type of multiple access schemes, based

on the communication need of the three communication links. In the uplink (vehicle to base

station), vehicles transmit requests for information randomly and status reports periodically.

It is obvious that fixed assignment schemes are not compatible with this kind of data traffic,

because it is very inefficient to allocate one subchannel for each of the vehicles in the freeway.

Random access and reservation schemes are the possible options. Although, reservation

schemes are very efficient for periodic data traffic, random access schemes may be able to

accommodate both types of data traffic, if the period of the periodic status reports is not

short enough to justify the extra complexity of reservation.

In the downlink, due to the large and steady information flow from the base station to
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vehicles, fixed assignment schemes like TDM or FDM are the best candidates. Distributed

reservation schemes such as R- ALOHA are also possible, but the complexity will be increased

because neighboring base stations need to coordinate the channel accessing with each other.

For the vehicle-to-vehicle link, hybrid and random access schemes are more efficient

than other schemes for intra-platoon and inter-platoon communications respectively. In the

case of intra-platoon communications, periodic vehicle status reports and random requests

for lane-changing maneuvers are the two primary considerations. Because of the totally

different nature of the two types of data traffic, the hybrid schemes that combine the merits

of random access and reservation are the most promising options. For example, a TDMA

frame structure with some slots dedicated to non-periodic request packets (using S-ALOHA)

and some slots dedicated to periodic status packets (using R-ALOHA) is one possible hybrid

scheme. This hybrid scheme will be examined in detail in chapter 5. In inter-platoon

communications, requests for lane-changing maneuvers occur randomly and infrequently.

Thus, random access schemes are the most suitable options for this type of communication.

Fixed assignment schemes are too inefficient for vehicle-to-vehicle communications.

4.5 Conclusions

In this chapter, we studied three classes of multiple access schemes for the three com-

munication links in PR-IVHS. We compared the advantages and the disadvantages of each

class and we concluded that the choice of the most suitable schemes for PR-IVHS depends

strongly on the communication needs of each link. The next chapter presents the quantita-

tive performance analysis of some typical multiple access schemes chosen among the feasible

schemes presented here.
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Chapter 5

Performance Evaluation of Multiple
Access Schemes for PR-IVHS

5.1 Introduction

In chapter 4, we discussed the relation between multiple access schemes and the com-

munication needs of each of the three communication links. We saw that a multiple access

scheme can be suitable for one communication link but not for another, because of the dif-

ferent communication needs of each link. In order to select the most suitable multiple access

scheme for a specific communication link, quantitative analysis is required. In this chapter,

we will analyze and evaluate the performance of some typical multiple access schemes for

PR-IVHS. The performance analysis allows us to compare different schemes (protocols) and

construct new integrated protocols that may be more suitable for PR-IVHS.

There are mainly two types of communications in PR-IVHS, namely periodic and non-

periodic communications. Their common characteristic is the small packet size (see chapter 3

for the packet format). This makes slotted random access schemes especially appealing for

non-periodic communications. The major difference between the two types is the different

delay constraints. In particular, the periodic type requires short delay and high reliability,

whereas the non-periodic type does not have stringent delay constraints. Thus, the crite-

ria (performance measures) used to evaluate the protocol performance are different. The
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measures for the performance evaluation of protocols are presented in section 5.2.

In order to make the analysis mathematically tractable, we make the following assump-

tions for all the protocols under consideration:

l The performance of the protocols is evaluated for a single cell, assuming that the spatial

distribution of vehicles in the cell is uniform. The number of vehicles in a region of a

certain area is a function of the vehicular traffic density only

l In vehicle to base station communications, a vehicle sends requests to base stations

randomly, via the uplink (long range, multipoint to point communications)

l In inter-platoon communications, a vehicle communicates with the leader of its platoon

or with other platoon leaders randomly, via the inter-platoon link (medium range,

point-to-point communications)

l In intra-platoon communications, a vehicle transmits its status to its follower periodi-

cally, via the intra-platoon link (short range, point-to-point communications)

o We assume that the three links (i.e., uplink, inter-platoon link, and intra-platoon

link) use orthogonal communication subchannels (TDM or FDM), so that they do not

interfere with each another.

The performance of Slotted-ALOHA, Framed-ALOHA, and Spread Spectrum S-ALOHA

is analyzed in sections 5.3, 5.4, and 5.5, respectively. In particular, we examine how these

protocols perform in each of the three communication links (for a single cell). In sec-

tion 5.6, we present and discuss the design parameters of two protocols for the integrated

ATMIS/AVCS d t t ffia a ra c, where all the communication links in a single cell share the same

time-frequency domain.
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5.2 Performance Measures

One of the measures used for the performance evaluation of a protocol is the throughput

of a node (base station or vehicle), which is the average number of packets per second that

are successfully received by the node. A good protocol should provide as large a throughput

as possible. The packet delay is the time elapsed from the generation of the packet at the

transmitter to the successful reception at the receiver. A good protocol should provide as

small a packet delay as possible.

Some real-time applications (e.g., AVCS) may require that the packet delay be less than

a specified time interval, which is called the deadline period. A packet that is delayed for

more than the deadline period will become useless, even if it is received correctly later. The

deadline failure probability (DFP) is the probability that the delay of a real-time packet is

longer than the deadline period.

Therefore, we have two different performance measures for different applications. For

non-real-time communications, it is desirable to have high throughput. On the other hand,

it is more important to have small DFP for real-time communications. In the following

performance analysis, we use the throughput as the performance measure for vehicle to base

station and inter-platoon communications, and the DFP as the performance measure for

intra-platoon communications.

5.3 S-ALOHA

This protocol has been introduced in chapter 4. The performance of S-ALOHA in a radio

environment depends strongly on the channel model. Although the maximum throughput of

S-ALOHA is 0.36 (or 1/2e), the capture effect can improve its performance (Roberts 1975).

In a terrestrial radio environment, signals from transmitters at different locations arrive at

the receiver with different power levels due to the propagation loss. It is therefore, possible

for the receiver to successfully “capture” the strongest signal, although it suffers interference
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from other transmissions. The packets that survive collision can increase the maximum

throughput of S-ALOHA.

Usually, the packet that is captured by the receiver corresponds to either the first signal

to arrive or the strongest signal. Different capture criteria will lead to different capture

probabilities. In our analysis, we parametrize the capture probability as a known function.

5.3.1 Vehicle to Base Station Link

The throughput S at a base station is given by (Polydoros 1987):

k=l

where f(lc) is the probability that k vehicles transmit in a slot, and P,(k)  (the conditional

capture probability) is the probability that one of them will be captured by the receiver at

the base station given that k vehicles transmit in a slot. The number of transmissions per

slot is usually assumed to be a Poisson random variable with mean G. That is,

f(k) = 7 (5.2)

P,(k)  is closely related to the spatial distribution of vehicular traffic, the channel characte-

ristics, the propagation attenuation of the signal, etc. It is the key parameter for the com-

putation of the throughput. Many efforts have been made to find the conditional capture

probability using several assumptions (Linnartz 1992),  (Zhang 1992),  (Goodman 1987).

5.3.2 Inter-platoon Link

This scenario is very similar to the vehicle to base station communications, except that

the inter-platoon communications are point-to-point. Here we are looking at a particular

receiver, which is called the tagged receiver. The tagged receiver is trying to receive a

packet, which suffers from other inter-platoon data traffic interference. The data traffic is

assumed to be Poisson distributed with mean G. The probability that the tagged receiver
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will successfully receive a packet is given by

Ps = 5 E(k)f(k) (5.3)
k=o

where f(k) is the probability that k interfering vehicles transmit in a slot, and P,(k)  (the

conditional capture probability) is the probability that a packet will be captured by the

tagged receiver, given that k interfering vehicles transmit in a slot. Suppose that the number

of transmissions per slot is assumed to be a Poisson random variable of mean G. That is,

Then, the throughput is simply the product

S=G*P,

5.3.3 Intra-platoon Link

(5.5)

Assuming that the control system of an automated vehicle requires that a status packet

from the preceding vehicle in the platoon should be successfully received at least once within

a deadline period, we can find the DFP for two cases.

In the first case, the deadline period has the same starting time for every vehicle. When its

deadline period starts, a vehicle transmits in a slot with probability p, until it successfully

transmits its status packet or until the next deadline period starts. We assume that a

vehicle transmitting in a slot will succeed, if there are no other simultaneous transmissions

in its neighborhood, which is called the vulnerable circle. Assuming that the distribution of

vehicles in the freeway is uniform, the number of vehicles in the vulnerable circle is a constant

for all vehicles. In our analytical model, we assume that there are M vehicles located within

the vulnerable circle of each other and there are no other sources of interference.

The number of vehicles that have not made any successful transmission in the current

deadline period, which is called the backlog size, constitutes a Markov chain with state space

0 ) 1, 2 )..‘) M. When the deadline period starts, the backlog size is M. The backlog size

decreases gradually with time. When the current deadline period ends, the value of the
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backlog size (over M) is the DFP. Figure 5.1 shows a plot of the DFP as a function of

F (the number of slots in a deadline period) for M=50. As expected, the DFP decreases

as F increases. This figure also shows that the optimal transmission probability p, which

minimizes the DFP, depends on F.
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Figure 5.1: DFP for S-ALOHA (synchronous deadline period).

In the second case, every vehicle chooses randomly the starting time of its deadline period.

When its deadline period starts, the vehicle transmits in a slot with probability p, until it

successfully transmits its status packet or until its next deadline period starts. Figure 5.2

shows a plot of the DFP as a function of F, for the asynchronous deadline period case.

Similarly to the first case, the optimal transmission probability depends on F.

5.4 Framed-ALOHA

For the Framed-ALOHA scheme, we assume that L slots constitute a frame. Every vehicle

is allowed to transmit only one packet per frame. Any vehicle which wants to transmit a
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Figure 5.2: DFP for S-ALOHA (asynchronous deadline period).Figure 5.2: DFP for S-ALOHA (asynchronous deadline period).

packet will randomly choose one slot in the next frame. If the transmission is not successful,

the packet will be retransmitted after a random period of time.

5.4.1 Vehicle to Base Station Link

The performance measure of interest for this link is the throughput at the base station.

The general expression for the throughput S is given by

S = i 2 E[No. of successful packets ] k active packets in a frame]f(k) (5.6)
k=l

where f(k) is the probability that k vehicles transmit in a frame. Note that S is measured in

packets per slot. Assuming that the number of packets transmitted in a frame is a Poisson

random variable with mean G, the throughput is given by
-GGk

S = i 2 E[No. of successful packets ] k active packets in a frame]Lk! (5.7)
k=l

The key parameter for the evaluation of the throughput is the expected number of successfully

transmitted packets given that k packets are transmitted in a frame. If we assume that two
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simultaneous transmissions will result in a collision at the base station (in the worst case),

then

E[No.ofsuccessfulpackets]  kactivepacketsinaframe] = k( 1 - l/L)k-’ (5.8)

5.4.2 Inter-platoon Link

We assume there are M vehicles in the vulnerable circle of the tagged receiver. We

further assume that the aggregate number of transmissions in the circle per frame has the

distribution f(k) with mean G. The probability that the tagged receiver will successfully

receive a packet that is destined to it is

k=l
- ;)k-lf( k)

The throughput (packets/slot) per vehicle can be computed as

GPs
M L

5.4.3 Intra-platoon Link

(5.9)

(5.10)

We assume that every vehicle is required to successfully transmit its status packet to

its follower at least once in every deadline period. Furthermore, we assume that a deadline

period consists of F frames, and the deadline period of every vehicle has the same starting

time. When the deadline period starts, every vehicle selects a slot in a frame randomly and

transmits its packets until it succeeds or until the end of the deadline period. The DFP is

just the probability that a vehicle does not succeed in any of the frames. We denote X; as

the backlog size after frame i. It is obvious that Xi, i = 1,. . . , F, is a Markov chain. The

DFP can then be computed by the expected backlog size (over M), after frame F.
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5.5 Spread Spectrum S-ALOHA (SS/S-ALOHA)

In SS/S-ALOHA, the channel time is slotted and the slot duration is equal to the packet

transmission time. A receiver can successfully receive a packet if the specified capture crite-

rion is satisfied.

5.5.1 Vehicle to Base Station Link

The performance measure of interest for this link is the throughput at the base station.

The general expression for the throughput S is given by

S = 2 E[No. of successful packets ] k active packets]f(k) (5.11)
k=l

where f(k) is the probability that k vehicles will transmit in a slot. We assume that the

number of transmitted packets in a slot is a Poisson random variable with mean G. Then,

the throughput S is given by
-GGk

S = 2 E[No. of successful packets I k active packets]% (5.12)
k=l

The key parameter for the evaluation of the throughput is the expected number of successfully

received packets given that k packets are transmitted in a slot. This number depends on

the channel characteristics, the spreading ratio, the code rate (if an error correction code is

used), the power control scheme, and the spatial distribution of the vehicular traffic. We

assume that the key parameter has the geometric distribution given below

E[No. of successful packets ] k active packets] =

The above assumption together with the Poisson assumption

s = G~-(~-“)G

The maximum throughput G/e is obtained when

G=&
U

kuk-‘, 0 < u < 1

leads to the following

(5.13)

relation

(5.14)

(5.15)

Figure 5.3 illustrates a plot of S versus G for different values of u.
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Figure 5.3: Uplink throughput for the SS/S-ALOHA scheme.

5.5.2 Inter-platoon Link

In order to evaluate the throughput for this link, we can use the same reasoning as in the

S-ALOHA case for inter-platoon communications. The success probability for a particular

pair of transmitter and receiver is given by

J’s = g P,(k).@)
kc1

(5.16)

If the mean number of active transmissions per slot is G, the throughput is given by the

product

S=G*P, (5.17)

5.5.3 Intra-platoon Link

We assume that the vehicles in the freeway are uniformly distributed and they simulta-

neously transmit periodic status packets to their followers within the deadline period. Then,
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the DFP is exactly the same as the packet error probability, which depends on the SNR, the

spreading ratio, and the channel characteristics.

5.6 Integrated Protocols

In this section, we present the design parameters for two protocols that can accommo-

date the communication needs of the integrated ATMIS/AVCS data traffic. The first of

the presented protocols is a non-spreading scheme, called SR-ALOHA, which combines the

features of S-ALOHA and R-ALOHA. The second protocol is a SS/S-ALOHA scheme.

5.6.1 SR-ALOHA

Taking into account the periodic data traffic of intra-platoon communications and the

non-periodic data traffic of inter-platoon and vehicle to base station communications, the

channel time in SR-ALOHA is structured into TDMA frames shown in figure 5.4.

Y BS

=; ;=; ==
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CarE

I 50ms Frame II 50ms Frame I
7 -

Al PI I ICI I PI Al PI I ICI I 1 ID
4 m-4 m-

AVCS Al-MIS AVCS AI-MIS

Figure 5.4: The frame structure of SR-ALOHA.

A number of slots in the frame is allocated to periodic data traffic (AVCS) and the slots

are accessed by R-ALOHA. In other words, once a vehicle successfully transmits its status
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packet to its follower in a slot, it will keep using the corresponding slot in the following

frames. If an error occurs, the vehicle will switch to another slot which is detected as idle.

In the steady state, every vehicle will have a slot in a frame to transmit its status packet. In

addition to the slots allocated to periodic data traffic, some slots are reserved for non-periodic

data traffic (ATMIS) and are accessed by S-ALOHA.

The proper allocation of slots for periodic and non-periodic data traffic in order to achieve

sufficiently low DFP for periodic (intra-platoon) communications as well as high throughput

for non-periodic (inter-platoon and vehicle to base station) communications is a trade-off

study, which will be the focus of our efforts in the second year of this project.

5.6.2 SS/S-ALOHA

Spreading techniques can make simultaneous collision-free transmissions possible. There-

fore, it is obvious that the SS/S-ALOHA protocol can be a very good candidate for the inte-

grated data traffic. The key parameter is the determination of the optimal spreading ratio.

Although a higher spreading ratio implies higher number of simultaneous transmissions, the

packet transmission time (delay) will increase as the spreading ratio increases. The optimal

spreading ratio should maximize the throughput and maintain the DFP below a specified

threshold.

Figure 5.5 illustrates how the spreading ratio affects the performance of the protocol.

We assume that the deadline period for periodic packets is 50 msec (see chapter 3). Given

the bandwith  and the spreading ratio, the number of slots in 50 msec can be determined.

Using more slots in 50 msec (lower spreading ratio), we have more options for accomodating

the integrated data traffic. For example, if there are two slots in 50 msec we can assign one

slot for periodic data traffic and the other slot for non-periodic data traffic. This trade-off

analysis for the optimal spreading ratio will be our future work.
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Figure 5.5: Spreading ratios for SS/S-ALOHA.

5.7 Conclusions

In this chapter, we analyzed the performance of three multiple access protocols in each of

the three communication links, for a single cell. Two different performance measures are used

for the performance evaluation of the protocols. The throughput is used for non-real-time

communications, whereas the deadline failure probability is used for real-time communica-

tions (e.g., intra-platoon communications).

The throughput depends on two parameters; the conditional capture probability and

the distribution of the number of active transmissions. The conditional capture probability,

which depends on the capture criterion and the modulation scheme, is a parametric distribu-

tion which is evaluated in the physical layer. The number of active transmissions is assumed

to be Poisson distributed, since it is very difficult to find the actual distribution analytically.

For SS/S-ALOHA, assuming that the conditional capture probability follows a geometric

distribution, we find that the maximum throughput is the offered load divided by e.

The deadline failure probability depends on the transmission probability p and the num-

ber of slots F in a deadline period for S-ALOHA (or the number of frames in a deadline

period for Framed-ALOHA). For S-ALOHA, it is interesting to find that there exists no p
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that can minimize the DFP. The DFP is also a function of F (depending on the bandwidth).

For SS/S-ALOHA, the DFP depends strongly on the spreading ratio.

Since our goal is to find a single protocol that can accommodate all the communica-

tion needs of the integrated ATMIS/AVCS data traffic, we presented two integrated pro-

tocols, namely SR-ALOHA and SS/S-ALOHA. T he most important design parameter for

SR-ALOHA (a hybrid scheme of S-ALOHA and R-ALOHA) is the ratio of the number of

slots for periodic data traffic to the number of slots for random data traffic, whereas the

most important design parameter for SS/S-ALOHA is the spreading ratio. The optimal

design parameters should be able to maximize the throughput for random data traffic and

maintain the DFP below a certain threshold at the same time. The optimization of these

design parameters will be the focus of our future efforts.
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Chapter 6

Modulation, Coding, and Spreading
Techniques for PR-IVHS

6.1 Digital Modulation Techniques

Digital modulation is the process by which digital symbols are transformed into wave-

forms that are compatible with the characteristics of the channel (Sklar 1988). Without

modulation, it is rather difficult to transmit the baseband (low frequency) signals by radio.

This section presents a description of basic modulation techniques for use in digital radio

communication systems. We also discuss the criteria for selection of appropriate modulation

techniques for digital cellular systems and we suggest some candidates that may be suitable

for PR-IVHS communications.

6.1.1 Basic Digital Modulation Techniques

There are three basic digital modulation techniques: phase shift keying (PSK), frequency

shift keying (FSK), and amplitude shift keying (ASK). Besides these schemes, hybrid schemes

(e.g., quadrature amplitude modulation - &AM) have also received considerable attention,

because they offer efficient utilization of bandwidth.
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Phase Shift Keying

The general analytic expression for PSK modulation is

s;(t) = &Zcos(27rf,t  + e;> O<i<T; i=l,...,M

For binary PSK (BPSK), the value of 19, is either 0” or 180”. Precise phase reference is

required in order to implement coherent detection. In practice, the receiver uses a carrier

synchronization loop to extract the phase of the received signal. The synchronization loop

exhibits an M-fold phase ambiguity and the receiver suffers a performance degradation. In

order to resolve phase ambiguities, we can employ a modified form of BPSK which is called

differential PSK (DPSK). In this scheme, the binary data are conveyed via transition in

carrier phase (e.g., no transition may correspond to zero and a 180” transition may correspond

to one). This is called differential encoding and it can resolve phase ambiguities generated

by performing a nonlinear operation (e.g., phase-locked-loop) on the received waveform to

extract the reference phase. The receiver, instead of attempting to extract a coherent phase

reference it uses the signal from the previous symbol interval as a reference for the current

symbol interval. However, DPSK can work only when the phase variations between two

successive symbols is small. Moreover, the bit error rate (BER) performance of DPSK is

worse than that of coherent BPSK (Proakis 1989).

Besides binary PSK, quaternary PSK (QPSK) is also used in digital radio systems because

it offers higher channel efficiency. Channel efficiency is a measure of the performance of

modulation schemes regarding their efficient utilization of bandwidth and is usually given in

bits/set/Hz.  For QPSK, two data bits are encoded into one of four possible carrier phases,

spaced 90” apart. This scheme conveys two bits of information during each symbol, and its

ideal channel efficiency is 2 bits/set/Hz,  which is twice the efficiency of BPSK. As in the

binary case, the data can be differentially encoded and differentially detected. This scheme

is denoted by DQPSK. In recent years, a modified version of QPSK, called offset-QPSK

(OQPSK) or staggered QPSK (SQPSK) has come into use. This scheme offers more rapid

spectral roll-off and thus produces less interference to adjacent channels than conventional

QPSK. The reason is that the abrupt phase shift of OQPSK is at the most 90”,  which is
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only half of the phase shift of QPSK.

Frequency Shift Keying

The general analytic expression for FSK modulation is

s;(t) = rncos(2xfit  + e) OIi<T; i=l,...,M (6.2)

where the frequency term, f;, can take M possible values. The simplest form of FSK mo-

dulation is the binary FSK (BFSK) where two frequencies separated by Af Hz are used.

In FSK schemes, it is common to specify the frequency spacing in terms of the modulation

index h, which is defined as

h=Af-T (6.3)

Orthogonal signaling is usually employed in FSK schemes, so that each tone (sinusoids)

in the signal set does not interfere with any of the other tones. In order for the signal set to

be orthogonal, h must be larger than l/2 and 1 for coherent and noncoherent detection of

BFSK, respectively (Sklar 1988).

Continuous-Phase FSK (CP-FSK) (Garrison 1975)) which is a form of FSK, has received

considerable attention because it can avoid the abrupt phase changes at the bit transition

instants encountered in the other FSK implementations. Thus, CP-FSK has the advantage

of rapid spectral roll-off and it produces less interference to adjacent channels.

Another FSK variation that has received considerable interest is minimum-shift-keying

(MSK). MSK is a special case of CP-FSK where h = l/2 and coherent detection is used. MSK

can be also intepreted as a special case of OQPSK with sinusoidal pulse weighting (Pasupathy

1979). This scheme possesses constant envelope which allows the use of power-efficient

nonlinear amplifiers. This is very beneficial for high-power transmissions. Furthermore,

since MSK is a variation of FSK, we can employ noncoherent detection (e.g., by means of a

discriminator). Gaussian MSK (GMSK), which has been used in the GSM mobile cellular

system (Cox 1992), is a modified form of MSK where Gaussian low-pass filtering is used for
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premodulation (Murota  1981).

Amplitude Shift Keying

The general expression of the transmitted signal for ASK modulation is

s;(t) = J2F$ cos(27r&t + f9) O<t_<T; i=l,...,M (64

where the amplitude term, m can take M discrete values. For binary ASK signaling (also

called On-Off Keying - OOK) the two amplitude states are @ and zero. OOK was one

of the earliest forms of digital modulation used in radio telegraph at the beginning of the

century. Simple ASK is no longer widely used in modern digital communication systems.

Amplitude Phase Keying

For the combination of ASK and PSK, which is called Amplitude Phase Keying (APK),

the general analytic expression is

s;(t) = 42pi cos(2afct + 0;) O<t<T;  i=l,...,M (6.5)

which illustrates the indexing of both the signal amplitude term and the phase term. The

resulting signals can be arranged in a signal amplitude and phase signal space. Figure 6.1

shows an example of the signal space locations of the possible transmitted signals for

16-ary APK. When the set of M symbols in the phase-amplitude space have a rectangu-

lar constellation, the scheme is referred as QAM (Sklar 1988).

As with any digital cellular systems, there are several criteria which must be con-

sidered in the selection of a modulation scheme for PR-IVHS. The most important criteria

are

l Out-of-Band Attenuation: One of the spectral characteristics of a modulation

scheme is the out-of-band attenuation, which is defined as the attenuation of the sig-

nal’s power spectrum at a specific frequency separation from the center frequency of
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Figure 6.1: Signal Constellation of 16-ary &AM

the carrier. The larger the attenuation, the smaller the interference generated by the

signal to adjacent channels. Therefore, the frequency separation between two succes-

sive channels can be reduced. In general, for frequencies far away from the center

frequency (i.e., (f - f,)T >> l), the spectrum of ASK and PSK signals falls off as fs2,

whereas that of CP-FSK signals fall off as fm4.

l Spectrum Efficiency versus Co-channel and Adjacent channel Interference:

In conventional digital radio communication systems, the main measure of efficiency

is the channel efficiency which is concerned with maximizing the information rate for

a given bandwidth. However, due to the frequency reuse factor in cellular systems,

spectrum efficiency, which is concerned with maximizing the number of channels in a

cell, receives considerable interest (Lee 1989),  (Gejji 1992). The spectrum efficiency

of several modulation schemes in lineal microcells have been studied in (Webb 1992),

assuming a Rayleigh  fading channel and an operating frequency of 1.8 GHz. The

simulation results indicate that for low BER (< 5 ⌧ 10V2), 4-ary PSK provides the

best performance, whereas for high BER, particularly when the signal-to-noise ratio is

high, 32-ary and 64-ary star QAM seem more appropriate.

l Cost and Complexity: It is rather difficult to evaluate the cost of a modulation

scheme without knowledge of the specific system requirements. Nevertheless, the mo-

dulation schemes that we have mentioned can be classified according to their inherent

complexity; the results are shown in figure 6.2 (Oetting 1979).
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Figure 6.2: Relative Complexity of Modulation Schemes

l BER Requirement: Low BER performance (approximately 10e4 (Polydoros et al.

1993)) is required for IVHS applications.

Taking into account the above criteria, binary and quaternary modulation schemes may

be the best choices for IVHS applications, because they are simple to implement and can

resist co-channel interference. Of course, further analysis, based on the specific system and

operational requirements of PR-IVHS, is required in order to select the most appropriate

modulation method.

6.2 Error Control Strategies

Digital signals transmitted over a physical channel are subject to channel impairments,

such as noise, fading, and interference from other signals. The received signal contains digital

symbols with errors that tend to degrade the performance of the communication system.

If each transmitted symbol is affected independently of the other symbols, errors occur

randomly in the received data sequence. In radio channels however, the channel effects are

not independent from symbol to symbol and errors occur in bursts due to signal fading

caused by multipath. One of the major concerns in the design of a communication system

is the control of these errors, so that reliable reproduction of the transmitted data can be
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obtained. One method of error control in data transmission is coding. The key idea of coding

is to add redundant bits in the transmitted data sequence, in order to combat the noisy and

fading characteristics of the physical channel.

In the following subsection we discuss the coding gain. Subsequent subsections present

the two strategies for controlling transmission errors, namely the forward-error correction

(FEC) strategy and the automatic-repeat-request (ARQ) strategy. We also discuss the basic

properties of error control codes (both block and convolutional) and we present some well-

known codes. Finally, we examine which of the above strategies is appropriate for error

control in PR-IVHS.

62.1 Coding Gain

Figure 6.3 (Sklar 1988) illustrates the bit error performance of uncoded and coded BPSK

over an AWGN. We notice that coded BPSK performs better than the uncoded (1,l) after

a threshold is exceeded (5.5 dB in this case). Before this threshold, coded BPSK performs

worse than the uncoded case, because the redundant bits result in reduced energy per bit.

The reduction in energy per coded bit is compensated by the performance improvement,

after the threshold (Sklar 1988).

The reduction in the required energy-to-noise ratio, to achieve a specified error perfor-

mance, of an error-correcting coded system over an uncoded one with the same modulation

is defined as the coding gain (Sklar 1988). The use of an error-control code reduces the pro-

bability of bit error in the receiver, or reduces the required energy-to-noise ratio to achieve

a specified probability of bit error. The price that we pay is a reduction of the data rate, or

if we want to maintain a constant data rate, an expansion of the required bandwidth (Lin

1983).
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Figure 6.3: Bit error performance of uncoded  and coded BPSK

6.2.2 Forward-Error Correction (FEC)

In a system employing FIX, we use a code with good error-correcting capability. If

the decoder detects the presence of errors in the received data sequence, it attempts to

determine their exact locations and then corrects them. If the decoder fails to determine the

exact locations of errors, the received message will be decoded incorrectly. Coded systems

that employ FEC, are advantageous for one-way communication links and for channels with

high bit error rate. The disadvantages of these systems are the complexity of the decoding

equipment and the large amount of redundancy required for error correction.
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6.2.3 Automatic-Repeat-Request (ARQ)

In an ARQ system, the code is used only for error detection. If no errors are detected

by the decoder, the receiver sends an acknowledgment (ACK) to the transmitter, indicating

that the data have been received correctly. Otherwise, it notifies the transmitter, sending

a negative acknowledgment (NAK), and waits for retransmission of the message. Incorrect

decoding occurs when the receiver fails to detect the presence of errors. The probability of an

undetected error can be made very small, using a proper linear code (Lin 1983). Figure 6.4

(Sklar 1988) illustrates three ARQ schemes.
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Figure 6.4: ARQ schemes. (a) Stop-and-wait (b) Go-back-N (c) Selective-repeat

S t o p - a n d - w a i t  A R Q  ( f i g u r e  6 . 4 ( a ) )  Qre uires a half-duplex connection. After the tran-

smission of a message, the transmitter waits for an ACK or a NAK from the receiver before

it proceeds with the next message. If it receives an ACK  (‘. .,1 e no errors have been detected),
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it sends the next message. If a NAK is received, it retransmits the message. In some cases

(e.g., a deep fading), the above procedure may be repeated many times before the message

is correctly received.

Go-back-N ARQ (figure 6.4(b)) is a continuous ARQ scheme. The transmitter sends

messages and receives acknowledgments continuously. When it receives a NAK, it backs

up to the message in error and resends all the messages, starting with the erroneously

received message. In this scheme, a number is assigned to every message and to every

acknowledgment, so that the transmitter knows which message is associated with which

acknowledgment.

Selective-repeat ARQ (figure 6.4(c)) is another continuous ARQ scheme. The difference

in this case is that the transmitter resends only the corrupted message. Then, instead of

resending all the subsequent correctly received messages, it continues where it had left off.

Continuous ARQ schemes require a full-duplex connection.

The stop-and-wait scheme is used in half-duplex communication links and in systems

where the transmission time is longer than the time required to receive an acknowledgment.

Continuous ARQ schemes are more efficient than stop-and-wait but they are also more

expensive. Finally, selective-repeat ARQ is more efficient than the *Go-back-N ARQ but

requires more logic and buffering.

The major advantages of ARQ schemes over FEC are the simpler decoding equipment

and the small amount of redundancy required for error detection. On the other hand, the

requirement for a reverse link and the low system throughput, when the channel bit error

rate is high, are the disadvantages of ARQ.

6.2.4 Linear Block Codes

The encoder for a block code tranforms a sequence of L message symbols into a block of

n (n > Ic) symbols, which is called a code word. A binary block code is constructed with

symbols from the binary field (0 or 1). At the output of the encoder there are 2” different
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code words, corresponding to the 2k different messages. Linear block codes are described by

the notation (n, k, dm;,), where d,;, is the minimum distance between code words (i.e, the

minimum number of places where the code words differ) (Kumar 1991).

The minimum distance determines the error-detection and the error-correction capability

of the code. A block code with minimum distance dm;n is capable of detecting d,;, - 1 errors

and correcting t = [(dm;n  - 1)/Z] errors* (Lin 1983). The ratio R = k/n is called the code

rate. Note that R 5 1 and that in a binary code the data rate is reduced by a factor of

R. Thus, in order to maintain a constant data rate, the coded system requires a bandwidth

expansion by a factor of l/R.

6.2.5 Convolutional Codes

A convolutional code is described by the notation (n, k, m). Here, n does not define a

code word block length as in block codes. The important characteristic of convolutional

codes is that the encoder has a memory order of m (i.e., the n encoder outputs at a given

time, depend on the k inputs and on m previous input blocks). Usually, k and n are small

integers and redundancy is added by increasing the memory order m. In order to achieve

low probabilities of error, the memory m must be made large (Lin 1983). The code rate

of a convolutional code is R = k/n. When the information sequence has finite length kL,

the code word has length n(L + m) and the code rate is R = kL/n(L + m). Then, the

convolutional and the block code rates are approximately equal when L >> m.

6.2.6 Well-known Codes

The following list presents some of the most important block codes that are being widely

used in digital communications (Bhargava 1983):

l Bose-Chaudhuri-Hocquenghem (BCH) Co des: They are the best constructive

codes for channels that affect each transmitted symbol independently from the others.

’ [(Anin - Q/2] denotes the largest integer no greater than (c&in - 1)/2.
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These codes belong to the general class of cyclic codes and they have the following

parameters:

- Code length: n = 2” - 1, m =3,4,5,...

- Number of information symbols: k > n - mt

- Minimum distance: d > 2t + 1

l Reed Solomon Codes: Each symbol is comprised of mbits. The parameters of these

codes are:

- Code length: n = 2m - 1 symbols = ma (2” - 1) bits

- Number of parity symbols: (n - k) = 2t symbols = m -2t bits

- Minimum distance: d = 2t + 1 symbols

l Golay Code: It is a perfect code (Kumar 1991) with parameters (23, 12, 7). It is

widely used as a (24, 12, 8) code by adding an extra parity bit which is a parity check

over the other 23 bits. This code does not generalize to other combinations of n and

k.

l Hamming Codes: They are also perfect codes and they belong to the general class

of cyclic codes. Their parameters are:

- Code length: n = 2” - 1

- Number of parity symbols: k = m

- Minimum distance: d = 3

l Maximum-Length Codes (Simplex Codes): These codes are related to maximal-

length sequences which are used in spread spectrum communications and for closed-

loop TDMA synchronization. Their parameters are:

- Code length: n = 2” - 1

- Number of parity symbols: k = m

- Minimum distance: d = 2” - 1
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l Quadratic Residue Codes: They are cyclic codes with minimum distances typically

comparable to those of BCH codes of comparable lengths. Their parameters are:

- Code length: n = p (p is a prime number of the form 8m f 1)

- Number of information symbols: k = (p + 1)/2

- Minimum distance: d > ,/ii

6.2.7 Error Control for PR-IVHS

The suitability of an error-control strategy for PR-IVHS depends on the communication

needs of each link. In the vehicle-to-vehicle link, messages are transmitted every 50 msec

and thus, there is no need for retransmissions when an error is detected. However, these

messages are safety critical and must be received correctly or at least errors must be detected,

so that the receiver can discard a corrupted message. Therefore, the FEC strategy seems

more appropriate for this communication link.

The messages exchanged in the other two communication links are not safety or time crit-

ical. Therefore, ARQ schemes can be employed in these links. We must point out however,

that the choice of the most appropriate ARQ scheme depends on the delay requirements of

the system.

6.3 Spread Spectrum Techniques

The discussion of modulation techniques in section 6.1 has been concerned with issues like

the efficiency of these techniques regarding the utilization of signal energy and bandwidth. In

most communication systems, these are the most important concerns. There are situations

however, (and PR-IVHS is certainly one of them) where it is necessary for the system to

resist intentional or unintentional interference, to operate with a low energy spectral density

for low detectability and low crosstalk, to provide multiple-access capability without tight

external control, or to make it difficult for unauthorized receivers to observe the message,
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providing this way message privacy (Cook 1983). In such situations, it may be appropriate

to sacrifice the efficiency aspects of the system in order to enhance the above-mentioned

features (Scholtz  1982). Spread-spectrum (SS) t ec nih ques offer a very attractive way to

accomplish these objectives.

6.3.1 Classification of Spread Spectrum Modulation Techniques

Spread-spectrum refers to signaling schemes which are based on some kind of coding and

where the transmitted signal (modulated carrier) is made to occupy a bandwidth many times

larger than that of the unspread (message) signal (Cooper 1986). This by itself however, is

not sufficient, because there are other modulation methods that also spread the spectrum of

a signal. For example FM or PCM modulated signals may have bandwidths that are much

greater than the message bandwidth. A second criterion has to be met in order for a system

to qualify as a SS system. The transmision bandwith must be determined by some function

that is independent of the message and it is known to the receiver.

There are a lot of ways of classifying the SS techniques. One way is by modulation. The

most common modulation techniques employed are the following:

l Direct-Sequence

l Frequency-Hopping

l Time-Hopping

l Chirp

l Hybrid Methods

In the following, a brief description of the most common schemes is presented.
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Direct-Sequence (DS)

A DS/SS signal is an already modulated signal which is amplitude (or equivalently phase)

modulated by a very high rate NRZ (Nonreturn-to-zero) binary stream of digits (Taub 1986).

Thus, if the original signal s(t) is a BPSK signal

s(t) = @d(t) cos(%&t) (6.6)

where d(t) is the binary message sequence of fl every Tb seconds, the DS/SS signal is

u(t) = g(t)s(t)  = &‘Psg(t)d(t)  cos(2~rfct) (6-7)

where g(t) is a pseudo-random noise (PN) binary sequence having the values fl, and these

values are switched in a pseudorandom manner every T, seconds (the chip time). Therefore,

DS/SS achieves spectrum spreading by modulating the original signal with a signal that has

wider bandwidth than the data bandwidth.

Frequency-Hopping (FH)

FH/SS modulation utilizes the large spectrum provided for SS systems by periodically

changing the carrier frequency of the transmitted signal. The carrier frequency of the original

signal is kept constant within the hop interval Th, but it changes every Th = l/fh seconds

(Taub 1986). In the most common case, starting with a BFSK signal

s(t) = ,/2P, cos(2af,t  + d(t)0 + 0) (6.8)

where d(t) is again the binary message sequence of fl every Tb seconds, we end with a FH

modulated signal, by varying the carrier frequency, so that

u(t) = d2P.q cos(2rf;t + d(t)0 + 0) (6.9)

The frequency, chosen each Th seconds, is selected in a pseudo-random manner from a spe-

cified set of frequencies.
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Time-Hopping (TH)

The TH/SS  system is the counterpart of the FH/SS  system in the time domain. In

a TH/SS  system, the time axis is divided into frames of duration Tf and each frame is

subdivided into M time slots. In each frame, only one slot, chosen in a pseudo-random

manner between the M slots, is used for transmission of a burst of k bits. Since the slot

duration is Tf/M and the bit duration for a binary modulation is Tf/(Mk),  the bandwidth

occupied by this SS system is in the order of Mk/Tf. This bandwidth is used to transmit

Tj/k bits / set, so that an expansion factor of approximately M is achieved.

Hybrid Methods

In addition to the afore-mentioned forms of SS modulation, there are some hybrid combi-

nations which offer certain advantages over, or at least extend the usefulness of, the previous

techniques (Dixon 1976). By combining one or more of the previous techniques, we can have

a system with features that cannot be obtained by using a single modulation method. In this

way, we can have the advantages of one method, while avoiding its drawbacks. An interesting

thing is that implementation complexity is not necessarily increased. Many different hybrid

combinations are possible. Some of them are:

l DS/FH

e DS/TH

l FH/TH

l DS/FH/TH

6.3.2 Comparison of Spread Spectrum Techniques

As we have discused earlier, there are a lot of ways to implement a spread spectrum

system. Each way requires (Pickholtz 1991):
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l signal spreading by means of a code

l synchronization between transmitters and receivers

l care to insure that some of the signals do not overwhelm the others

l source and channel coding to optimize performance and total throughput.

We have already discussed the most common ways to accomplish the first one. We

begin with a narrowband message signal, and after the spreading proccess,  we transmit a

wideband signal. As we have mentioned in the definition of a spread spectrum system, the

spreading is achieved in a way that is independent of the message. This second criterion is

of great importance, since it suggests that we cannot analyze the performance of a spread

spectrum system, using arguments based on the concept of bandwidth expansion factor.

Indeed, although the bandwidth expansion is very large, it cannot combat white noise (as

in FM), because this expansion is achieved by a signal that is independent of the message

(Cooper 1986).

Although spread spectrum systems cannot combat white noise, they are being employed

in order to overcome problems that have much more detrimental effects on the communica-

tion system performance than white noise (especially in environments like the one of PR-

IVHS). In general, personal wireless and cellular communications must deal with a variety

of interference forms, primarily “the four multiples” (Viterbi 1991): multiple-user access,

multiple cell-cites, multipath and multiple media.

Regarding the second requirement, we have to mention an important characteristic of

spread spectrum systems that has a serious impact on the design and implementation of

the spread spectrum transmission protocols in a packet radio network. Spread spectrum

transmission protocols are the rules that dictate the selection of the spreading sequence to

be used in the transmission of a particular packet. The selection can be based on the identity

of the transmitter, the identity of the intented  receiver, or several other factors. Spreading

code protocols are divided into the following three broad categories (Pursley 1987):
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a Common code

It is the simplest transmission protocol to implement. A common spreading sequence

is used for all transmissions. Discrimination between two or more incoming packets is

made on the basis of the time of arrival of the packets and the time offsets among the

received versions of the sequences. This protocol is simple but has not good capture

properties, since collisions can occur not only between packets destined to the same

receiver but also between packets destined to different receivers.

l Receiver-oriented codes

For this protocol, each receiver is assigned a distinct spreading sequence and all tran-

smissions to the receiver must use this sequence. The performance of such a protocol

depends on the timing mechanism for generating the sequence and on the time offsets

between different packets transmitted to the same receiver. When two or more packets,

using the same phase of the same spreading sequence, arrive at the receiver at nearly

the same time, there will be insufficient time separation between the two sequences

to permit the receiver to distinguish between them. As a result, a collision occurs

with the same effect as in narrow-band systems, i.e., loss of data. An important

difference in spread spectrum systems however, is the possibility that two packets

collide, yet, at the same time a third packet is succesfully received (by using a different

spreading sequence). Thus, in spread spectrum systems the error mechanism that

Ieads to collisions is different from the random errors that might occur when multiple

packets are transmitted simultaneously, perhaps to different receivers, using different

sequences or time offsets of the same sequence.

l Transmitter-oriented codes

In this case, each transmitter is assigned a distinct code for transmissions, so that

packets transmitted by different users will be on different spreading sequences, and

they will not collide even if the transmissions begin at exactly the same time. There

will be, of course, random errors due to the mutual interference between the two

transmissions. This scheme has better capture properties than the receiver-oriented

case, but puts considerable burden on the receiver to search over the whole code space
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of all the transmitters within range, in anticipation of a transmission.

Common spreading codes are appropriate for broadcast-type of applications because all

radios are “tuned” to the same code at all times. Transmitter-oriented codes are also suitable

for broadcasting but receiver-oriented are not appropriate for this type of communications,

because a separate transmission is needed for each receiver.

As far as the third requirement is concerned, we have to note that in a packet radio

environment, strong signals at the receiver can swamp out the effects of weaker signals.

So the receiver will receive significant interference from a signal transmitted by a nearby

interferer and may not receive succesfully the signal transmitted by the desired transmitter

that is either distant, or is subject to severe shadowing or fading at that time. This is

the so called “near-far” problem (Taub 1986), and is of great importance in our PR-IVHS

applications.

Although extended research is required in order to determine the performance of the

spread spectrum systems in the PR-IVHS environment, we can list some of the advantages

and disadvantages of the three most common spread spectrum techniques, namely the DS,

FH and TH (Cooper 1986).

l DS systems

Advantages

- Best noise and antijam performance

- Most difficult to detect

- Best discrimination against multipath

Disadvantages

- Require wide-band channel with little phase distortion

- Long acquisition time

- Fast code generator needed

79



- Near-far problem

l FH systems

Advantages

- Greatest amount of spreading

- Can be programmed to avoid portions of the spectrum

- Relatively short acquisition time

- Less affected by near-far problem

Disadvantages

- Complex frequency synthesizer

- Error correction needed

l TH systems

Advantages

- High bandwidth efficiency

- Simpler implementation than FH

- Useful when transmitter is average-power limited but not peak-power limited

- Near-far problem avoided

Disadvantages

- Long aquisition time

- Error correction needed

As a final note, we have to mention that the limitations of spread spectrum systems are

mostly due to technology and therefore, can be overcome (Schilling  1991). The limitation

in DS/SS systems is the ability to spread the spectrum using a very high chip rate. Today,

the maximum chip rate attainable using CMOS is 70 Mchips/sec. However, commercially

available GaAs FET devices can operate at 2 Gchips/sec. The limitation in FH/SS  systems

80



is the ability of a frequency synthesizer to change frequencies without generating spurious

signals. The Numerically Controlled Oscilators  (NCOs)  can generate such a signal, but only

on hop rates up to 1 Mhop/sec  and over a 20 MHz bandwidth. However, necessity is the

mother of invention, and wide bandwidth NCOs are on the horizon.
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Chapter 7

Performance Analysis of Multi-cell
Direct-Sequence Systems in
Microcells

7.1 Introduction

In this chapter, we will study the performance of an asynchronous multi-cell Direct-

Sequence Code Division Multiple-Access (DS/CDMA) microcellular system for IVHS appli-
cations. This work extends our previous research (Polydoros et al. 1993) in the following

aspects.

1. Multi-Cell Systems: In this analysis, we extend the system model from single-

cell to multi-cell and evaluate the bit error rate (BER), the outage probability, and

the packet success rate for BPSK and DPSK modulation schemes in the presence of

other-cell interference. In addition to the shadowed Rician channel, we also study the

system performance in a Nakagami fading channel. These two fading models are of

great interest in microcellular systems.

2. A New Analytical Model: We have established a new analytical model which

can take into account the user’s spatial distribution, the arbitrary chip waveform, the

power control function, and the macro-selection diversity. The effect of using the
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macro-selection diversity to reduce the Multiple-Access Interference (MAI) from other

cells is also investigated.

3. Base Station to Vehicle (Downlink) Communications: In addition to vehicle

to base station (uplink)  communications, we also evaluate the downlink  performance

of DS/CDMA microcellular systems which has not received sufficient attention in the

literature.

The remainder of this chapter is organized as follows. In section 7.2, we describe the ana-

lytical model and evaluate the uplink performance of an asynchronous multi-cell DS/CDMA

system with shadowed Rician/Nakagami fading. The downlink  performance is studied in

section 7.3. Conclusions and future work are given in section 7.4.

7.2 Uplink Performance Analysis

7.2.1 System Model

The models of the radio channel, the transmitter, and the receiver are established in

this section. The commonly adopted lineal microcellular layout for dense urban streets and

highways is shown in figure 7.1. The service area is segmented into sections and every

section is called a cell. We assume that the base station (BS) is at the center of the cell

and the distance between two BS’ is D . The BS can distinguish the users by assigning a

different spreading code to each one of them. The frequency band is reused in each cell. We

further assume that the transmitters employ omni-directional antennas. Thus, any user in

the system will suffer interference from users in the same cell as well as from users in other

cells.
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Figure 7.1: Lineal Microcellular Layout

Channel Model

The land mobile radio channel can be characterized statistically by three independent,

multiplicative propagation mechanisms, namely multipath fading, shadowing, and UHF

groundwave propagation (Lee 1986). Hence, the lowpass equivalent complex impulse re-

sponse of the microcellular mobile radio channel, h(t), can be expressed as

h(i) = &igiiP y 24 qt - 7) (7.1)

where Lp(r) is the propagation loss due to the groundwave propagation, with r denoting the

distance from the BS; lox/lo represents the shadowing, with the zero-mean random variable

X accounting for the fluctuations of the received power around the propagation loss; y is

the multipath fading; and 4, r are the random phase and propagation delay, respectively,

which are uniformly distributed over [0, 2~) and [O,T), with T denoting the bit interval.

The second moment of y is normalized to be 1. In this model, the channel is assumed to

be non-frequency selective for the following reasons. First, various studies have indicated

that the delay spread of microcellular systems in an urban street environment is less than a

few microseconds (Bultitude et al. 1989) and may be much less in a highway environment

(Polydoros et al. 1993) Thus, the returned paths cannot be resolved, unless the system

bandwidth is sufficiently large. Second, using this assumption may be interpreted as going

after a worst-case analysis, since a frequency selective channel will not undergo the broad

deep fades that the flat channel will (Milstein et al. 1992). Furthermore, the channel is also

assumed to be slow fading relative to the bit interval, i.e., the amplitude of the received

signal is constant over the whole bit interval. This kind of channel is called flat-flat channel

(Biyari 1990),  i.e., non-frequency selective and slow fading.
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The commonly adopted propagation loss model in microcells is described by the law

(Harley 1989)

L&) = c, ?--= (1 + r/g)-b (7.2)

where C, is a constant, the exponent a is the basic propagation loss exponent for the short

distance, whereas the exponent b accounts for the additional propagation loss exponent for

the distance beyond the Fresnel break point g of the attenuation curve. The distance g is

100-300 meters (Xia et al. 1992),  (Harley 1989).

Two common models of multipath fading used in microcells are the Rician and Nakagami

models. The probability density function (pdf) of a Rician distributed random variable y is

(Proakis 1989)

MY) = 5 exP (-y2;:p') IO (z) U(Y) P-3)
where U(y) is a unit step function and lo(z) is the modified zero-order Bessel function. The

Rician factor K is defined as the ratio of the power of the specular component to that of

the Rayleigh  scattered component, i.e., I( = a2/(2af).  Since E (y2) = au2 + 2a,2 = 1, it is

straightforward to find that o2 = II’/(I<  + 1) and a: = 1/[2(1<  + l)], respectively. Hence,

(7.3) can be rewritten as

f?(y) = 2(1( + 1)~ exp[-(I<  + l)y2 - I(] IO [\/41ioy] U(y) (7.4)

If I< = 0, f.Jy) becomes the pdf of a Rayleigh  random variable. In addition to the Rician

fading model, we are also interested in the Nakagami fading channel. The pdf of a Nakagami

distribution is
2mnY2m-1

MY) = qm) exp(-my2) W4 (7.5)

The Nakagami distribution will be discussed in detail in section 7.2.2.

The Transmitted Signal

Let bkn(t)  be the data signal of the nth user in cell k. For BPSK modulation, bkn(t)  is

the information sequence, whereas for DPSK modulation, bkn(t)  is the differentially encoded
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version of the nth user’s information sequence. The data signal &(t) can be expressed as

bkn(t) = 5 tpp(t - jT) (7.6)
j=-co

where b(b”) is the jth3 data bit in the binary information sequence and p(t) is a rectangular

pulse whose value equals unity in 0 < t < 7’ and zero otherwise. The information sequence

b!““) is modeled as an i.i.d. sequence, taking on values fl with equal probability.3

The spreading waveform akn(t) can be written as

%(q = 2 pqqt - jT,) (7.7)
j=-m

3 is the jth chip of the nth user’s signature sequence and $(t) represents a chip

pulse with arbitrary shape. Note that $(t) = 0 except for 0 2 t 2 !I’,, where 2’~~ is the chip

rate of the DS/CDMA system. The chip pulse shape is normalized so that Jo” $2(t)dt = T,.
We assume that each bit is encoded with 7 chips, i.e., T = VT,, and that perfect alignment

exists between bits and chips. The factor 77 is called the spreading ratio. In order to make

the computations independent of the choice of the employed spreading sequences, we further

assume that the spreading sequence code consists of a sequence of i.i.d. random variables

taking on values fI with the same probability. For an asynchronous DS/CDMA system,

the random sequence code gives approximately the same analytical result as that of a non-

randomly chosen code (Yung 1991),  (Geraniotis et al. 1991).

In a DS/CDMA system, power control is required in order to combat the so called near-

far effect (Turin 1984) as well as to mitigate the channel impairments. In this analysis,

we assume that the power control can only compensate for the propagation loss and the

shadowing, but not for the fast-varying multipath fading. We also investigate the effect of

macro-selection diversity on reducing the multiple access interference (MAI). The macro-

selection diversity is a technique in which the user is power controlled by the BS with the

least attenuation. Therefore, its transmitted power will be proportional to this minimum

attenuation and hence, it will produce the least interference to all other BS’ (Viterbi et al.

1993). Suppose that the set of BS’ that the mobile can select is limited to the N, nearest.
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Hence, the transmitted signal, Skn(t), of the nth user in cell k can be expressed as

Sk&) =  ukn(t> bk&) cos(2Tfct + &> (7.8)

where fC is the common carrier frequency, PO is the nominal power set by the receiver, Okn is

the random phase of the modulator, PLti represents the propagation loss and the shadowing

encountered by the user n in cell k communicating with the BS j, and SC is the set containing

the user’s NC nearest BS’. Thus, PLFi can be expressed as

where rti is the distance between the user kn and the BS j and 10xg/lo represents the

associate shadowing.

If the user in the system is power controlled by the nearest BS, i.e., NC = 1, its transmitted

signal becomes

Sk&) = - akn(t) bkn(t) 427&t + ok,) (7.10)

The Received Signal

For the desired user Oi which is power controlled by the BS 0, the received signal can be

expressed as

‘o;(t) = y&oiaoi(t - ) (TO; bo; t - 7oi) cos(2n$t + Go;)

+ F jlgmOn onaon(t - Ton)bon(t - TCI~) cos(2rfJ + @on)
n=l,n#i

+ 5 5 @&%knakn(t - %&m(t - Tkn) cos(~~.fct  + @kn)
kc1 n=l

t-44 (7.11)

where Nk is the number of active users in cell k, K is the number of interfering cells under

consideration, rkn is the time delay, @[)len  = flkn - 2nfC7kn + f&n is a random variable uniformly

distributed over [0, 27r),  n(t) is the AWGN with two-sided power spectral density Na/2, and
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xkn is defined as

(7.12)

For N, = 1, xsn = 1 and Xkn = PLz/PLE, k # 0.

In this analysis, we assume that {Xkn}, {up’}, {by)},  {rkn}, (@)kn}, and {rkn} are

mutually independent and that the users are uniformly distributed in the cells.

7.2.2 Bit Error Rate Analysis

In this subsection, we will derive the BER for the multi-cell DS/CDMA system with

Rician or Nakagami multipath fading and log-normal shadowing. We consider both the

BPSK and DPSK modulation schemes.

BER Analysis in Rician Fading Channels

BER for BPSK

The receiver for a DS/CDMA system employing BPSK modulation is shown in

figure 7.2. We assume that the receiver can perfectly track the phase and the time de-

lay of the desired user. Since only the relative delays and phases are important, we can set

roi = as; = 0 without loss of generality.

‘0’0;  Ct) T
1

(6)  TodfI

2 5i THRESHOLD
t=T

) COMPARISON  -

2U&  (t) cos (2x&t)

Figure 7.2: Receiver for a DS/CDMA system employing BPSK modulation

By utilizing the distributional analysis (Lehnert et al. 1987), the correlator output (0;
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can be written (see Appendix A) as follows

K Nk
+ C C A/SK% cos(@kn)Wkn  + n*

k=ln=l

= 70; +MAI+~*

= “lo; + T (7.13)

where n* is a zero-mean Gaussian random variable with variance Ns/(2PsT) = No/2Eb and

Ea is the bit energy, T is the total interference which includes the multiple access interference,

MAI, and the AWGN, n*, and Wkn is given by

where

l&(S) = lTc $J(+Jo - S) f&
R+(S) = &&Cc-S)
f&q = km + R+(S)

Y,(S) = b(S) -R+(S) (7.15)

and the random variable S is uniformly distributed over [0, T,). The random variables Pkn

and Qkn are taking the values fl with equal probability. Xh, can be treated as the summa-

tion of A = (7 - 1)/2 independent unbiased Bernoulli trials whose probability distribution

function is given by

j E {-A,-A+2 ,..., A-2,A) . (7.16)

Yk, has the same distribution as Xkn. In addition, Pkn, Qkn, Xk,, and Yk, are conditio-

nally mutually independent given the desired signature sequence (Lehnert et al. 1987).

Let us define the random vectors x, I,&, and S as (CF=, NI, - 1)-component vectors of

the form x = (x0,1,. . . , x0+1, XO,~+I, . . . , XK,N~)  and similarly for the rest. If all the signature
sequences are completely random, the spreading ratio is sufficiently large, and the random
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vectors x, 1, 2, and S are fixed, MAZ can be accurately modeled by a Gaussian random

variable (Morrow et al. 1989),  (Morrow et al. 1992). This is called the Improved Gaussian

Approximation (IGA) method. Thus, T is also a conditional Gaussian random variable. We

define the conditional variance 9 of T as

Q = Var(T 1 &r,%s) (7.17)

Since the random variables Pk,,  Qkn,  Xk,, and Ykn are zero-mean and conditionally

independent, the MA1 from each interfering user is conditionally independent of the others.

Furthermore, n* is independent of the MA1 terms. Using the fact that the variance of

summations of independent random variables is equal to the summations of the variance of

each random variable, !D is given by

Q = Var(n*) + V a r
[

5 l/xz/on cos(~o?Jwon 1 x,&S
n=l,n#i 1

where Zij is

Zij = V a r  [  COS(Qij) Wij ] 5,s ]

= COS2( @P;j) var [ Wij ] Sij ]

(7.18)

(7.19)

The conditional variance for W = Wij  can be computed as follows

Var[W]S]  = ${E [P2R$(S)JS]  + E [Q2&S)jS]

+E ~X”.f~(Wl+  E ~y29~(s)lsl~ (7.20)

Since P and & take the values fl with equal probability, their variance is 1. The variance

of X can be found by expressing X as a sum of (9 - 1)/2 independent symmetric Bernoulli

trials and noting that

E [X”f$w]  = (9) f;(s) (7.21)
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For the same reason,

E [Y”gp)lsl=  (9) i$(s) (7.22)

Using equations (7.15),  (7.20) and (7.21), Zij can be simplified as follows

Zij = cos2(cPij)& [R$,(Sij) + k$,(Sij)] e (7.23)

Because T is a symmetrically distributed random variable, the conditional BER given

br) does not depend on the value of bp), so we take it to be 1. Thus, the conditional BER,

Pb(Q, TO;), for BPSK is

pb(q,yOi) = pr( 7Oi-b < 0 I br) = 1 )  = Q $$[ 1 (7.24)

where Q(z)  is the complementary error function defined as -J& J,” exp(--y2/2)  dy.

Hence, the average BER of the user i who is power controlled by the BS 0 can be evaluated

by

&, = E *troi[ pb(q,%i) I
= E s{E,i[ Pb(‘~‘YOi) I ’ II (7.25)

Using equation (19) in (Lindsey 1964), the conditional probability of error can be written

as

fi(Q) = E roi[ %(qy 70;) I Q ]

= i-Q(+) 2(K + l)y exp[-(I( + l)y2 - K] 10 [ &@??&I ] dy

= Q(u,w) -; 1+( Js)exp(-u2iw2)  Io(UW)

= Q(u,w)  - f

where Q(u, w) is the Marcum Q-function (Marcum et al. 1960) defined by

Qb’u)) = lw 2 exp[-(z2  + u2)/2]10(UZ)  &
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and

1
d = 2(K + 1)s

u d
rc[1+2d-2JdTl+d)]

=
2(1 + d)

W =
I<[ 1+2d+2J;m]

2(1+  d)

If we set I< = 0, then
1 1

pbP) = 5 - ii
P/2@)
d1 + (l/29)

(7.28)

which is the BER for the BPSK signal in a Rayleigh  fading channel with signal-to-noise ratio

l/2$ (Proakis 1989).

The average BER is then

pb = E Q[ pb(q) ] = lw Pb($‘)h(ti)dlC, (7.29)

In order to find the pdf of q, we have to derive the pdf of the random variable x~~+$~Z’Z~~

and then, use the (No + C$.=, Nk - 2)-fold convolution to derive the pdf of Q. This is really

mathematically intractable. One practical way is to use the Monte Carlo Integration method

(Kavehrad et al. 1987), (Press et al. 1989) to remove the conditioning on all random vectors.

That is,

Pb =
1 M

$Fm M & pb(9j) (7.30)
j - l

Another approximation method which has been commonly used, because of its simplicity,

is the Standard Gaussian Approximation SGA method (Milstein et al. 1992),  (Misser et al.

1992),  where T is assumed to be an unconditional zero-mean Gaussian random variable.

This implies that T can be completely described by its variance. Thus, the average BER

computed by this method is

p: = pb[ E (q) ] = %(/$6)
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where p,+ is

JG
= a + ?+, E (x&E hk)E (Zen> + i: 2 E (xkn)E  (&JE (&n)

k=ln=l

K Nk

= 2 E txod + c c E (xrcn)
n=l,n#i kln=l 1 (7.32)

in which E ($)=l and rn$ = &E [k;(S)] = &E [R:(S)]. For a rectangular chip pulse

s h a p e ,  rn4 = l/3. For a half-sine chip pulse shape of the form $(t) = fisin(7rrt/T,),

rn+ = (15 + 2a2)/(127r2). For a raised-cosine chip pulse shape of the form

v)(t) =
J

$1 - cos(27rt/T~)],

rn+ = l/6 + 35/(487r2)  (Polydoros et al. 1993).

We can define M, as follows

Mu = E E (Xon) + 5 F E (xkn) (7.33)
n=l,n#i kzln=l

which can be interpreted as the average interference power from the interfering users without

considering the effect of relative delays and phases between the desired user and the interfe-

ring users. M, is derived in Appendix B, where the expression is generalized for shadowing

with arbitrary distribution.

For NC = 1, the mobile user is power controlled by the nearest BS and, without con-

sidering the other-cell interference, M, equals No - 1, which is just the average number of

interfering users in the same cell. In order to account for the effect of other-cell interference,

we assume that the number of active users N in each cell is the same and we define the

relative other-cell interference (Viterbi et al. 1994),  fl, as follows

fl= Mx-Gy)

Therefore, ~111,  in equation (7.32) can be rewritten as

(7.34)

(7.35)
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Compared with that of a single-cell DS/CDMA system, the effective number of interfering

users in a multi-cell system increases by a factor [1 + &fr] which will reduce the frequency

reuse efficiency. In Tables 7.1 and 7.2, we calculate fl as a function of (T for N,=l, 2, and

3 when the break point g is 200 m, the cell length is 1 km, and the propagation exponent

pair is (a,b)=(1.5,1.0)  and (2.0,2.0), respectively. r~ is the standard deviation (STD) of the

shadowing in dB.

CT (dB) N, = 1 N, = 2 N, = 3
0 0.2896 0.2896 0.2896
2 0.3581 0.2995 0.2983
4 0.6765 0.3396 0.3348
6 1.9533 0.4759 0.3686
8 8.6198 0.9803 0.6411

Table 7.1: fr as a function of 0 for N,=l, 2, and 3 with a= 1.5 and b= 1.0

u (dB) N, = 1 N,=2 N,=3
0 0.1525 0.1525 0.1525
2 0.1886 0.1534 0.1534
4 0.3563 0.1580 0.1579
6 1.0288 0.1764 0.1730
8 4.5398 0.2514 0.2113

Table 7.2: fl as a function of u for N,=l, 2, and 3 with a=2.0 and b=2.0

From these Tables, we observe that significant improvement in fl is obtained by using

N, = 2 instead of N, = 1, but only a small improvement is obtained when we go from N, = 2

to N, = 3. In figure 7.3, we plot fl as a function of cr with the propagation exponents as

parameters. It can be seen that the propagation exponents have a great impact on fl.
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g=200m;D=iOOOm
l * : a = 2.0; b = 2.0
oo:a=1.5;b=l.O
++ : a = 2.0; b = 3.0

Sigma (dB)

Figure 7.3: fr versus CT for NC = 1 and NC = 2
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BER for DPSK

For DPSK demodulation, a possible implementation of the differentially-coherent

matched filter receiver for a DS/CDMA system is shown in Fig. 7.4 (Sklar 1988)

?

T
1

1-4((&,I To
dt

t = T

--)- T

-2uoi  (t) sin (:w$ 5s, d

Figure 7.4: Receiver for a DS/CDMA system employing DPSK modulation

T
1
4(J2po) Todf t = T

--+ T

‘Oi (t) 2U,i ( t) COS ( 2Efct) 5c, d
b, T H R E S H O L D  -)

COMPARISON

The demodulator has two branches; the first one matches the in-phase component and

the second one matches the quadrature component. The output of the in-phase branch & is

EC = &T oTJ ~oi(t)2aoi(t)  COS(~T~,~)  dt (7.36)

The output of the quadrature branch & is given by the equation (7.36) with the [cos(.)]

term replaced by [- sin(.)]. T he receiver forms the statistics [&,d + t&d and compares it

with a zero threshold. For this kind of receiver, the conditional BER for the desired user

using the IGA method is (Proakis 1989):

Pb(Q,yOyoi) = iexp -2( ) (7.37)

where +/si is the faded amplitude of the desired signal and Q is the conditional variance of

the total interference.

Averaging over ysi, gives

Pb(Q) = E,i[ pb(@,yOi)  ]

97



IO

where  < = ,/m and C% = o/g, = m.

Let cys = C&. Then, the conditional BER, Pb(q),  becomes

Pb(q) = g{ ~~zexp(-z2~“2)1s(ooz)dz}exp(o’~ir?)

= cexp
cl!; - ii2

2 ( )2
Q

= 2(!P+a:)exp ( )
IW
Q + a,2

Q
[

I-
= 29 + l/(K + 1) exp -2(K + I)@ + 1 I

(7.38)

(7.39)

where a,2 = l/[ 2(K + I)].

Note that if IC = 0, (7.39) reduces to 1/2[1  + 1/(2q)] which is the BER for DPSK

signals in a Rayleigh  fading channel with &,/No = l/(29). On the other hand, if K + 00,

(7.39) becomes + e x p  -& ,( > which is the BER for DPSK signals in an AWGN channel with

Eb/& = 1/(2q). Meanwhile, the average BER calculated by the SGA method yields

pbG = pb(/%,)
1

I<
= 2pd+ly(Ic+l)exp  -2(K+l)&+l 1

which has the same form as (7.39),  except that Q is replaced  by ~4.

BER Analysis in Nakagami Fading Channels

In this section, we will study the BER performance for DS systems in Nakagami-m multi-

path fading channels with log-normal shadowing. The Nakagami-m distribution is a central

x-distribution with a nonintegral degree of freedom (where the degree of freedom is greater

than or equal to l), which was introduced by Nakagami (Nakagami 1960) as an approxi-

mation to two other distributions that he had previously employed, the Nakagami-n and
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the Nakagami-q distributions. The Nakagami-n, which is also called the Rician distribution,

is a noncentral x-distribution with two degrees of freedom. The amplitude of a complex

Gaussian random variable whose real and imaginary components are uncorrelated and have

nonzero  mean and equal variance satisfies this distribution. If the real and imaginary parts

of a complex Gaussian random variable are uncorrelated and have zero mean and unequal

variance, the envelope of this variable will follow the Nakagami-q distribution.

The reasons why researchers are interested in the Nakagami-m (for convenience, we omit

the symbol “-m” in the following discussion) distribution are the following. First, it has

greater flexibility and accuracy in matching some experimental data than Rayleigh, log-

normal, or Rician distributions (Adu-Dayya et al. 1991). Second, it offers features of

analytical convenience in comparison to the Rician distribution. Therefore, the analyti-

cal expressions for the Nakagami model often possess greater mathematical simplicity than

those for the Rician one. Third, the Nakagami distribution is a general distribution which

has the Rayleigh  and the one-sided Gaussian distributions as its special cases. Furthermore,

it can be used to approximate the Rician distribution by a transformation shown below.

A summary of the Nakagami distribution properties and a list of references on Nakagami

fading can be found in (Nakagami 1960) and (Beaulieu 1991) respectively.

However, there are some limitations associated with the Nakagami fading model. First, it

does not provide a clear intuitive picture of the fading mechanism (in contrast to the Rician

model in which the received signal is the superposition of the specular and the scattered

components). Moreover, the phase distribution, which is frequently of great importance

in coherent communications, does not appear in the model. Finally, the goodness-of-fit

tests used by ionospheric physicists to match measured scintillation data to a Nakagami

distribution usually do not give a special weighting to the deep-fading tail of the distribution.

That is, we may have a better fit near the median of the distribution than in the tail, although

it is the tail behavior which is of greater significance to communication systems performance

(Crepeau 1992).
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The pdf of a normalized Nakagami distribution can be written as follows

2mmy2m-1
f&i(Y) = r(m) exP(-mY2)  ‘(Y) (7.41)

where E (y~i) = 1, the fade parameter m whose value should be no less than l/2 is defined

as l/Var(&), and I’(Z) is the gamma function (Abramowitz et al. 1964) which is defined as

I’(z) = Jo” t”-l  exp(-t) dt. If m = l/2, then 7s; is a one-sided Gaussian random variable.

If m = 1, then ysyo; follows a Rayleigh  distribution. Furthermore, Nakagami (Shaft 1974) has

shown that the Nakagami distribution and the Rician distribution are closely related by the

factor
I(- -
-m-&FTZ

= &CT (&ii+ &G-i) (7.42)

where I< is the Rician factor. For large values of m, I( can be approximated by 2(m - 1).

In figure 7.5 we show the value of K as a function of its relative m by applying (7.42). In

figure 7.6, the comparison of the Nakagami with its related Rician distribution is illustrated.

If m = 6, the corresponding Rician factor K is 10.20 dB; if m = 11, I( will be 13.12 dB,

using equation (7.42). We can find that these density function pairs fit well. Therefore, for

analytical convenience, researchers intend to replace the Rician distribution by its relative

Nakagami peer (Ho et al. 1993). In the following, we will examine the feasibility of this

argument by comparing their BER performances instead of just comparing their pdf’.

As derived earlier, the conditional BER, Pb(~,~ayo;),  is equal to Q(Toi/fi)  for BPSK

signals and is equal to $ exp(-y&/29) for DPSK signals, respectively.

Thus, the conditional BER, Pb(q),  can be evaluated by

8(Q) = E,i [ pb(‘~YOi)  I

= JO”
0

pb(‘>Y).&i(Y)  dY (7.43)

Wojnar (Wojnar 1986) has shown that the integration in equation (7.43) for BPSK and

DPSK signals can be expressed as a single incomplete beta function (Abramowitz et al.1964)

pb(Q) = ; [m](m)b) (7.44)
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where ,(a, b) is an incomplete beta function and b = 1 for DPSK and b = l/2 for BPSK.

The incomplete beta function is (defined by 6.6.2 in (Abramowitz et al. 1964))

where B(a, b) is the beta function given by (Abramowitz et al. 1964)

(7.45)

(7.46)

and &(a, b) is

B&z, b) = JZ Yl(l - t)b-l dt (7.47)
0

Therefore, by inserting equations (7.46) and (7.47) into equation (7.45),  we can rewrite

the incomplete beta function as

qa+ b) J=
z(a7b) = r(a)r(b) 0

to-l(l - t)b-l dt (7.48)

Since b = 1, the conditional BER for DPSK signals, pb(\II),  can be further simplified as

follows

pb( @)DPSK = ; r&$&mJ)
r(m + 1)

J
+j+

2r(m)r(l)  0
t“-ldt

1 m
(7.49)

Setting m = 1, i.e., the amplitude of the desired signal 7s; is Rayleigh, the conditional

BER of DPSK signals becomes 1/2[ 1 + 1/(2q)] w ic is the same as the result in (7.39)h h

with I< = 0.

For BPSK, b = l/2, &(@)BpSK is

pb(Q’> r(m + 1/2)
B P S K  = J2I+72)&  0

%fh ta-l(l _ qb-1 & (7.50)

where F( l/2) = fi.
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If the fade parameter m is an integer, Pb(\-II)BpSK  can be further simplified using the

following property (25.5.7 in (Abramowitz et al. 1964))

1 --= (a, b) =(1-z:) (b,a) = (1 - z)~+~-’ a+b-1
i (7.51)

Therefore, Pb( !I!)BpSK  becomes

Pb( q)BPSK = f [h*j I(mY li2)
1= -
2 [ 1 -[A&L@]  (l/27 4 ]

where ( mA1/z) isdefinedas

If m = 1, then Pb(Ql)~ps~ becomes

pb(q)BPSK = ;

which yields the same result as in (7.28).

(7.53)

We summarize the conditional BER, Pb(@), for DS/CDMA  systems employing BPSK

and DPSK modulation in Rician/Nakagami fading channels as follows.

l Rician Fading

- B P S K

where
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U = d I<[ l+Zd-2,/m]
2(1 + d)

W = d I([ 1+2d+2Jdo]
2(1 + d)

- DPSK

pb(q)  =
Q I<

29  + l/(K + 1) exp 3(h’ + I)$ + I 1
l Nakagami Fading

- B P S K

* m is not an integer:

pb(@) =
r(m + 1/2) JtiaI+)&i 0

ta-l(l _ t)b-1 &

* m is an integer:

Pb(q) = f { 1 - [myy-;Q)](m-1’2).

- D P S K

P#q = 1
[ 1 mm

2 m+ 1/(2q)

Knowing the conditional BER, we can evaluate the average BER .by averaging over the

conditional variance @.

Numerical Evaluation of the BER

In this section, the average BER as a function of the number of active users is evaluated.

Unless otherwise noted, we assume that each cell has the same number of active users N, the

spreading ratio, r], equals 511, the cell length, D, is 1 km, the Fresnel break point, g, is 200
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m, and the propagation exponents, a and b, are both equal to 2. Also, the rectangular chip

waveform is employed and log-normal shadowing is assumed with the standard deviation cr

being 6 dB. The interference outside the six adjacent cells is not taken into account. Due to

the relatively short propagation distance, microcellular systems can operate with very high

Signal- to-noise ratios (i.e., &,/No  >> I). Hence, we assume that the AWGN can be ignored

compared with the MAI.  This implies that microcellular systems are interference-limited.

Figures 7.7 and 7.8 illustrate the average BER of DPSK as a function of N for

N, = 1 (nearest BS) and 2 (nearest two BS’), respectively. The results show that for this

range of N, the average BER evaluated by the SGA is less than that evaluated by the IGA.

For N, = 1, the results from the SGA method are very optimistic when the number of active

users is small and the Rician factor K is large. Furthermore, the Rician factor K has a great

impact on the average BER for N, = 2, but a little impact on that for N, = 1. The reason

for this phenomenon can be explained as follows. The conditional BER Pb(Q) is illustrated

in figure 7.9. Applying the theorem proposed in (Dresher 1953),  which provides a relation

between the moments of a random variable, the average BER for N, = 1 will be located

in the range [PLY, Pull (Morrow et al. 1989). Hence, PbG,  which equals PLY, becomes the

lower bound of Pb when N, = 1 if ~11 is in the convex portion of Pb(q). For N, = 2, PbG

is still a lower bound of Pb, but it is closer to Pb than for N, = 1. The reason is that the

possible1  deviation of q for N, = 2 is much less than that for N, = 1. Thus, PbG is a good

approximation of Pb for N, = 2 even when N is small and I( is large. This implies that we

can directly employ the SGA method to evaluate the average BER with sufficient accuracy.

In order to further investigate the effect of I< on the average BER, we illustrate the

average BER of DPSK as a function of I( in figure 7.10, for N = 35. It can be found that

the larger the Rician factor, the smaller the average BER. Although the desired user and

the interfering users both have less multipath fading as I( becomes large, the Rician factor

I( has positive effect on the average BER performance. Thus, the system operating in a

Rician fading channel can have better performance than that operating in a Rayleigh  fading

channel. Furthermore, the fact that the macro-selection diversity significantly decreases the

‘In theory the maximum value of Q approaches 03. However, for each Monte Carlo Integration, we can
have finite debiation  of \k.
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BER when I( is large implies that we can further employ the microdiversity technique to

combat the Rician fading and thus improve the BER performance.

It is interesting to study the effect of 0 on the BER performance. We illustrate the

average BER as a function of N with parameter u in figure 7.12 for NC = 1 and in figure

7.12 for NC = 2, respectively. For NC = 1, we find that the average BER increases rapidly

when the value of cr becomes large. However, for NC = 2, the average BER increases slightly

with C. Thus, the macro-selection diversity can effectively reduce the MA1 from other cells

when the shadowing is heavy. This observation coincides with the results shown in Tables

7.1 and 7.2.

We illustrate the average BER versus N for BPSK in figures 7.13 and 7.14. In order to

compare the average BER of DPSK with that of BPSK, we define the effective signal-to-noise

ratio, SNR,fj, as
E b&> 1SNRejj = - = -
E(Q) P*

(7.55)

In figure 7.15, we illustrate the average BER of DPSK and BPSK versus the SNR,ff for

I< = 10 dB. When the average BER is equal to low3  and NC = 1, the SNR,jj of BPSK is

approximately 3 dB better than that of DPSK. When the average BER is 10e4 and NC = 2,

the SNR,jf of BPSK is about 2 dB better than that of DPSK.

In figure 7.16, the BER versus N is depicted for DPSK signals with rectangular, half-

sine, and raised cosine chip waveforms, respectively. As expected, the raised-cosine waveform

provides the best BER performance because it possesses the least MA1 interference (m+ is

minimum). For NC = 1 and P, = 10V3, the system can accommodate 25 users using the

raised-cosine waveform, but only 15 users using the rectangular waveform. Therefore, the

raised-cosine waveform can significantly increase the user capacity.

It is also interesting to find the effect of the propagation pair (a, b) on the system perfor-

mance. We illustrate the BER versus N for (a, b) = (1.5,1.0), (2,2),  and (2,3) in figure 7.17.

In (Pickholtz et al. 1991),  field measurements in several urban areas result in different values

for a and b.
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In the SGA method, we assume that the MA1 is an unconditional Gaussian random

variable. Therefore, the second moment information of T is sufficient to find the averaged

BER performance. On the other hand, in the IGA method, the MA1 is assumed to be a

conditional Gaussian random variable on x, 2, 2, and S. The overall moment information

is needed in order to evaluate the averaged BER. From figure 7.7, we find that the SGA

method produces optimistic results when N is small for N, = 1. Hence, we have to find

which of the vectors x, 1, g, and S plays a dominant role in the BER calculation. In figure

7.18, the BER is plotted versus N for N, = 1. Besides the IGA and the SGA methods, we

also illustrate BER results by using two other approximation methods, namely the IGA-K

and the IGA-L methods. In the IGA-K method, the conditional variance is assumed to be

function of x only. Hence, Q in (7.18) becomes

No
qIGA-K  = g +

mG(No  - 1) +
77 (7.56)

In the IGA-L method, we assume that the total interference T is a conditional Gaussian

random variable conditioned on the shadowing. Thus, 81GA-L  is a function of the log-normal

components, which can be written as follows

No
QIGA-L  = -

m+(No - 1) + rn$ K Nk
2Eb + q

T 22 E { ;I /;;; } I,(~!“,‘-~‘*,‘)‘~~ (7.57)

where lOxin/ lo denotes the shadowing along the path between the user kn and the BS j.

Figure 7.18 shows that the BER calculated by the IGA-K method is close to that calculated

by the IGA method. We conclude that the random vector x plays a dominant role in the-
BER calculation. Therefore, we can reduce the computation effort by using the IGA-K

method and still preserve the accuracy.

Figures 7.19 and 7.20 show plots of the average BER of DPSK as a function of N in

Nakagami fading channels for N, = 1 and 2, respectively. Comparing the results with those

in Rician fading channels shown in figures 7.7 and 7.8, we notice that the SGA method in

Nakagami fading channels yields much more optimistic results, when .Y is small.

Finally, we compare the average BER performance of a system in the Nakagami channel
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for m = 6 with that in its Rician peer for I< = 10.2 dB in figure 7.21. Without macro-

diversity (iV, = l), the BER performance in the Nakagami channel fits the performance in

the corresponding Rician channel. However, optimistic results can be found in the Nakagami

fading channel for lV, = 2. Hence, whether or not we can approximate the Rician distribution

by its corresponding Nakagami distribution cannot be judged simply by their pdfs. The

results in figure 7.21 show that the macro-selection diversity also affects the approximation

result.

D=lOOO; g=200;D=lOOO; g=200; a=2;a=2; b=2b=2
Sigma = 6 dBSigma = 6 dB
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D’PSK -
Rectangular Chip Waveform

. . . . . IGA Method
oo:K=lOdB“*:K=13dB

lo-;; 20 30 40 50 60 70 4

Number of Active Users

Figure 7.7: BER versus N for DPSK in Rician Fading Channels (IV, = 1)
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Rectangular Chip Waveform
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60 70

Figure 7.8: BER versus N for DPSK in Rician Fading Channels (N, = 2)

Figure 7.9: P*(U) versus 9. The average BER for N, = 1 will be in the interval [PLI, Pm];
the average BER for N, = 2 will be in the interval [&, Pm].
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Figure 7.10: BER versus K for DPSK in Rician Fading Channels, for N, = 1 and N, = 2
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Figure 7.11: BER versus N for DPSK using the IGA Method in Rician Fading Channels,
for N, = 1 and o= 0, 2, 4, 6 dB
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Figure 7.12: BER versus N for DPSK using the IGA Method in Rician Fading Channels,
for N, = 2 and B= 0, 2, 4, 6 dB

SpreadingSpreading Rat&Rat& == 51 i51 i

Rectangular ChipRectangular Chip WaveformWaveform
D=looO; g=200; a=2; b=2D=looO; g=200; a=2; b=2
Sigma = 6 df3Sigma z 6 df3
. . . .. . . . . GA Method. GA Method..
_ : SGA Method_ : SGA Method
oo:K=lOdBoo:K=lOdB
“:K=l3dEt“:K=l3dEt

Number of A&e UsersNumber of A&e Users

Figure 7.13: BER versus N for BPSK in Rician Fading Channels (N, = 1)
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Figure 7.14: BER versus N for BPSK in Rician Fading Channels (N, = 2)

Spreading Ratio = 511
Rem7gular  Chip Waveform

~=l()oo; g=200; a=2; b=2

Figure 7.15: BER versus the SNR,ff of DPSK and BPSK using the IGA Method in Rician
Fading Channels for N, = 1 and N, = 2 with K = 10 dB
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Figure  7.16: BER versus N for DPSK
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Figure  7.17: BER versus N for DPSK
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Figure 7.19: BER versus N for DPSK  *m Nakagami  Fading Channels (N, = 1)
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Figure  7.20: BER versus  N for DPSK in Nakagami  Fading Channels  (N, = 2)
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7.2.3 Outage Probability Analysis

Sometimes  it is desirable to compute the outage probability,  which  is defined  as the

probability  that  the conditional  (or instantaneous)  BER exceeds a specific constant  P,. For

telecommunications,  the outage probability  is usually used as the criterion  to assess  the user

capacity  (Gilhousen  et al. 1991),  (Yung 1991).

Outage Probability Analysis in Rician Fading Channels

Based on the above definition,  the outage probability  for the desired user i can be eva-

luated by

Pout = P, [ {pb(*,%i) > pe } ]

= E Q {‘~~i{u[Pb(Q,‘YOi)  - Pe]  1 Q}}

= E Q [ Pout(Q)  ] ( 7 . 5 8 )

Given Q, Pb(%IJ,  +/ci)  is a monotonically  decreasing function  of 70;. Therefore,  the event

{pb(%^/oi)  > pe} is equivalent to {yayo; < I’(*, P,)}, where  the threshold I’(\;[I,  Pe) is a

function  of 0, P,, and the modulation  scheme. From (7.24),  the threshold,  I’(@,  Pe),  for

BPSK is

r(@, PJBPSK = fiQ-l(Pe) (7.59)

where  Q-l (CC) denotes the inverse function  of Q(X). Similarly,  from (7.39),  the threshold,

I’(!&,  P,), for DPSK is

wc wDPSK  = $Q ln(1/2P,) ( 7 . 6 0 )

Thus,  the conditional  outage probability,  Pout(q), in a Rician fading channel can be found

bY

Pout(~) = JW,Pe)
0

.&i(Y)  dY

O”= l- J xexp (-"':,p') IO (z) dyr(P,Pe) a,2
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= I-Q[ (;),r(;speJ]

= 1 -Q [ d%/GTijrp,p.)] (7.61)

If I( = 0, i.e., no specular component exists, the conditional  outage probability  in a

Rayleigh  channel becomes

Pout(*)  = 1 - exp[ -r2(9, Pe)] (7.62)

As in section  7.2.2, we can apply  the Monte Carlo integration  method to compute the

average  outage probability.  Meanwhile, the outage probability  based on the SGA approach

is

p,“,t = R7&)
= 1 - Q [ m, Jz(rc+l)r(i+ p,) ] (7.63)

Outage Probability Analysis in Nakagami Fading Channels

In this section,  we will derive the outage probability  for both BPSK and DPSK signals

in a Nakagami  fading channel.  The conditional  outage probability  Pou,(Q) can be evaluated

by the same procedure as the one shown earlier. Thus,

pd9) = P, [ pb(%^lo;)  > P, ]

= e [ yoi < rpwg 1
= P, [ yoj < P(4, p,) ] (7.64)

where  the random variable 7s; which is equal to ro2; follows a Gamma  distribution with pdf

given by

MY) = m;(Y;)-l..p(--mY)  WY) (7.65)

and the threshold,  I’(@,  Pe), is the same as those in (7.59) and (7.60) for BPSK and DPSK

modulation  schemes, respectively.  The reason that we use the variable,  qai, instead  of 70~0;  to
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compute the conditional  outage probability  is due to its analytical convenience.  Hence, the

conditional  outage probability,  PoUt(  S), can be found by

Kwt(~)  = s
P(9,Pe) myJm-l

r(m)
ewt-my) 44

0

1
J

mr2p,Pe)
= P(m) 0

exp( --t)tm-l  dt

= [ m, r2(Q, pe) ] (7.66)

where  (a, s) is an incomplete  Gamma  function  which  is defined  by 6.5.1 in (Abramowitz  et

al. 1964) as follows

exP(--tY a-1 dt (7.67)

Suppose that the fade parameter,  m ,  is an integer. Then, the conditional  outage proba-

bility Pout (0) can be simplified as follows

Rut(Q) = 1 - exp[
1

771-l  [ mlT2(Q,Pe)  ]j
--mr2(%E)  I C

j=O j! I

where  we have applied the formula (6.5.13 in (Abramowitz  et al. 1964))
rn-1

(m, z) = 1 - exp(-z) C ”
j=O 9

(7.68)

(7.69)

If m = 1, then P,,,(q) = 1 -exp[ -I”(\II,P,) ] w ic coincides with the result in (7.62).h h

Finally,  the conditional  outage probability,  P,,,(q), of systems employing BPSK and

DPSK  modulation  schemes in Rician and Nakagami  fading channels are summarized as

follows.

l Rician Fading:

P,,,(!P)  = 1 - Q [ &X, $i&ijr(~, pe) ]
l Nakagami  Fading:

- m is not an integer:

1
I

mr2p,Pe)
‘o~~Cqzi)  = rcrn> o exp( -t)tmel  dt
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- m is an integer:

Pout(Q) = 1 - exp[ -mP2(q,P,) ]
1

m2 ] mr2(JT’P.) I”
j=O ‘I

where  I’(*, P,) is equal to fiQ-l(P,) for BPSK signals  and is equal to 42q ln(1/2P,)

for DPSK signals.

Numerical Evaluation of the Outage Probability

In this section,  the outage probability  as a function  of the number of active users N is

evaluated. Unless otherwise noted, the analytical parameters  and assumptions,  such as the

spreading ratio, the chip waveform,  etc, are the same  as those used in section  7.2.2.

The outage probability  versus N for NC = 1 with P, = 10s3 in a Rician fading channel

is shown in figure  7.22 when DPSK  modulation  is employed.  We find that  Po$  may become

the upper bound of Pout when N is large, because the mean value  of the conditional  variance,

~4, of the total  interference  is in the concave region  of Poz,t(  S). We can verify this result

by applying Jensen’s inequality,  The outage probability  for DPSK as a function  of N for

NC = 2 in a Rician fading channel is shown  in figure  7.23. If we define  the system capacity

as the maximum  number of active  users per cell, so that the BER will only exceed 10m3 a

small fraction of time (e.g., O.Ol),  the system capacity  is 10 for NC = 1 and 40 for NC = 2

with K = 13 dB. Figures 7.24 and 7.25 illustrate the outage probability  of BPSK for NC = 1

and 2 in a Rician channel.  Based on the same  criterion,  the user capacity  becomes 14 for

NC = 1 and 54 for NC = 2.
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Figure  7.22: Outage Probability  versus  N for DPSK  in a Rician Fading Channel (N, = 1)
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Figure  7.23: Outage Probability  versus  N for DPSK  in a Rician Fading Channel (N, = 2)
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Figure  7.24:  Outage Probability versus  N for BPSK in a Rician Fading Channel  (N, = 1)

ngular Chip Waveform

,..... - ,,..”
go-2 ,...-. _.’,_.’..’3 . . . . ,..’..’_._... ._.._..
i ,..’ /..~.”

:. Jr“
4 10 //

_...-3 ..Y”
0

,:’ .:’
*”

. . . . : IGA Method

oo:K=lOdB
“:K=lJdB

10 20 30 40 50 60 70
Number of Active Users
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7.2.4 Packet Success Rate Analysis

In this section,  we will  evaluate the packet success rate (PSR)  for DS/CDMA  systems in a

shadowed  Rician or Nakagami  fading channel. Because  of the varying long-term  property of

the shadowing,  we assume that it varies  slowly compared to the packet interval.  Furthermore,

the relative  delay  {rhn} between interfering  users and the desired  user is also assumed  to be

fixed over the whole  packet duration, For the multipath fading, two extreme  cases, i.e., slow

and fast fading, are considered. The classification  of a channel as slow or fast is based on the

comparison of the  c o h e r e n t  time2  of the channel and the packet duration.  When the former

is significantly  larger then the latter,  the channel is classified as slow fading. In slow fading

channels,  the faded amplitude  and phase  (i.e., xkn and Qkn) of the received signals remain

constant  throughout  the whole packet interval.  On the other hand, the faded amplitude  and

phase vary independently  from bit to bit if fast fading is assumed.

PSR Analysis in Slow Fading Channels

We assume that a packet of L bits is transmitted over a memoryless binary  communication

channel with BER equal to Pb. If the packet has some error correction  capabilities  and is

able to correct  t or fewer errors, then,  assuming bit-to-bit  independence,  the PSR becomes

(7.70)

As mentioned in section 7.2.2, if all the signature  sequences are completely  random, the

spreading ratio is sufficiently  large, and the random vectors x, 2, 9, and s are fixed, MAI

can be accurately  modeled by a Gaussian random variable. Furthermore,  the BER will be

conditional  independent  from bit to bit within the desired  packet (Morrow  et al. 1989).

Hence, the conditional  PSR can be found by using (7.70) and the average  PSR can be

calculated  by averaging over these random vectors.

‘The coherent time of a channel is usually approximated by the reciprocal of the channel Doppler spread
which, in turn, is defined as the width of the power spectrum as a function of the Doppler frequency.
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we also assume that the random vectors Xkn, Ykn, @kn, and Skn are randomly selected  at

the beginning of a desired packet and remain constant  in the duration of the whole packet.

The conditional  PSR3,  Ps(q, ~a;), can be written  as follows

pS(@, ^/CC)  = g[ pb(*, ^lOi); L, t 1 (7.71)

where  the conditional  BER ( see section 7.2.2), pb(\Tr, +yo;), for BPSK and DPSK modulations

is Q (TO;/&)  and f exp (-+&/2q),  respectively.

By averaging over the faded amplitude of the desired  user, yoi, we can calculate the

conditional  PSR, Ps(S). For Rician fading, Ps(9) is

‘S(e)  = ‘To;{ 9[ ‘b(Q,‘YOi);‘,t  1 >
IO3= g[ Pb(~,y);L,t]2(K+l)yexp[-(K+l)y2-K]  ’

0

= iw  g  [  pb  (~,,/s)  ;,,,I  IO  [dZ?G]  exp(-z-II()dz (7.72)

Given r$, the Gaussian Quadrature  Rule with Laguerre polynomials can be used to find

the numerical  results (25.4.45 in (Abramowitz  et al. 1964)). Thus, the conditional  PSR,

Ps(Q), as a function  of the conditional  variance of the total interference,  q, becomes

&$) dd]  exp(-~~)~O[@%]  +& (7e73)

The weight  wj and the abscissa  xj can be calculated  by employing the IMSL scientific

program for arbitrary NL-point integration. The remainder R, is sufficiently  small for NL

in the range of 15 - 20. A similar method can be applied  to evaluate the conditional  PSR

in a Nakagami  fading channel which is

(7.74)

3For DPSK signals, the conditional PSR calculated by using equation (7.71) is just an approximation,
because of the dependent nature of the occurrence of errors (they tend to occur in pairs) (Roberts et al.
1980).
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Finally, the unconditional  PSR can be found by

ps = E Q{ P,(Q) } (7.75)

and the average  packet error rate (PER), PE,  is (1 - Ps).

PSR Analysis in Fast Fading Channels

In the case of fast fading, the channel variations are fast relative  to the packet interval.

We assume that  the random vectors 1 and 2 vary independently  from bit to bit. However,

the random vectors x and S remain constant  throughout the whole  packet.  Because  DPSK-
signals  can be employed  only when the phase  of the received signals  varies  slowly at least for

two successive bit intervals,  we will focus on the BPSK signals in the following  discussion.

In order to make the problem tractable,  we assume  that the total interference  T (defined

in (7.13))  can still be approximated  by a Gaussian random variable,  if the random vectors

x and 5 are fixed. This approximation  has been shown to be correct  if the number of active-
users N is large enough.  Using the results that the second moment of +/ij  is equal to one and

E (~;“j)  = l/2, the conditional  variance il’~~ of T for fast fading can be evaluated by

QFF  = Var [ &Sl]

No= yj-jg + 2 XOnWOnE (&JE [COS2(QOn>l
n=l,n#i

+ 5 F XknWknE  (‘?&)E  [ cos2(@kn)  ]
I;=1  n=l

= (7.76)

Therefore,  the conditional  PSR, Ps(~FF), for fast fading can be evaluated as follows

Ps(@FF)  = g [ pb(qFF);  Ly ’ 1 (7.77)

where the conditional  BER, &(QFF), is

(7.78)
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which  is equal to (7.26) for Rician fading and is equal to (7.50) for Nakagami  fading with @

replaced by OFF. Similarly,  the unconditional  PSR can be found by

Ps = E *FF{ pS(qFF) } (7.79)

Numerical Evaluation of the PSR

In this section,  the packet error rate is evaluated as a function  of the number of active

users N. The PER results as a function  of N for BPSK signals for slow and fast Rician

fading are illustrated in figures  7.26 and 7.27,  with parameters  L = 100 bits, u= 6 dB, and

spreading ratio=511.  Both N, = 1 and 2 cases are considered. We also demonstrate  the

power  of error correcting  coding for t=l and 3 bits versus  t=O. It can be seen that, without

coding, slow fading yields better  PER performance than fast fading. This is because  the bit

errors  randomly spread over all packets,  for fast fading. Hence, the packet will be decoded

incorrectly even though only one bit is in error. In the case of slow fading, errors  appear in

bursts.  Compared to fast fading, there is a certain amount of packets which  have a higher

PSR. If error control coding is used, the PER is significantly  improved  for fast fading. For

slow fading, error control coding is less effective,  because there are less packets with up to

t errors  that can be corrected.  To investigate  the effect of Q on the PER performance,  we

plot the PER versus  N with cr = 4 dB in figure 7.28 for slow fading and in figure  7.29 for

fast fading. We can observe that u has large influence on the PER in fast fading channels,

when N,=l and error control coding is used.
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Figure  7.26: Packet Error Probability  versus N for BPSK in a Slow Rician Fading Channel,
using the IGA Method
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Figure  7.27: Packet Error  Probability  versus N for BPSK in a Fast Rician Fading Channel,
using the IGA Method
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Figure  7.28: Packet Error  Probability versus  N for BPSK in a Slow  Rician Fading Channel,
using the IGA Method
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Figure  7.29: Packet Error  Probability  versus  N for BPSK in a Fast Rician Fading Channel,
using the IGA Method
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7.3 Downlink Performance Analysis

7.3.1 System Model

In this section,  we will evaluate the downlink  (base station to vehicle)  performance  of

asynchronous DS/CDMA  systems in a microcellular  environment.  The performance  mea-

sures of interest  are the BER and the outage probability.  In the downlink,  broadcast

operation  mode is assumed  in which several distinct messages  or a common message are

transmitted  simultaneously  from a BS to different  vehicles. The system and channel mo-

dels are similar with those described in section 7.2.1. We assume  that all signals from the

same BS will undergo  multipath fading (Rician or Nakagami) with log-normally  distributed

shadowing.  However,  the composite signal from each BS is assumed  to fade independently.

Therefore,  the received signal at the desired  user Oi in the tagged cell, denoted by cell 0, can

be expressed as

+ n(t) (7.80)

where  Lr(f) is the path loss described by the propagation law in (7.2) with rki the distance

between the BS of cell Ic and the desired  user in cell 0; at,(t) and &(t) are the data and

the spreading waveforms,  respectively,  of the nth user in cell k; Zk and +yk  represent the

log-normally  distributed  shadowing  and the multipath  fading; rkn and Qkn are the random

delay and phase, respectively.  We assume  that the spreading codes  ({a:!“‘>), the information

sequences ({btk”)))  the random delays  ((71~3 > )) the random phases  ({(a,,}) the shadowing71 , 9
({lk}), and the multipath fading ({ok}) are mutually  independent.  Furthermore,  we also

assume  that  the users are uniformly distributed  in cells and the noise n(t) is AWGN with

two-sided  power spectral density Ns/2.
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7.3.2 Bit Error Rate Analysis

BER Analysis in Rician Fading Channels

In this subsection,  we will evaluate the BER for an asynchronous DS/CDMA  system

with Rician fading and log-normally distributed  shadowing.  We assume that  the receiver

can perfectly  track the phase and the time delay of the desired  user. Since only the relative

delays  and phases between the desired  user and the interfering  users are important, we can

set 7oi = @Oi = 0, without loss of generality. The correlator  receiver is the same as that in

figure  7.2 and the normalized sample signal at the output of the correlator  is

toi = ~A,(?-,;) oTs roi(t)2Uo;(t)COS(2nf,t)dt

+g @g/i2 [ g 4?k..)w,,] + 72 (7.81)

where  lk = 10Xkll’, k = 0,. . . , I<, with XI, being a zero-mean Gaussian random variable

with variance c$; ok is a normalized Rician distributed  random variable with pdf given in

( 7 . 4 ) ;  n is the AWGN with variance a& = No/[2EbLp(rOi)]; and Wk, is given in (7.14).

In order to simplify the notation, we define

p = bCrki)
k Lp(rOi)

and & = P&y;

where  PO = 1. Therefore,  the correlator  output,  [ai, can be expressed as

where  the total interference,  IT, consists of the AWGN and the MA1 from users  in the same

cell as well as from those in other cells.

Let us define  the random vectors g, 2, and S as

: = (Lo,...,&-)
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In order  to employ  the IGA method for BER calculation, we need to find the conditional

variance 9 of T, which is

+ 5 & 5 Cos2(&n)
kc1 { n=l

& [ R$,(Skn)  + i;(skn)  ]

= &+&zO+  fj &zk
k=l

= g;/&  + cozo  + 90th (7.83)

where  the random variables 20, zk, k = 1,. . . , I<, and the conditional  variance of the other-

cell interference  Q,,h are given by

z, = F
n=l  ,n#i

cos2(@on) & [ qso?J + k$(S,,) ]
Nk

zk = c Cos2(@kn)  $ [ R$(skn)  + f@Skn)  ]
n=l

k=l

Note that  the term LaZo represents the MAI from the tagged cell. Since  the shadowing

fades in unison for users in the same cell, the faded amplitude  of the desired user and the

total interference  are dependent. This situation  is totaly different from that  in the uplink.

As mentioned before, given the random vectors C, 9, and 5, T can be accurately modeled

a Gaussian random variable (Morrow  et al. 1989). Hence, for the system employing BPSK

modulation,  the conditional  BER can be written  as

fi(-%zo~qod = Q ( /-) (7.84)
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In the following  analysis,  we assume that the AWGN can be ignored when compared to

the MAI,  regardless of the location  of the user within the cell. This results from the fact that

the microcellular  environment  is usually interference-limited  (Milstein et al. 1992).  Hence,

the conditional  BER can be approximated  by

pb(LO,  20,  %th)  = Q (7.85)

Therefore,  we can evaluate the average  BER by

Pb = E Lo,Zo,Vot~[  pb(J% 20,  %th)  ] (7.86)

The composite  pdf of the log-normal non-central  chi-square  distribution -Co is (see  Ap-

pendix  C)

exp(-Aor)  exp [ -(I( + l)ye-Ao”] .

exp (-x2)  dx (7.87)

where  A0 = fiXas and X = In lO/lO. Let ~0 = 0, this pdf becomes a non-central  chi-square

distribution  as described in (C.3). We can use the Gauss-Hermit  method (Abramowitz  et

al. 1964) to find the pdf of co.

fc, (y) = (“$1) exp( -Ii’) Nc wj exp(-Aoxj)exp [ -(K + l)yexp(-Aoxj)]  *
j=l

IO [ JJK(K  + l)y exp(- Aoxj) ] + Rm (7.88)

where  wj and xj are the weights  and the abscissa associated  with the Hermit polynomials

which can be evaluated using the IMSL program for arbitrary NHi-point  integration.  The

remainder  R, can be reduced, increasing the value  of NH~.

Averaging the conditional  BER given in (7.86) over LO, we have

pb(&, %th) = E Co [ pb(tO, 20,  %th) ]

(I( t 1) NH1
= l/j; exp(-1’) C wj exp(-Asx:j) *

j=l

lm Q ( \i,,:) exp [ -(I(+ I)Y~-~‘~‘] .

IO [ J4li(K + I)yexp(-Aoxj)]  dy (7.89)
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Manipulating  the above equation by changing the variable and applying the Gauss-

Laguerre integration  method (Abramowitz  et al. 1964),  we can approximate  Pb(Zo,  q&h)

bY

Io(J=k) > (7.90)

Therefore,  we can avoid the original two-order  integration  by a two-layer  summation

which  can substantially reduce the computation  complexity  and still preserves satisfactory

accuracy. Finally, the average  BER can be calculating by averaging  %(.%J, !I!&) over the

random variables 2’0 and Qoth. One practical way is to use the Monte Carlo integration

method. That is,

Pb = limMap j/jj  $ pb[ (zO)j, (qoth)j  1
J=l

(7.91)

We denote this approach as the IGA-MC method. However,  with some approximations,

we can analytically evaluate the average  BER. These  approximations  are

1. If the number of users Nk is large enough,  Z. and zk can be approximated  by their

mean value.  That  is

and

ZO x Co = E (Zo) = (No -ql’m’

&ml/,& = ck = E (&) = -
rl

The accuracy  of this approximation  has been validated in figure  7.18 which  illustrates

that the spatial  distribution  and the shadowing  play the dominant role  in the BER

calculation.

2. We show in Appendix  D that if crk > 4 dB and IC > 7 dB then, & can be approximated

by a log-normally  distributed  random variable. In order to maintain  accuracy,  we still

treat the desired  signal (i.e., lo) as a composite log-normal noncentral  chi-square.
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3. The sum of a finite  number of uncorrelated  log-normal random variables can be appro-

ximated, at least the first order  moment,  by another log-normal probability  distribution

(Janos  1970)) (Panter  1972).  This approximation  is in close agreement with the results

of the Monte Carlo simulation  in the range of 0.1 to 99 percent  of the cumulative  dis-

tribution function  ( Schwartz et al. 1982). Using the above  assumption,  Schwartz and

Yeh (Schwartz  et al. 1982) have developed  a recursive procedure for an approximation

of the mean and variance of the sum of a number of uncorrelated  log-normal random

variables.  This method has been widely  used in the performance  analysis of mobile

cellular communication  systems. We present this method in Appendix  E.

Based on the above assumptions,  the conditional  BER given in (7.90)) becomes

pb(zO,  qoth)  = pb(LZ)

~o(J=i)}
which  has been simplified to be a function  of the conditional  other-cell  interference  power

only, denoted as LI, and given by

LI = 5 C/&k (7.93)
k=I

and LI itself can be also approximated  by a log-normal distributed  random variable which

can be expressed as
& = 1(pr+w10 (7.94)

where  XI is zero-mean Gaussian with variance crI.2 The values  of mr and a; can be found

by applying the recursive technique  described in Appendix E. The pdf of LI is

f&(Y) = @-kg,  y exP -1 (1~ y - X~Z)~

2X24 1 u(y)

where U(y) is the unit step function.  Finally , we can find the average  BER by

(7.95)

% = E ,cI [ pb(&)  ]

= J _ (In Y - Xmd2 dy

0 2x20.; I
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(7.96)

where  AI = fiXa and 61 = exp(hl)  = 10m”lOo

We denote this approximation  method as the IGA-AP method.  The advantages of this

approach are that we can not only avoid the time-consuming  Monte Carlo simulation  as

required in the IGA-MC method,  but also we can use a three-fold  summation  instead of

a three-fold  integration  to find the average  BER. The numerical  error can be as small as

desired  by increasing  the numbers of NH~, NH~, and NL.

The above  BER expressions depend  on where  the desired  user is located.  When the user

moves,  its area-average BER can be obtained  by averaging over the possible locations  of its

path traversing  the cell.

BER Analysis in Nakagami Fading Channels

In a Nakagami  fading channel,  the pdf of the composite  log-normal Gamma  random

variable La is (see Appendix  C)

f~,(y) = :zlrn> 11 exp(--mAax)  exp [ -me-‘Ozy]  exp (-x2)  dx

wj {exp(-mAoxj)  exp [ -meTAozjy  ] } (7.97)

Using the same approach as in the previous  section and with some  manipulations,  the

conditional  BER becomes

pb( 20,  \-Ioth) *

(7.98)



Therefore,  the average  BER calculated  by the IGA-MC method is the same as that in

(7.91). As in the case of shadowed Rician channels,  the distribution of a composite  log-

normal Gamma  in some operation  range can be also approximated  by another  log-normal

distribution  (Ho et al. 1993). H ence, we can simplify the conditional  BER shown in (7.98)

to be only a function  of the conditional  other-cell  interference  power Lz. Hence, the average

BER evaluated by the IGA-AP method is

pb = E ~1 [ pb(LZ)]

where  Pb( Ll) is given by

pb(cZ)  =

(7.99)

(7.100)

Numerical Evaluation of the BER

We plot BER as a function  of the transversal  distance  between the desired  user and the

BS in figure  7.30. Both IGA-MC and IGA-AP methods are used. Although we have made

three approximations  in the IGA-AP method,  its results are very close to those generated

by the IGA-MC method.  Furthermore,  as expected,  the worst BER occurs when the desired

user is at the boundary between two cells. This is because of the propagation path loss,  the

desired  user in the interior  of a given cell experiences  a power  advantage in the reception

of the signal transmitted from its own BS relative  to signals  transmitted from other BS’

in neighboring cells. However,  when the user is at the boundary between two cells, this

advantage disappears. In (Milstein et al. 1992),  th e worst BER is used to assess  the user

capacity.  In figure  7.31, we illustrate the worst and the area-averaged BER as a function  of

N for g= 4 and 6 dB, respectively.  For (T = 4 dB, if a BER of low3  is required,  the system can

support about 5 0  users by using the area-averaged BER as the criterion.  However,  only 13

users can be accommodated  based on the worst BER criterion.  This is due to the “graceful
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degradation” feature  of the spread-spectrum  technique.  Therefore,  the worst BER criterion

may yield a very pessimistic  assessment to the user capacity.

It is also interesting to examine  the effect of the Rician factor I< on the area averaged

BER performance.  Figure  7.32 shows  the area averaged  BER as a function  of Ii for N = 35.

For larger values  of CT, the area averaged  BER is less sensitive  to the variations  of K.

lo-’lo-’
Riian Fading ChannelRiian Fading Channel

10’10’ BPSK; Rectangular Chip WaveformBPSK; Rectangular Chip Waveform

D4 000; g=200; a=2; b=2D4 000; g=200; a=2; b=2
glo”glo”

i!l,~i!l,~

11
“m lo*“m lo*

_ : IGA-MC_ : IGA-MC

- -- - :: IGA-APIGA-AP

250250 300300 350350
Transversal Diifance (m)Transversal Diifance (m)

400400 450450 500500

Figure  7.30: BER versus  Transverse  Distance  for N, = 1 in Rician Fading Channels

7.3.3 Outage Probability Analysis

As defined  in section  7.2.3, the outage probability  is the probability  that the instantaneous

BER exceeds a specific constant  P,. In order to facilitate  the computation,  we make the same

assumptions as in subsection  7.3.2.  These  assumptions are:  (1) the AWGN can be ignored,

(2) &, k = 0 . . . I( are approximated  by their mean value,  (3) the composite  log-normal

non-central  chi-square  can be approximated  by another log-normal distribution, (4) the sum

136



Without Site-diversity
BJ’SK Redangular Chip Waveform
Spreading Ratio = 511
D=l 000; g=200; a=2; b=2
Rkian Fading
_ : Average; Sigma= 6 dB
-- : Average; Sigma= 4 dB
-.-: Worst; Sigma= 6 dB

: Worst; Sigma= 4 dl3
10.’

i

..I

1O-8l
IO 20

I I
30 40 50 60

Number of Active Users

Figure 7.31: Average and Worst BER versus N for N, = 1 in Rician Fading Channels
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Figure  7.32: Average and Worst BER versus  I< for N, = 1 in Rician Fading Channels
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of a finite  number of log-normal random variables can be approximated  by another log-

normal distribution. Thus, the outage probability  for DS/CDMA  systems in the downlink

is

= P,
1 C()Lf!+Lz < [Q-1(42 }

= PT. { (ro - @&e, < Lz} (7.101)

where Q-‘(X) is the inverse function  of the complementary  error function  and I’s=l/ [Q-1(Pe)]2.

Because  both Lo and Lz are positive,  the outage probability  can be written  as

p = pr { JG < LZNO - Co) > , ro 2 co
out

1 1 , ro < co
(7.102)

Since Co = (N,,, - l)m+,/q and Co has to be less than To so that the outage probability

is less than one, given P,, there will be an inherent user capacity,  denoted by N,,,, such

that Co = (N,,, - l)m~/v 2 To. Therefore,  N,,, is given by

(7.103)

where [z:J is the largest integer which is less than x.

Alternatively,  if No, q, and rn+ are determined,  we have a lower  bound of P,, denoted by

Pe,mjn,  which  is

Pe,min  = Q-l (7.104)

Actually,  Pe,min is the BER without considering the other-cell  interference.  If the desired

P, is less than  Pe,m;n, then the outage probability  will be one. Next, we will derive the

outage probability in the case where the number of users is less than N,,,. Based on the

property that  a log-normal random variable divided by another log-normal random variable

is still log-normal,  we can find the outage probability  as

P 1 LZ
out = P, Lo = lo% < r

0
_ C

0 >
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’ PO - Co);yb 1 To] }

ln(ro  - Co) + In q0

x - 7-w I TO

= ho Q

( [

ln( r. - Co) + In ;Uo - Xmz

xj/&q 11
where  y. = -g, XI = 10 rm A”’ and la = 1Oxo/1o,  respectively.

(7.105)

The above expression for the outage probability  is the same  for Rician and Nakagami

fading. For the former, To is a non-central  chi-square  distributed  random variable with

pdf as in (7.4), whereas  for the latter,  ;ib follows a gamma distribution with pdf as in (C.7).

Similarly,  the area averaged  outage probability  can be obtained  by averaging over the possible

locations  when the user travels in the cell.

Figure  7.33 plots the area-averaged outage probability  versus  N in a Rician fading channel

with parameters  P, = lo-3, I<=10 and 13 dB, and a=4 and 6 dB, respectively.  From

figure  7.24 , if the outage probabiIity  of 0.01 is required for I< = 10 dB and tr =6 dB,

10 users can be supported in the uplink, but less than 10 can be accommodated  in the

downlink.  This is because  we do not employ  power  control in the downlink.  Furthermore,

the area averaged  outage probability  degrades  slower  in the downlink  than that  in the uplink,

when N is large.

7.3.4 Effects of the Macro-Diversity on the Downlink  Perfor-
mance

Recall that  we have defined the relative  other-cell  interference  fz in the uplink to assess

the effectiveness of the macro-diversity.  In that part, we reached the conclusion that  N, = 2
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Figure  7.33: Area-averaged Outage Probability  versus  N for N, = 1 in Rician Fading Chan-
nels, using the IGA-MC Method

(i.e., stronger-of-two-nearest-BS  processing) is adequate not only to combat  the shadowing,

but also to keep the system complexity  low. Based on this measure (i.e., fr), it is very simple

to examine  the impact  of the macro-diversity  on suppressing  the other-cell  interference.

In this subsection,  we will define  a similar measure to assess  the influence of the macro-

diversity on the system performance  in the downlink.  There are many kinds of macro-

diversity techniques  in the literature. Here,  we are interested  in the macro-selection  diversity

method,  where  the vehicle has access to more  than one BS and can select the BS with the

best downlink  transmission  path. It is impossible for the vehicle to access all BS’. In this

analysis,  we assume  that the vehicle can only access the nearest  N, BS’.

Without using the macro-diversity,  it is straightforward to define  the relative  interference

from the BS’ of other cells as

DI = E c?z, L,h) Ik
{ L,(m)&

= E { cfjpk Ik ) (7.106)
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where  we assume that  the multipath  will not affect the average  power level and only I( adja-

cent cells are considered. III can be interpreted  as the average ratio of other-cell  interference

to the desired signal power.

For systems employing macro-selection  diversity, III should  be modified  as follows

= DZI  + DIZ (7.107)

where  ok = pklk and {wk} is a set of ordered  random variables such that Wo 2 WI 2

. . . 2 W&r and Ws = max{os,.  . . ,cr~,-1).

The expressions for III1 and D12  are derived  in Appendix F as a function  of the user’s

location.  Figure  7.34 shows  DI versus  the transversal  distance  between the user and the

BS. We assume that  the standard deviation (STD) of the log-normal component is the

same  for each BS. We notice  that  a significant improvement in III is obtained  by using

N, = 2 instead  of N, = 1, but little  improvement is obtained  when we go from N, = 2 to

3. The same conclusion has been reached in the uplink analysis. Furthermore,  the relative

other-cell  interference,  III, becomes insensitive  to the user’s  location  in the cell when the

macro-selection  diversity is used. This will dramatically  decrease the required dynamic range

of the power control function.

7.4 Conclusions and Future Work

7.4.1 Conclusions

In this chapter,  we studied the performance  of an asynchronous multi-cell  DS/CDMA

system for uplink and downlink  transmissions  in microcells.

In the uplink, the performance  measures of interest  include the bit error rate, the outage

probability,  and the packet success rate. We evaluated the system performance  under sha-
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Figure  7.34: Relative Other-cell Interference,  DI, versus  the Transversal  Distance

dowed Rician/Nakagami  fading in the presence of other-cell  interference.  Both the BPSK and

DPSK modulation  schemes are considered. The conclusions for the uplink are summarized

as follows.

l When the number of active  users in the system is small, the commonly used SGA

(Standard Gaussian Approximation)  method may yield very optimistic results com-

pared with those obtained  by the IGA (Improved Gaussian Approximation)  method.

This is because  the user distribution  and the shadowing  (i.e., the vector x) play a-
dominant role  in the performance  evaluation and utilization  of their second  moment

information  only, is not sufficient.

l Macro-selection  diversity with NC = 2, where  the user is power controlled  by one of

the two nearest  BS’ with less attenuation, can effectively  combat the shadowing  and

thus, suppress  the other-cell  interference.

l The Rician factor has a large influence on the performance  for NC = 2, but only little

for NC = 1.

l We can utilize  better  chip waveforms  in order to improve  the user capacity.
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l Whether or not we can replace the Rician distribution by its relative  Nakagami  distri-

bution, for analytical convenience,  cannot be simply judged by their probability  density

functions.  The analytical results in this chapter  indicate that the macro-selection  di-

versity also affects the approximation  results.

l Without error control coding, slow fading yields better  system performance  than fast

fading. If error control coding is used and the fading is not too heavy,  the packet error

rate is significantly  improved  for fast fading. However,  the error control coding is less

effective for slow fading.

In the downlink, we evaluated the BER and the outage probability.  We also define  a

performance  measure in order to investigate  the effect of the macro-selection  diversity on

suppressing the other-cell  interference. The properties of a composite  log-normal Rician

distribution  were also studied. The conclusions for the downlink  are summarized as follows.

l The composite  log-normal noncentral  chi-square  distribution can be approximated  by

another  log-normal distribution  in some operation  range. This approximation  can

significantly  reduce the computation  complexity.

l The macro-selection  diversity can effectively suppress  the other-cell  interference.  Fur-

thermore,  if it is used, the other-cell  interference  is rather  insensitive  to the user’s

location  within the cell.

l User capacity assessed  by the worst BER criterion  may yield very pessimistic  results.

7.4.2 Future Work

The plan for the second year of this research effort  includes the following  tasks:

l Study of the performance  of narrow-band systems (taking  into account  the co-channel

interference), using the analytical model introduced  in this chapter.
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l Investigation  of the effect of the spatial  (multipath) diversity  inherent  in the spread-

spectrum  technique  on systems operating  in frequency-selective  channels.

l Evaluation  of the system performance,  using frequency-hopping  (FH) or the FH/DS

hybrid signaling.

l Investigation  of an appropriate  power  control scheme for short-range  data communi-

cations  in DS/CDMA  systems.
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

In this chapter  we summarize the conclusions that we have reached so far in the first

year  of this project. We have devised  a general analytical procedure for the design and

evaluation  of a packet radio communication  system for IVHS. We examined  the options and

the constraints  that the designer  of a communication  system faces,  as well  as the effects

of the physical environment,  the vehicular traffic,  and the information  flow requirements  of

the IVHS applications  on the evaluation modules. Packet  radio systems have the unique

characteristic  that  the Physical and the Data Link layers  are strongly interconnected.  Thus,

in order to optimize the overall system, we must jointly  optimize the two layers, rather  than

design,  analyze, and optimize each layer  independently  from the other.

During the last year, we have thoroughly examined the ATMIS a n d  AVCS services in

order  to extract  the communication  needs  of an integrated  ATMISIAVCS  system. Further-

more, we assessed  the information  flow requirements  associated  with the various  communi-

cation  needs, and we suggested  a new possible way for determination  of a vehicle’s location

based on magnetic  strips mounted on the roadway.

We have concluded that uplink (vehicle to base station) and vehicle-to-vehicle  commu-

nications  require the exchange of short messages  (64 - 100 bits) for both ATMIS and AVCS
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transactions. The message size for the downlink  (base station to vehicle)  however,  depends

on the application.  AVCS services require transmission  of short messages, whereas  ATMIS

services such as traveler  advisory and information  (including  the transmission  of digitized

maps) require the transmission  of long messages  which  can be broken up into several pac-

kets, each containing,  say 512 bits. All the necessary parameters  for the calculation of the

integrated  system’s communication  requirements  have been identified. However,  no numbers

for the data rate were presented, because the values  of the most parameters  of interest are

still unknown.

In order  to coordinate  the accessing of the channel by a large number of users, we have

studied three classes of multiple  access schemes, namely fixed assignment,  random access,

and reservation schemes. The identification  of the communication  needs  for each of the three

links in PR-IVHS (Packet Radio  IVHS) and careful analysis of these schemes have shown that

random access and reservation schemes are the possible candidates  for the uplink, whereas

fixed assignment and reservation schemes  seem  to be the best candidates  for the downlink.

For the vehicle-to-vehicle  link, random access schemes are suitable  for random inter-platoon

communications,  and hybrid schemes  (reservation  plus random access) are more appropriate

for intra-platoon  communications,  where  both random and periodic data traffic exist.

We have analyzed the performance  of the three most feasible multiple  access protocols in

each of the three communication  links, for a single  cell. Two different performance  measures

were  used for the performance  evaluation of the protocols.  The throughput  was used for non-

real-time  communications,  whereas  the deadline failure probability  was used for real-time

communications  (e.g., intra-platoon  communications).  The simulations  for the performance

evaluation  were  carried under certain assumptions about the conditional  capture  probability,

the distribution of the number of active  transmissions,  the transmission  probability,  the

number of slots or frames in a deadline period, and the spreading ratio.

Our goal  for the second year of this project is to design a single protocol  that  can

accommodate  all the communication  needs  of the integrated  ATMIS/AVCS  data traffic.

Two possible candidates  are the SR-ALOHA (a hyb dri SCheme of Slotted-ALOHA and Reser-

vation-ALOHA) and the Spread Spectrum Slotted-ALOHA  protocols,  with Direct-Sequence
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modulation.  The most important  design parameter  for SR-ALOHA is the ratio of the number

of slots for periodic  data traffic to the number of slots for random data traffic,  whereas  the

most important  design parameter  for SS/S-ALOHA  is the spreading ratio.  The optimal

design parameters  should  be able to maximize  the throughput  for random data traffic and

maintain  the deadline failure probability  below a certain threshold  at the same time. The

optimization  of these design parameters  will be the focus of our future efforts.

The greater part of our conclusions come  from the performance  analysis of an asyn-

chronous  multi-cell  Direct-Sequence  Code Division Multiple-Access  (DS/CDMA)  system for

both uplink and downlink  communications  in a microcellular  environment.  For the uplink,

we calculated  the bit error rate, the outage probability,  and the packet success rate for

two modulation  schemes. The performance  measures were  evaluated under the assumption

of random signature  sequences and shadowed Rician/Nakagami  fading in the presence of

other-cell  interference. We used both the SGA (Standard Gaussian Approximation)  and

the IGA (Improved Gaussian Approximation)  methods,  with the former yielding more op-

timistic  results than the latter.  Macro-selection  diversity was found to reduce the other-cell

interference,  even in the presence of heavy shadowing.  We found that  the Rician factor af-

fects greatly  the system performance,  when there are two control base stations, but, it does

not have a great impact  when there is only one base station. Bandwidth increase  can be

avoided  by utilizing  better  chip waveforms.  Furthermore,  slow fading yields better  system

performance  than fast fading in the absense of error control coding, whereas  by using coding

(always  assuming that the fading is not catastrophic) the packet error rate is significantly

improved  in the case of fast fading. However,  coding is less effective for slow fading.

For the downlink,  we calculated  the bit error rate and the outage probability  without

employing macro-diversity.  We also identified a performance  measure that  can be used for

the study of the macro-selection  diversity effect on the suppression of other-cell interference.

Finally, we found that  the user capacity  assessed  by the worst BER criterion  yields very

pessimistic  results.
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8.2 Future work

The research plan for the second  year of this project  includes the following  tasks:

l Survey of on-going  IVHS and IVHS-related projects in USA,  Europe,  and Japan

l Study of packet radio architectures for ATMIS transactions  in an urban environment

l Detailed  analysis and simulation  of multiple  access protocols for the integrated

ATMIS/AVCS  system,  taking into account the physical layer parameters

l Performance  analysis of narrowband ALOHA with capture  for microcellular  systems

l Initiate  performance  analysis of a FH-SS system

l Comparison between the Spread Spectrum  and narrowband systems

l Overall  analysis and simulation  of the proposed  communication  system

l Detailed  system design and iterations

l Final design  recommmendations
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Appendix A

MA1 Distribution Analysis

The correlator  output &i in equation  (7.13) can be written  as follows

ro;(t)2ao;(t)  cos(2wfJ)  dt

= 7°‘bF) + f 2 &i7OTb  COS(@O~)BO~,Oi(bJ)n,  Ton)1

n=l  ,n#i

1 K Nk

+YjY  c c &ykn  COS(@kn)Bkn,0i(bkn7  Tkn)  + n*
kc1 n=l

where  n* is a zero-mean Gaussian r.v. with variance No/(2PoT)  = No/2&  and Bkn,Oi(hkn,  7kn)

is given by

IT
~kn,oi(bk,,  Tkn)  = o akn(t  - Tkn)bkn(t  - Tkn)aOi(t)dt

= b!‘? ITkn ak(t  - Tk,)U&(t)dt
0

+bp)  T
I akn(t  - Tkn)aOi(t)dt

Tkn= bl:“)hn,Oi(Th) + bp)fikn,O;(Tkn)  , (A-2)
where  bk,, = ( bl_k,“)  , bf”) ) and th e continuous partial cross-correlation  functions  R&,&(T) and
i&@(T)  are given by

l - l

&mn,Oi  (7) = c @&lo")

j=o
,

j=O
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and
W)

j=l j=l+l

where a+(r) = JTc +(t)+(t - T) d t  and R+(T) = &(T, - r), and 1 = ]r/TC],  and [zJ is the

largest integer not greater than 5. Therefore,  I is uniformly distributed  over (0,. . . , q - 1).

If we let 5’1, = rk - IT,, then Sk is uniformly distributed  over [O,Z’,].

Because the signature  sequence is random, the time delay rkn is needed  to be known

only to the nearest  chip (i.e., we can let 1 = 0), and the value  of Bkn,ai is independent  of bkn

(Georgiopoulos 1990). Th erefore, the continuous partial cross-correlation  functions  &+(S)

and bkn,a;  (S) becomes

and

rZ,7L,Oi(s) = C ajO-l (k”)ayJ&q + 9g aPp$-pJ~~(q  .
j=O j=l

Substituting  R+e;( S) and ikn,Oi(S)  into equation  (A.2), Bkn,ai(S)  becomes

&&,0;(S)  = ayatP’)R+(S)  + aya~‘lk,(s)

+ 9g al”“)@%,(S)  + cg$?~(S)] .
j=O

P.5)

ew

P-7)

If we condition  on the reference sequence a?) = &if’) for j E (0, 1, . . . ,q - 1) and use the

fact that ( &‘F))2  = 1 Bkn,si( S) becomes3 ,

Further simplification  is possible by noting that &jitj+i = fl. Let the sets CY and p be

defined  as
Q = {j : Uj

404&y$ = +1} ) (A-9)

and
p = { j  : hy)&lio;‘i  = -1) , (A.lO)
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for j E {O,l,. . . , (7] - 2)).

After rearranging  the terms,  Bkn,ci(S)  becomes

&+(S) = P&L)(S)  + &k&q + &LfdS)  + fidQ(S) ’ (A.ll)

where  Pkn = a(_k;“)21p) and Qkn  = ur!@)l  are equally likely fl r.v.‘s, Xkn is

and Yk, is

and f+(s) = &(s> + WS), ds) = &s) - %W

Suppose now that  A and B are the cardinalities  of a and ,f?, respectively.  Then Xk, and

Ykn are the sum of unbiased Bernoulli  trials  given by

and

Px,,(j)  = 2-A , j E {-A, -A + 2,.  .  .  ,A - 2,A) , (A.14)

Py,,(j) = 2-B ,  j  E {-B,-B+2 ,..., B-2,B) . (A.15)

From the definitions of o and p, it is obvious  that  A  +  B  =  q - 1. Also, A - B  =  C ,

where  C = Csi,oi(l) is the aperiodic auto-correlation of the signature  sequence of user Oi

with offset  by one chip. Therefore,  A  =  (17 - 1 + C)/2 and B = (q - 1 - C)/2. Note that if
any two of the four quantities  A ,  B ,  C ,  and q are known, the other two can be found.  The

r.v. C is given by

(A.16)
j=O

which  is the sum of v - 1 unbiased Bernoulli  r.v.‘s, so that the density of C is given by

(A.17)

Since the random variables &, Qkn, Xkn, and Ykn are composed of disjoint  set of sym-

metric Bernoulli  trials  for a particular desired  signature sequence, they are conditionally
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independent  given B (or C). Because of the symmetry  of the distribution of the n * ,  and

JGhnBlen,oi(&J  ~0s Qlcn, the conditional  BER given 6tp’) does not depend on the value  of

b(‘“) so we take it to be +l. Combining equation (A.l) and (A.ll), (00; can be expressed in0 7
the simplified form

n=l,nfi

K Nk

where  W;j is given by

wij = f [ P;j&(sij)  + Qij&(s,j)  + Xijf+(sij)  + k;:jg$(sij)] (A.19)

Morrow  and Lehnert  (Morrow  et al. 1989) invoke  the central  limit theorem to show that

if the relative  delays  and phases  between the desired  and interfering  users are fixed for a

DS/CDMA  system in an AWGN channel,  and if a particular autocorrelation  property of

the desired signature  sequence (i.e., the value  of C or B for the desired  user) is also  fixed,

then the MA1 can be accurately  modeled  as a Gaussian r.v. when all interfering  signature

sequences are randomly generated. By using a characteristic  function  approach (Morrow  et

al. 1989) however,  they also showed  that the MA1 converges  in distribution to a Gaussian

r.v. for desired signature  sequences that  are completely  random, provided  once again that

the relative delays  and phases between the desired  and interfering  signals are fixed. This

important  result is also discussed in (Georgiopoulos 1990).  We can interpret  this result as

follows:  when 77 + 00, the coefficient of variation of B goes to zero. This suggests  that  the

mean of B, (7 - 1)/2, can be used and conditioning  is unnecessary. The question remains as

to the effect of not conditioning  on B and using only its mean for small 17 when the coefficient

of variation of B is not small. Simpson (Simpson 1992) hs owed that the difference of BER

and PER between conditioning  on B and not conditioning  on B is negligible even for q = 7.

Therefore,  we can just set B  =  (7 - 1)/2 w ic wi si nlh’ h ‘11  ‘g ‘ficantly  simplify the computation.

The above results  can be easily extended to the systems in a fading channel. That  is, if the

random variables {xij}, {rij}, {rij}, and {(a,,} are fixed and the signature  sequences are

completely  random, the MA1 can be accurately  modeled  as a Gaussian random variable.
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Appendix B

Derivation of AIM

From equation  (7.33),  M, is

Ad, = f& E (xon)  + 5 5 E (Xkn)
, kc1 n=l

W)

Note that  Xkn is a function  of the mobile location  in the cell. Its expected value  can be

evaluated by

= J I/&A
ck (B-2)

where  p is the spatial  density of the user.  We have assumed  that the user position  is uniformly

distributed  within the cell. For example,  if there are five lanes in each direction  of a highway

and the diameter  of the cell is D, then p equals l/lOD. The distance  between the lcnth

user and the BS j is rj and the corresponding power fluctuation  is Xj. X; and Xj, i # j,

are assumed to be independent.  This obviously results from the fact that the propagation

condition  from the user to different  BS’ will be independent.  We have dropped  the subindex

k n  in rj and Xj to make the notation  simple.
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We can define  the relative  mean path loss as follows

R, _ -Mrd
3-m’ Mj = 10 logis Rj

The expected value  of Xkn will be computed separately  depending on whether the BS 0

is one of the NC nearest  BS’ of the knth user or not.

Case I: 0 $ SC

We can apply the total probability  formula in order  to evaluate Ik as follows:

[

Xj-X0

II, = E m&n Rj IO- 10 1
= ~ Rj E (10%)  E [lo-~ 1 RjlO-Xj’xo < .&lo-v, Vi # j] Pr(Aj)

= iRi,  (10%)  E [lo-’ 1 Xi < Xj + Mi - Mj] PT( Aj)

= iI3j E (10’) { J_m_ IO-‘fx,(zj) dzj*
c

n F’i(xj  + Mi - Mj)
if j&SC

where  Aj is the event { RjIO-
x, -xrJ

10 < f&10--'Vi  # j}, and fxj(zj)  and Fxj(zj)  are the

pdf and cumulative  density function  of r.v. Xj, respectively.

Case II: 0 E SC

In this case, the NC nearest  BS’ include the BS 0. We can use the same procedure as

above, but now one of the NC BS’ has index j = 0. Hence, 1k is

l,...,&,lO-
XN, -xO

10

where  N,, = maxjes, j.

VW

Xj-X0

We can first condition  on each of RjlO- 10 being less than 1 if they are to be the

minimum,  while  they are all greater  than 1, then 1 is the minimum. Hence, Ik is Equation
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(B.4) can be derived as follows

Ik = C RjE  lo-
jC&, j#O [

xj’xo 1 Aj] Pr(fij)

+l *P,- RjlO-
Xj -X0

10 > 1, Vj # 0, j E SC >

= c RjE 10-v[ 1 X0 < Xj - Mj,
jE&, j#O
Xi <Xj+Mi-Mj,Vi#  j ]  P,-(Aj)

+Pr(Xj < Xo + Mj, Vj E SC, j # 0)
= jE&gO Rj J_m_ lO-‘f~j(~j) dzj [ [,-” lO’f~o(~o)d~o] *

c,

[
I-I Fxj (zj + Mi - Mj)

iES,,i#j,i#O 1
+ jm fx, (~0) dzo n Fxj(“o + Mj) (B-5)-cm [jG%,j#O 1

where  Aj is the event
Xj --X0

RjlO-
xj-x0

10 < &lo-v, V i  # j and RjlO- 10 < 1
>

If Xj’s are all-zero mean Gaussian random variables with equal variance cr2, II, for the

case (0 # 8,) is

where  X = log(lO)/lO, and Ik for the case of (0 E SC} is

Ik = C Rjexp(X2~2)S_m_  &exp (-g) dz.
jGc,j#O

(B-6)
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Appendix C

Probability Density Function of a
log-normal noncentral
Chi-square/Gamma Distribution

As defined  in section  7.3.2, the log-normal noncentral  chi-square  & is given by

Lk = pklky;  = <kqk (C-1)

where  <k = Pr, lk has a log-normal distribution  with pdf

fc, b> = fiibx y exp
(In Y - Xmk )”

- 2X%; I
u(y) (C.2)

where  mk = 10 logrs(Pk) and Yk follows a normalized Rician or Nakagami  distribution.

Case I: yk is normalized Rician

If ‘yk is normalized Rician, then Tk will be non-central  chi-square  with pdf as follows

f?,(Y) = (I- + l)e-(“+‘)Y-K  Is (J4li(li+lly)  WY> (C-3)

We can write the conditional  pdf f,ck(yICk) as



Therefore,  the pdf of LI; can be found by averaging the conditional  pdf fL,(y]~) over Q.

du

Let & = &%k and x = (lnu - Amk)/&. Then, the pdf of Lk becomes

f-&b> = (K$1) exp( -I<) lW exp [ - (A@ + An&)  ] *
--oo

exp [-(I< + 1)y es(Akz+Xmk)] exp (-x2) .

10 (J41{(1(  -k 1)y exp [ - (&a: -I- hmk)])  dx

(C.5)

P-3

Case II: yk: is normalized Nakagami

If yk is normalized Nakagami, then $ = rf is a Gamma  function  with pdf

f=&) = m;;;-l exp(--my) U(Y) (C.7)

Hence, the conditional  pdf f,Ck(y]<k) yields

.f&l’;k)  = f=,&/~kle)/Ck

= (m/<kjm  ym-’

P - 4
exp ( -my/%  > WY> W)

Integrating  the conditional  pdf f~, (y ]a) over Q, we can find the pdf of the log-normal

Gamma  LI,

fLk(d = irn fLk(Y(U).&k(U)dU

m m - l

= 1F;rnyfi I-L
exp [-m (AGE  + hk)  ] -

=P Brny &Akz+Amk) ] exp (-x2)  d x (C-9)
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Appendix D

Approximation of the log-normal
noncentral Chi-square distribution
by another log-normal distribution

The composite  log-normal noncentral  chi-square  distribution, as described by (C.6 ),

is rather  complicated  and not easy  to handle mathematically.  It would be very useful  to

have an approximation. Muammar and Gupta (Muammar  et al. 1982) suggested that,

under  certain conditions,  the composite log-normal Rayleigh can be approximated  by a log-

normal distribution. This is very convenient since a log-normal distribution can be specified

completely  in terms of two parameters,  the mean and the standard deviation  (in dB).

In this appendix,  we will investigate  under  what  conditions  a log-normal noncentral  chi-

square distributed  random variable can be approximated  by a log-normal distribution.  As

defined  in section  7.3.2, the log-normal noncentral  chi-square  distributed  random variable,

Lk, is

whose pdf is described by equation  (C.6) in appendix C.

We can express (D. 1) in dB units by writing

lob&o & = 1olo&, pk + 1olog,, lk + 1olog,, -f/c P-2)
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i.e.

Lk(dB)  = mk + xk + ?k(dB) P.3)

If Lk can be approximated  by a log-normal,  &(dB) will be a Gaussian random variable.

We assume that  the mean and the standard deviation of &(,jB) are & and Sk, respectively.

Because Xk is a zero mean Gaussian with standard  variation  ok, and Xk and ?k(dB)  are

independent,  we can write j.‘k and Sk as (Parsons  1992):

pk = mk + E [;yk(dB)] W)

sk = dg: + K&r [?k(dB)]

Table  D.l Contains  E [qk(dB)] and Var [qk(,jB) 1 as a function  of I<. The larger the value

I<, the smaller the values  of E [yk(dB)] and Var [yk(dB) 1 . This implies that  the approximation

of a log-normal Rician by another log-normal is better  for large values  of I(.

I’ (W E Iqk(dB)j Var ?k(dB)

-ca -2.5068 31.0254

Table  D.l: E [T,k(dB)]  and Var [yk(dB)] as a function  of K

In f i g u r e  D.1, we compare the CDF of a log-normal noncentral  chi-square  distribution

with the CDF of its log-normal approximation  with K=7 dB for several values  of 6. It

can be found that the approximation  of a log-normal noncentral  chi-square  distribution by

another  log-normal is appropriate  when K 2 7 dB and CT > 4 dB.
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Figure  D.l: CDF of the composite  log-normal noncentral  Chi-square  and its log-normal
approximation,  for I(= 7 dB
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Appendix E

Statistical Analysis of the sum of
multiple log-normal components

Suppose that we want to find the approximated  mean and variance of the variable 2 which

is the logarithm  of the sum of K log-normally distributed  variables of the form 10Zk/lO. Zk

has a normal distribution with mean mz, and variance az,. Thus,  2 can be written  as

follows

2 = 1010g,, (g 10Zk~lO) w

The recursive method suggested  by Schwartz and Yeh (Schwartz et al. 1982) and mani-

pulated,  making some simplifications,  by Safak (Safak  1993) can be summarized as follows

1. Let Yk = XZk, where  X = In lO/lO. Then, my, = Xmz, and ay, = az,.

2 .  Let Sr = Yr. Then, ms, = my, and ag = uyI.

3. Wk = Yk - S,+l, k 2 2.

i.e., mw, = my, - rnsksl  and akk = a;k + aikVI

4e msk  = msk-l  + G(aw,,mW,)

& = &-l - G:(aw,,mw,)  + G(uwk,mwk) - 2 2 G+wk, mwk)

5. If k # I’, go to Step 3.
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6. rnz = ms,lX  and CTZ = as,/X

The functions  G1, G2, and G3 are

Gl(u,m)  = mQ,

+ 2 Ck[ F(a, m, k) + J’(a, -m, k) I
kc1

(E.2)

Gz(u,m) = (m2 + u2 Q) 0F
+2 5 ck (m - ku2) F(u,m,  k)

k=l

where

+c Bk-l[F( u, m ,  k) + J’(u, --my k) 1 (E-3)
k=2

G~(u,m)=u2~(-l)k[F(u,m,k)+F(u,-m,k+1)]
k=O

$‘(a, m, k) = exp -km  +
7) ~ (m;ku2)

a)(z) = 1 - Q(z)

Ck = yk+,

Bk = 2(-1)“+1 k lck+l +I;

VW

(E-5)

(E.6)

(E.7)

P.8)
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Appendix F

Relative other-cell Interference ~1 in
the Downlink

Derivation of DT~

In order to evaluate Dir, one direct way is to derive the pdf of the ordered statistics

{wk} and find the numerical  results.  The pdf of an ordered statistics  can be found by

applying the method described in (Papoulis  1991). However,  this approach is rather  difficult.

We will introduce  an evaluation  method such that we will not need to find the pdf of { Wk}.

In section  7.3.4, we defined  D1r as

By using the concept  of total probability,  D1r can be evaluated by

(F-2)

where  ayi = lo(“i+xi)/lo and X; is zero-mean Gaussian with variance c$, m; = 1010g,~(P;),

event Aj = { aj = max{  a;}, i E SC }, and SC is the set of the nearest  NC BS for the desired

user.
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we define  Rkj  as

Rkj = l($mk-mj)/lo  = pk/pj

= P.3)

which is just  the ratio of path loss from the BS’ k and j to the desired user.  Since the

random variables Xk and Xj are independent if k # j, D11  becomes
NC-1

D11 = C C Rkj 10-““‘“fxj  (~j) dxj *
j = O  k&SC,  k#j

NC-1

loxk’lofxk  (xk) dxk n FX;(xj + mj - mi)

&&,i#k,j

j=l  kcS,,k#j

It is straightforward  to find that

Then, D11 can be written  as follows

x2 (u: + u;) 00 1
D11 = Rkj exp

j = O  k&,k#j 2 J
-J2l;exp

ujz-X$+mj-mk

- hk *)I
[l-Q (“.-Au’;mj..i,l)

In the case that ai = u2, Vk E SC, DI1 becomes

(F-6)

NC-1

Dzl  = c c
j=O k@,,k#j

Rkj exp ( X2u2) 11 -& exp (-g) dz *
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Derivation of D12

Dz2 = E (k$c%)E  (&-) =JWRP  (&) (F-8)

where  LR = xfzNC (;yk, which can be approximated  by a log-normally distributed  random

variable and its statistics  can be found by applying the recursive method described in ap-

pendix E. Therefore,  E (LR)  is

E (L,) = E (lOmRLx”> (
X2U2

= exp RAmR+-2 (F-9)

Following  the same method used in the derivation of Dzl, we can find E (l/We) which  is
NC-1

= C E [lO-a’laj= max{ai),  Vi E sc] * Pr(Aj)
j=O

lo-*IXi#Xj+mj-mi, vi E s,, i # j] P,(Aj)

= Npl exp(--Xmj)  Jm exp(-Xxi) fxj(xj)  dxj *
j=l --oo

n FX;(xj  + mj -mi)

iC&, ,i#j 1
j=O

(F.lO)

Multiplying  the above  two terms,  we get

Dz2  =
1 (

f=P ArnR+y)]  x [eXp(-hj+~)]*

J-1 -&-+dz  { i,~,j[l-Q(u’z-hu’~mj-mi)] ] (F.ll)
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If ai = u2 Vk, then  012 becomes

012 =
1 (
exp AmR + y)] E [eXp(-hj+~)]-

{i~~~j[l-Q(z+mj;mi-~u)l } (F.12)

Special Cases: NC = 1, NC = 2, and ok = CT

1. NC=1

Dz = E (E’;“k)=E ($)

(F.13)

where  rnF = (mR  - mo)  and a; = (ui + ai).

2. NC=2

DZI = k RI-j,j  exp (X'U')  /I-& exp(-z2/2) dz *
j=O

mj - 7721-j
- 2Xu>I

(A2u'J  [ I  -Q (m'>rlmj  - &Au)] (F.14)
j=O

and

Dz2 =

(F.15)

Note that  the above expressions for Dz1  and 012 depend  on the user’s  location  in the

cell. The area-averaged Dz can be evaluated by averaging  over the possible locations  of the

user traversing  the cell.
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