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Abstract
People spontaneously collaborate to solve a common goal.
What factors affect whether teams are successful? Due to
lack of large-scale naturalistic data and methods for investi-
gating scientific questions on such data, previous work has ei-
ther focused on very concrete cases, such as surveys of busi-
ness teams, or abstract cases, such as GridWorld games, where
agents coordinate their movement so that each agent can get to
their own goal without obstructing other agents. We propose a
computational framework based on the multivariate Hawkes
process and a novel algorithm for parameter estimation on
large data sets. We demonstrate the potential of this method
by applying it to a large database of programming teams, pub-
lic GitHub repositories. We analyze factors known to influence
team performance, such as leader organization style and team
cognitive diversity, as well as other factors, such as the bursti-
ness of effort, that are difficult to test using existing methods.
Keywords: Collaborative cognition; Hawkes process; Organi-
zational psychology; Bayesian nonparametrics

Introduction
People naturally form groups to collaborate towards a com-
mon goal. We coordinate to navigate the world (Ho et al.,
2016), to protest inequalities (Korkmaz et al., 2018), to in-
crease efficiency and well-being (Simon, 1991), to solve
problems (Miller, 1951) and crises (Militello et al., 2007),
to conduct science (Wuchty et al., 2007) and for many other
goals. Previous work on collaborative cognition tends to ei-
ther focus on case studies, such as using surveys of company
employees (Kozlowski & Ilgen, 2006), or abstract situations,
such as game-theoretic analyses of whether to cooperate or
defect in the Prisoner’s Dilemma (Rand & Nowak, 2013).
Although these methods have been drastically increased our
understanding of collaboration and competition (e.g., what
mechanisms promote cooperation in competitive scenarios;
Kleiman-Weiner et al. 2016; Rand & Nowak 2013), there is a
need to bridge this gap. In this paper, we propose a large-scale
natural data set and computational framework for analyzing
human collaboration.

Technical approaches for theoretical development, concep-
tualization, and modeling of collaborative cognition come in
many forms, each with specific strengths and weakness. For
example, agent-based simulation can represent individuals in-
teracting in dynamic network structures, but suffer from is-
sues, such as computational difficulties in scaling the number
of agents to realistic numbers, the number of free parame-
ters (whether in model choice or explicit parameters), what

the right level of abstraction should be, and how to evaluate
them with respect to empirical data. This methodology has
been extremely powerful, for example, it is unclear we would
have discovered without these models that cooperation in the
Prisoner’s Dilemma can emerge from natural selection when
the agents play according to how they are networked (Oht-
suki et al., 2006). But due to the simplifications, it is unclear
whether this approach can be applied to any phenomena of
interest (Louie & Carley, 2008).

In this paper, we focus on one aspect of collaborative cog-
nition: how teams act as if they are a single mind when solv-
ing a common task (Searle, 1995; Bacharach et al., 2006).
There are two major challenges facing collective cognition
research on this perspective: (1) a lack of naturalistic data
of real-world problems in the process of being solved and
(2) a lack of formal methods for evaluating such data, which
are richly-structured discrete data over continuous time (Ko-
zlowski et al., 2016). For example, recent work has ex-
plored how pairs of agents can learn to coordinate and gen-
eralize their coordination in ”Grid Worlds” – an environment
consisting of a grid, two circle avatars in the grid, and two
goals that the avatars try to get to without impeding each
other (Austerweil et al., 2016; Ho et al., 2016). To ad-
dress the first problem, we propose analyzing projects (called
repositories) on GitHub, an online social coding platform,
as a source of large-scale, naturalistic data of humans self-
organizing towards solving a common goal. To address the
second problem, we propose using the multivariate Hawkes
process (Hawkes, 1971), a Bayesian nonparametric process,
that, unlike Poisson processes, can capture the bursty nature
of work on GitHub. To do so, we derive a novel approxima-
tion technique that can estimate parameters for a set of richly
structured discrete data.

Introduction to GitHub

GitHub is an online social coding platform. Users can create
projects, called repositories, which are publicly accessible. It
is built on the decentralized software version control platform
git. Each git user of a repository has a full-fledged version
of the project and full control of their local version. They then
can share their changes to others working on the project who
can decide whether to merge them into their own repository.
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Given how decentralized projects managed by git are and
the importance of clear leadership for project success in some
tasks from empirical research in Industrial and Organizational
Psychology (Kozlowski & Ilgen, 2006; D. Wang et al., 2014),
one may be surprised that GitHub is one of the most popular
platforms for collaborative programming projects. This is be-
cause GitHub affords coordination with other team members
in a few ways. (1) Only some members are ”owners” of the
repository, who are allowed to accept proposed changes to the
project (any owner can make another member an owner – the
original creator is the first owner of the repository), (2) a set
of Events that keep track of actions taken by each member
to global repositories, and (3) conversations through differ-
ent media, such as e-mail lists or Reddit. Although the third
method of coordinating is important, we leave it for future re-
search. We will focus on repository ownership and events to
analyze collaborative cognition on GitHub.

There are six main types of Events that we fo-
cus on: CreateEvent, ForkEvent, DeleteEvent,
PullRequestEvent, PushEvent, IssueEvent, and
WatchEvent. Every event is stored with the time when
it occured. Some event types have subtypes that enable
team members to discuss the event. A CreateEvent
occurs when someone creates a new repository or (more
commonly) creates a new ”branch”, which is a copy of the
project attached to the main one. Branches are often used to
prototype new features. Sometimes the prototype works and
a team member proposes incorporating it back into the main
project, which is a PullRequestEvent (an owner then either
accepts or rejects the merger, sometimes after comments
from different members). Sometimes the prototype does
not work, in which case it gets deleted, which is catalogued
by a DeleteEvent. A PushEvent occurs when someone
updates a file in the main public repository. Team members
that discover problems or want to raise other issues can do so
with an IssueEvent. Finally, anyone interested in a project
can get regular updates to any changes by ”watching” the
repository. Whenever a new person watches the repository, a
WatchEvent occurs. Although these events do not catalogue
all work by a team, they provide a lot of information about
how team members collaborate and develop a project. We
will analyze them to test theories of collaboration, but first
we present our computational framework.

A Computational Framework for Teamwork
We formulate our model as a Bayesian nonparametric Point
Process. It is a multivariate Hawkes process, where the di-
mensions correspond to the different types of Events and
marks correspond to the properties of the Event. For exam-
ple, an IssueEvent will be one dimension in the multivariate
Hawkes process, and values of the IssueEvent (such as the
user, the repository, etc) are all part of the mark.

In this section, we first define Stochastic Marked Non-
Homogeneous Poisson Point Processes. Next, we define the
univariate Hawkes process with a simple mark. Then, we for-

mulate a multivariate Hawkes process. Throughout, we will
introduce notation that will become increasingly catered to
the special case of modeling GitHub.

Stochastic Marked Non-Homogeneous Poisson
Point Processes
A Marked Point Process is a sequence of marked random
points, where each point Hi = (ti,ei)i=1,... is composed of a
continuous-valued time value (ti ∈R+, positive real numbers)
and a mark (ei ∈ E , an arbitrary event space E). For the spe-
cific case of modeling GitHub, marks are multivariate points
taking values in the space, {1,2, . . . ,E} × {1,2, . . . ,U} ×
{1,2, . . . ,R}, where E is the number of Event Types, U is
the number of agents, and R is the number of repositories.1

The framework allows for observed mark types to influence
the rates of EventTypes, which will be important for captur-
ing dependencies betweeen EventTypes. For example, a Pu-
shEvent is more likely after a CreateEvent then a WatchEvent.

A Non-homogeneous Marked Poisson Point Process is a
special case of a Marked Point Process, where the number of
points in a period of time [a,b] is Poisson distributed with pa-
rameter

∫ b
a λ(t)dt. λ(t) is an intensity function or the instan-

taneous rate for points to arrive at time t. To capture relations
between EventTypes, agents, and repositories, λθ(t) will be
dependent on θ = (e,u,r), which corresponds to the rate of
users u producing events of type e in repository r. The in-
teractions between the stream of events for users in different
repositories can be distributions other than Possion. They are
defined as appropriate for the domain, which is how we will
include psychologically-based representations in future work.
For this article, we assume each repository, event types, and
users are marked processes with empirical distributions ex-
tracted from real repository data.

Multivariate Hawkes Process with Agent Types,
Repositories, and Communities
In the models discussed above, all events arrive indepen-
dently, either at a constant rate (for Poisson process) or gov-
erned by an intensity function (for the non-homogeneous
Poisson processes). In both cases, they are independent of
events that previously occurred. However, in social environ-
ments, the arrival of an event increases the likelihood of ob-
serving events in the future. To model this phenomena we use
a Hawkes Point Process with a self-exciting kernel in which
an event arrival explicitly depend on past events (Hawkes,
1971). A Point Process is a Hawkes Process if the conditional
intensity function λr(t|Hi = (ti,ei)i=1,...) is:

λ
∗
r (t) = λr(t|H1, . . . ,Hn) = λr,0(t)+ ∑

i:t>ti

φ(t− ti;β) (1)

1Technically, the number of users and repositories are random
variables themselves. Then the second and third dimension of the
mark would each be counting processes. U(t) could encode the
number of users at time t and the probability of a point having a
value on the second-dimension beyond U(t) is null. The same can
be done for repositories.
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where λr,0(t) is the repository intensity based on prior or
exogenous information. The events generated from λr,0(t)
are called immigrant events. Note that when φ = 0, we re-
cover a Poisson Process. φ(t;β) is a kernel function and typ-
ically decays with increasing t and β are its parameters. The
most common decay function is the scaled exponential tak-
ing the following form: φ(t;α,ω) = αωexp{−ωt}, where
β = (α,ω), α ≥ 0 and ω > 0 and α < ω. Another widely
used kernel for modeling social behavior is the power-law
function: φ(t;α,η,γ) = α(t + γ)−(η+1), where α ≥ 0 , γ > 0,
η > 0 and α < ηγη.

After observing an event, the intensity is large for some
time and then decays to zero. Thus, more recent events influ-
ence the current event’s intensity more than older events. This
results in a self-excitatory process, where bursts of points in
a small time period lead to a large increase in intensity in
that region. By defining φ(t) differently, it is also possible
to capture self-inhibiting processes (Yang et al., 2015), which
will be important in capturing an user waiting for other users
(e.g., respond to an IssueEvent). Both properties violate
the memoryless property, and thus, Hawkes processes cap-
ture a broader set of Point Processes then standard nonhomo-
geneous Possion Processes.

As our model is multi-user, multi-event and multi-
repository we will use the multivariate formulation of the
Hawkes process. The basic assumption behind the multivari-
ate Hawkes process is that the arrival of an event in one di-
mension can affect the arrival rates of events in other dimen-
sions according to some generative process. The specification
of the generative process can be as richly structured as appro-
priate for the domain. This enables analysis of structured dis-
crete data over continuous events. We model this dependence
in the following manner: each repository is a Hawkes process,
the Hawkes processes for repositories are interdependent, and
the event types and users as marks. In this paper, we use pair-
wise correlations to capture repository interdependence and
the joint probability of pairs of Event Types is estimated from
our data set.

Using an exponential kernel function, the conditional in-
tensity λ∗r (t) is:

λ
∗
r (t) = λr,0(t)+ ∑

i:t>ti

αri,rωri,r exp(ωri,r(t− ti)), (2)

where αri,r is an interactivity matrix defining how the ri di-
mension influences the r dimension given the values of fea-
tures across the different dimensions at time t. We approx-
imate this matrix via maximum likelihood estimation. The
likelihood of repository r with parameter set β = (α,ω) and
λ0 is (Ozaki, 1979):

lr = exp
{
−
∫ T

0
λr(t|

{
t j
}N

j=1)dt
} N

∏
i=1

λr(ti|
{

t j
}i−1

j=1) (3)

and the log-likelihood, with some simplification, is:

log lr({ti}|ηr) =−λr,0T +
N

∑
i=1

αr (exp(−ωr(T − ti))−1)

+
N

∑
i=1

log(λr,0 +αrωrΩr(i))

where Ωr(i) =∑t j<ti exp(−ωr(t j−ti)), ∀i≥ 2 and Ωr(1) = 0.
Unfortunately we cannot optimize the log-likelihood di-

rectly, because the curvature vanishes. So, we estimate the
parameters by extending a version of Maximum a Poste-
riori Expectation Maximization (Zipkin et al., 2016). Let
τ = (ti) be the sequence of actions performed on a repos-
itory and M = Mi j be a branching matrix of an immigrant
event, where Mi j = 1 if event i is an offspring of event j.
M is the causal cascade structure of sequence of actions per-
formed in a repository. Let p(ϒ;F) be a prior on ϒ = (η,λ0)
with hyperparameter F . We perform MAP estimation us-
ing the EM algorithm to maximize the event stream poste-
rior, p(ϒ|τ,M) ∝ p(τ,M|ϒ)p(ϒ|F). Let logP(τ,M|ϒ,F) =
log p(τ,M|ϒ) + log p(ϒ|F) be the event stream probabil-
ity. We decompose the first term in the following manner:
log p(τ,M|ϒ) = L1(λ0,τ)+L2(η,τ)+L3(η,τ) where

L1(λ0,τ) = −λ0T +b(logλ0 + logT )− logm!
L2(η,τ) = −nΦ(η)+∑

i
diΦ(η)− logmi!

L3(η,τ) = ∑
i j

Mi j [logφ(ti− t j;θ)− logΦ(θ)]

where m = ∑i Mii, mi = ∑ j Mi j, and Φ(η) =
∫

∞

0 φ(t;η)dt.

log p(τ,M;ϒ) =−λ0T +m logλ0 +b logT − log(m!)+

∑
i
[−Φ(η)+mi logΦ(η) log(mi!)]

+∑
i j

Mi j logφ(ti− t j;η)− logΦ(η)

In the E-step of the MAP EM algorithm, we compute the cur-
rent distribution over M. As M is a matrix of branching vari-
ables, each is Bernoulli and so M can be expressed as the
expected branching matrix P = [pi j] based on the data τ and
our current parameter estimate ϒk. The expected branching
matrix at each iteration is Pk+1 = E[M|τ,ϒk]. In the M-step,
we update our parameter estimate to maximize the expecta-
tion of the event stream posterior log-likelihood:

ϒ
k+1 = argmax

ϒ

E[L(τ,M;ϒ,F)|M = Pk+1]

= argmax
ϒ

(E[log p(τ,M;ϒ)|M = Pk+1]+ (E[log p(ϒ,F)])

We use a Gamma prior on α and ω, with parameters (s, t)
and (u,v), respectively. Extending the method in Zipkin et al.
(2016), the EM update steps can be derived using the immi-
grant/offspring interpretation. The ith event is either an immi-
grant or an offspring of one of the previous events. The prob-
ability that the ith event is an immigrant event is proportional
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to λk
0, while the probability that it is an offspring of event j for

j < i is proportional to the kernel function φ(ti− t j;αk,ωk).
The E-step update then is

Pk+1
i j =


1

Λk(i) for i = j
1

Λk(i)φ(ti− t j;αk,ωk) for j < i
0 otherwise

(4)

where the normalization factor is Λk(i) = λk
0 +

∑ j<i φ(tit j;αk,ωk). Finally the M-step is

µk+1 =
1
T ∑

i
Pk+1

ii αk+1 = 1
n+t [∑ j<i Pk+1

i j + s−1](5)

ω
k+1 =

∑ j<i Pk+1
i j + s−1

∑ j<i Pk+1
i j (ti− t j)+ v

(6)

Analyzing Teamwork on GitHub
We now present how GitHub can be used as a naturalistic,
large-scale data set and the Hawkes process to analyze the
dynamics of collaborative cognition. We used a data set of
events from public repositories on GitHub at the start of mid-
night on March 1st 2017 to 11:59pm on August 31st 2017.
We retrieved 456,195 events across 8,083 repositories.

One issue is that not all repositories are collaborative
projects. For example, many repositories are used for web
pages, software tutorials (e.g., learning how to fork reposito-
ries), and other personal usage. Further, many projects be-
come inactive and abandoned without being deleted. We fol-
low best practices for studying GitHub repositories from pre-
vious work in computer science (Kalliamvakou et al., 2016)
by filtering repositories according to the following criteria:
(1) there are at least 10 Events (not counting WatchEvent) in
the data set, and (2) at least three unique ”active” users. We
define an active user of a repository to be someone who had
at least one CreateEvent or PushEvent with it. Using these
criteria, our filtered data set was comprised of 390,277 events
across 1,235 repositories. This leaves us with 86% and 15%
of the total events and repositories, respectively.

Are Hawkes Processes Really Necessary?
Before testing collaborative cognition hypotheses, we pro-
vide some justification for using a more complex process,
a Hawkes process, rather than a standard Poisson process.
From a qualitative perspective, Figure 2 shows the stream
of events over time from a representative project and the best
fits from a Poisson process and a Hawkes process using an
exponential and power-law kernel. Due to its memoryless-
ness property, the Poisson process is simply unable to recre-
ate the bursty dynamics of the event stream. For our data,
the Hawkes process with an exponential kernel provides the
best qualitative and quantitative fit. Thus, for the remainder
of the paper, we only consider the Hawkes process with an
exponential kernel. A quantitative comparison of the model
fits is computationally challenging due to the large number of
repositories. Thus, we approximated by calculating the root
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Figure 1: The repository intensity (µ) of the Hawkes Process
as estimated from the GitHub data. It corresponds closely to
the productivity of the repository.

Event Streams

Empirical Data
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HP with PL Kernel
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0 25 50 75 100 125 150 175 200
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Figure 2: A representative GitHub event stream and samples
from a best-fit Poisson Process and Hawkes Processes with
an exponential and a power-law kernel.

mean squared error (RMSE) of 200 randomly sampled repos-
itories and then 200 randomly sampled events within each of
those repositories. The approximate RMSE for the Hawkes
and Poisson processes were 7.27 and 11.81. Further, Figure
1 the number of watch events is closely related to the esti-
mated repository intensity (ρ = 0.66, p < 0.001), validating
our novel estimation procedure.

.

Testing collaborative cognition
We now turn to testing three different phenomena in collab-
orative cognition and assess how they affect performance:
leadership organization style, diversity, and event dynam-
ics. There is no clear definition of what makes a reposi-
tory successful on GitHub (especially one that can be auto-
matically applied to all repositories). We use the number of
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ρ = 0.60
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Figure 3: Shared leadership is more successful.

WatchEvents for a repository in the six month period as a
measure of project success. When a person chooses to watch
a repository, it means they receive regular updates on any
changes to the repository. These are people who are inter-
ested in the progress of a project, but do not necessarily con-
tribute to it. In fact, they probably do not, as previous work
found that only about 5% of people who watch a repository
end up contributing to it (Sheoran et al., 2014).

Leadership organization style. Previous survey studies
and meta-analyses of them have found that shared leader-
ship (what we call ”horizontal”) is positively associated with
group performance (D. Wang et al., 2014). We test whether
this relationship holds in our large-scale, naturalistic collab-
oration data set. Team members in a repository are split into
two groups: owners and users. Users can create their own
version of a project and build on it on their own. However,
they can only propose changes to the global repository (or
the team’s project). We define leadership style as the per-
centage of active users who are not owners that work on the
project. Lower scores imply a vertical leadership style, where
only a few team members are leaders. Larger scores imply
a horizontal leadership style, where most team members are
leaders. As shown in Figure 3, most teams are horizontally
organized and there is a strong positive relation between hor-
izontal organization and performance (ρ = 0.60, p < 0.001).

Cognitive Diversity. How does the diversity of roles
within a team affect performance? Recent work found that
diversity of roles (cognitive diversity) is positively related to
team creativity when there are leaders that serve as role mod-
els for other team members, but negatively associated other-
wise (X.-H. Wang et al., 2016). Given that we found higher
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Figure 4: Teams with less cognitive diversity are more pro-
ductive. The cognitive role of a team member was quantified
as the distribution of event types that they produced.

performance in programming projects when the leadership
style was more distributed, we expect that cognitive diversity
may hurt productivity on GitHub, rather than enhance it.

To assess the role of cognitive diversity in team perfor-
mance on GitHub, we quantified the similarity between two
users as the inner product of the distributions of events pro-
duced by each user across all repositories. The diversity score
of a repository was defined to be the average pairwise simi-
larity of active repository users. Due to computational con-
straints, for repositories with many users, we approximated
the quantity by averaging 10,000 randomly selected pairs of
users. Figure 4 shows that teams with less diverse roles per-
formed better (ρ≈ 0.60, p < 0.001).

Bursts. Are particular leadership organizations related
with differences in how bursty the team’s progress is on the
project? Is burstiness related to performance? Thanks to the
Hawkes process formalism, we can address this question by
examining the relation between leadership style and the fit α

parameter associated with the repository. Interestingly, Fig-
ure 5 shows that more centralized leadership organization is
associated with burstier progress (ρ= 0.39, p< 0.001). How-
ever, burstiness has only a very weak effect on performance
(ρ =−0.13, p < 0.001). Note that this analysis was only pos-
sible to conduct due to the computational formalism for ana-
lyzing teamwork presented in this paper.

Discussion, Limitations, and Conclusions
In this article, we proposed, validated, and used a novel com-
putational framework for analyzing large-scale real-world
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Figure 5: More vertically organized leadership styles are
burstier.

collaboration data: The Multivariate Hawkes Process. We
demonstrated how it can be used to test constructs in col-
laborative cognition. For example, we found that horizontal
leadership structures were more successful. This may be spe-
cific to programming projects that naturally break into differ-
ent pieces that can be worked on individually and integrated
later. Future work will need to follow up on this and the other
findings

As a proof of concept, we made a number of assumptions
and simplifications. We assumed the only relation between
events and teams are pairwise correlations. Further, we ig-
nored an event’s content, focusing on statistical patterns. In
future work we plan to extend our work to address these lim-
itations and incorporate social and cognitive principles (e.g.,
scripts for how events usually occur on GitHub; Schank &
Abelson 1977), and examine whether the framework general-
izes to analyzing other social domains (e.g., Reddit). Recent
work suggests cognitive structures, such as shared memory,
are essential for understanding team performance (DeChurch
& Mesmer-Magnus, 2010). Additionally, we assumed that
our results generalize to all task types solved by teams. How-
ever, psychologists have organized task types into ontologies
(Wildman et al., 2012), and we plan to examine whether our
results generalize across tasks. Shared programming projects
may lend themselves more naturally to distributed, horizontal
leadership structure, whereas a clear leader or established or-
ganizational identity may be needed to solve other tasks, such
as putting out a fire (Mesmer-Magnus et al., 2018).

Our computational framework is built using probabilistic

modeling. This enables us to conduct principled analyses
that would otherwise be difficult or impossible in other frame-
works. Recent work has analyzed determining automated in-
terventions on social media using a similar probabilistic mod-
eling framework (Farajtabar et al., 2017). For example, using
point processes and Markov decision processes, Farajtabar
et al. (2017) created a method for mitigating the spread of
Fake News through online social networks. We are excited to
adapt these techniques into our framework, which would en-
able us to see how intervening on GitHub repositories (e.g.,
stopping support for TensorFlow) or counterfactual questions
(e.g., how would machine learning applications be affected if
TensorFlow were never made public).
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