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ABSTRACT OF THE DISSERTATION 
 
 

 
Touring the Conformational Landscape of Proteins with High-Pressure SDSL EPR Spectroscopy 

 
by 

 

Michael Lerch 

Doctor of Philosophy in Chemistry  

University of California, Los Angeles, 2015 

Professor Wayne L. Hubbell, Chair 

 

Proteins in solution are dynamic molecules that exhibit conformational flexibility across 

a range of time and length scales, and characterizing the functional role of protein motion is a 

primary goal in molecular biophysics. High hydrostatic pressure has emerged as a powerful 

probe of protein conformational flexibility. Development of instrumentation and methodologies 

that enable electron paramagnetic resonance (EPR) experiments on proteins at high pressure is 

the central aim of the work presented in this dissertation. 

Pressurization of proteins reveals regions of elevated compressibility, and thus flexibility, 

within individual conformational states, but also shifts conformational equilibria such that 

“invisible” excited states become accessible for spectroscopic characterization. Current evidence 

indicates that pressure cleanly shifts the relative populations of states solely according to 

differences in partial molar volume without altering the shape of the conformational free energy 

landscape. Thus, variable pressure is a powerful tool for dissecting details of the landscape, and 

site-directed spin labeling coupled with electron paramagnetic resonance spectroscopy (SDSL 



 iii 

EPR) is an ideal strategy in terms of sensitivity and time scale to detect the effects of pressure 

and interpret them in terms of structure and dynamics. In this dissertation, newly developed high-

pressure instrumentation for both variable-pressure continuous-wave EPR and pressure-resolve 

double electron-electron resonance (PR DEER) of proteins in aqueous solution is described. The 

applications presented illustrate the considerable potential of the methods to: (1) identify 

compressible (flexible) regions in a folded protein; (2) determine thermodynamic parameters that 

relate conformational states in equilibrium; (3) populate and characterize excited states of 

proteins undetected at atmospheric pressure; (4) reveal the structural heterogeneity of 

conformational ensembles and provide distance constraints on the global structure of pressure-

populated states. The SDSL EPR results are complemented by global secondary structure 

information provided by high-pressure circular dichroism experiments.  

This work lays the foundation for future developments in high-pressure SDSL EPR, 

including pressure-jump relaxation spectroscopy to determine the lifetime of conformational 

states in the millisecond range and high pressure saturation recovery exchange spectroscopy to 

enable measurement of lifetimes of states in the microsecond range. SDSL EPR has unique 

advantages for the study of membrane proteins in their native environment under physiological 

conditions, and applications of high-pressure SDSL EPR to explore the conformational equilibria 

and dynamics of integral membrane proteins is a high priority for future work.  
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Chapter 1: Introduction to electron paramagnetic resonance 

1.1 Summary 

 This chapter contains a brief overview of electron paramagnetic resonance (EPR) theory. 

The contents are limited to the principles underlying EPR of nitroxides that have been attached 

to proteins via site-directed spin labeling (SDSL). For a more complete treatment of magnetic 

resonance theory, the reader is referred elsewhere (1-4). The present discussion begins with a 

description of the SDSL technique and the nitroxide-containing label R1 used in this dissertation, 

followed by examples from the literature that illustrate the ability of SDSL EPR to report local 

protein dynamics. Next, a description of the basic resonance condition and relaxation theory 

general to EPR spectroscopy is presented. The focus is then narrowed to nitroxides, in particular 

the structural aspects of nitroxides that influence the spectral lineshape. Then, a spectral 

simulation method for analyzing the motional dependence of the lineshape of nitroxide-labeled 

proteins in solution is described. Finally, the double electron-electron resonance (DEER) 

technique for determining inter-spin distances in doubly-labeled proteins is introduced.  

1.2 Site-directed spin labeling 

 The concept of an environmentally sensitive “reporter” group targeted and covalently 

attached to a specific protein residue via a “positioning” group was introduced by Koshland for 

the purpose of monitoring functionally relevant changes in protein structure (5). This concept 

was extended to electron paramagnetic resonance (EPR) a year later by McConnell (6), where 

the idea of incorporating stable free radicals into proteins to serve as reporter groups for EPR 

was introduced in a method termed “spin labeling.” Nitroxide derivatives were the first spin 

labels used in EPR spectroscopy, and are still by far the most common, although other stable 

radicals have been used (7-10). Nitroxides are stable over a pH range of 3-10 and temperatures 
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up to 80oC (11). Quaternary carbons at the neighboring bonds protect the radical from 

disproportionation reactions (12), and incorporation of the nitroxide group into a ring structure 

(six-membered piperidine or five-membered pyrrole) limits the flexibility of the nitroxide. One 

potential limitation is that nitroxide-containing spin labels are susceptible to reduction to the 

diamagnetic (EPR silent) form by mild reducing agents (13). 

 One option for spin-labeling the protein of interest is to label native residues. Functional 

groups with specific reactivity for a particular amino acid side chain allow covalent attachment 

of spin labels. Maleimide and methanethiosulfonate groups react with cysteine residues, while 

hydroxylsuccinimide reacts with lysines. Lysine residues are typically more abundant than 

cysteines, therefore cysteines are usually preferred in order to provide more specific, localized 

information in the EPR spectrum. Even though different positioning groups allow some 

versatility with respect to the incorporation of spin labels into proteins, the limitation to naturally 

occurring residues and the inability to select one site from among all cysteine or lysine locations 

was a significant limitation to early applications of EPR in proteins.  

 Development of site-directed mutagenesis and recombinant protein expression and 

purification techniques in the late 1980s provided the groundwork for a major advancement in 

biophysical EPR, wherein spin labels could be introduced site-specifically into any recombinant 

protein in a technique pioneered by Hubbell (14) known as site-directed spin labeling (SDSL). 

This is shown schematically in Figure 1.1A, where a native residue is mutated to a cysteine, 

which is then reacted with a nitroxide derivative to generate a nitroxide side chain.  
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Figure 1.1 Site-directed spin labeling. (A) A native residue (left panel) is mutated to cysteine (center panel). The 
mutant is expressed and purified, and then a sulfhydryl-specific nitroxide-containing reagent is reacted with the 
protein to generate a spin label side chain (right panel). In the example shown here, a native histidine is mutated to a 
cysteine, and a methanethiosulfonate spin label reagent reacts with the cysteine to generate an R1 side chain linked 
to the protein through a disulfide bond. The dashed line indicates the intraresidue Sδ-HCα bond that restricts rotation 
about the first two side chain bonds. (B) Designations of the five dihedral angles of R1 discussed in the text.   
 
 The nitroxide side chain used almost exclusively in the work presented in this dissertation 

is that designated R1 (Figure 1.1), utilized by reaction of 2,2,5,5-tetramethyl-pyrroline-1-oxyl 

methanethiosulfonate with the thiol of a cysteine to generate a nitroxide side chain covalently 

attached to the protein via a disulfide linkage. This commonly used spin label is well-

characterized (15, 16) and advantages of the R1 label as a probe of protein dynamics include its 

relatively small size, with a molecular volume comparable to tryptophan, and its relatively 

flexible linker, which helps minimize perturbations to the protein structure and stability. The 

effect of R1 on protein structure and stability has been extensively studied and found to be 

minimal, particularly for solvent-exposed surface sites (7, 15) like those used in this dissertation. 

A potential disadvantage to thiol-reactive labels is the necessity for eliminating native cysteines 

by replacement with alanine or serine. This is not an issue for the two proteins studied in this 
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dissertation, but alternative strategies based on the incorporation of unnatural amino acids with 

bio-orthogonal groups for site-specific labeling are available (17, 18). 

 As discussed in the following sections of this chapter, the EPR spectrum is highly 

sensitive to motion of the nitroxide on the ns time scale, which contains contributions from 

protein rotary diffusion, local backbone fluctuations, and internal motion of the nitroxide side 

chain. In this dissertation, molecular motions are quantified in terms of a rotational correlation 

time τ unless specified otherwise. τ is related to the diffusion coefficient for molecular motion 

and indicates the characteristic time scale for fluctuations. Generally, a correlation time is the 

characteristic time for decay of an autocorrelation function. For isotropic rotational Brownian 

motion, τ is defined as 1/6D, where D is the spherical diffusion coefficient (4). The rotary 

diffusion of the protein makes a negligible contribution for membrane-bound proteins and 

soluble proteins with MW ≳ 50 kDa, and may be minimized for smaller soluble proteins by 

increasing the effective viscosity of the solution or site-specific attachment to a solid support (19, 

20).  

 The two remaining contributions to the motion of the nitroxide group are local backbone 

fluctuations and internal side chain motion. Ultimately the primary interest lies in local protein 

structure and dynamics, and interpretation of EPR spectra in terms of protein motion generally 

requires knowledge of the internal dynamics of the spin label side chain. In principle, internal 

motion of the spin label side chain may be reduced by developing more rigid and/or bulkier spin 

labels, but in practice a certain degree of flexibility in the spin label helps avoid distorting the 

native protein structure as mentioned above. The structural basis for spin label motion is best 

understood for R1 at solvent-exposed surface sites on helices and loops, wherein density 

functional calculations (16) and high-resolution crystal structures of spin-labeled T4 lysozyme 
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(15), Spa15 (21), CylR2 (22), KcsA (23), and LeuT (24) have demonstrated a ubiquitous intra-

residue hydrogen bond (Sδ-HCα) in R1 that restricts rotational motion about the first two bonds 

(X1 and X2, Figure 1.1). This, in combination with the restriction in X3 due to the rotational 

barrier common to disulfide bonds (25), results in anisotropic motion of the nitroxide due to 

rotation about X4 and X5. This “X4/X5 model” was originally proposed based on analysis of 

solution-based EPR measurements of T4 lysozyme using spin labels with various side chain 

structures (9), and is supported by earlier mutational analysis and side chain structure variation 

experiments (7, 8). Spin label dynamics in β structures are complicated by the increased 

propensity for interactions with neighboring residues, but progress has been made in the recent 

reporting of crystal structures of spin-labeled soluble (26) and membrane-bound (27) β proteins. 

 Non-interacting surface sites on helices/loops exhibit site-independent internal motion, 

therefore site-to-site variation in motion is due to contributions from local backbone motion. This 

is strongly supported by comparison of SDSL EPR data with results from previous studies 

employing other techniques. A detailed discussion of the motional dependence of the EPR 

spectral lineshape is presented later in the chapter. Next, illustrative examples of the sensitivity 

of EPR to local protein dynamics are briefly reviewed, wherein variation in ns timescale motion 

reported by lineshape analysis matched expectations for local motion based on published results.  

 In the case of the basic leucine zipper of yeast transcription factor GCN4 (GCN4-58 

bZip), 15N relaxation NMR experiments identified a gradient of motion along the DNA-binding 

region corresponding to relatively large backbone motions involving fluctuations between helical 

and non-helical conformations (28). A series of 27 singly spin-labeled mutants of this protein 

yielded spectra with sharp resonance lines in the DNA-binding region, consistent with the local 

disorder identified in this sequence by NMR. Spectral simulations (29) and a semi-quantitative 
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measure of motion based on the central linewidth, referred to as the scaled mobility parameter, 

revealed that the site-specific variation in EPR spectral lineshape captured the same motional 

gradient first identified by NMR (30). This was a landmark demonstration of the contribution of 

backbone motion to the spectral lineshape. However, the backbone motion was relatively high 

amplitude in the DNA-binding region in which the motional gradient was observed and 

measured. This leaves an open question as to the contribution of smaller amplitude backbone 

fluctuations, e.g. helical rocking motions.  

 Although contribution of local backbone fluctuations to the EPR lineshape was reported 

previously (7, 9, 30, 31), the study of myoglobin by López et al. (32) provided an extensive and 

thorough demonstration that even subtle variations in backbone fluctuations are reflected in the 

spectral lineshape. In this study, 29 non-interacting surface sites on holomyoglobin were labeled 

with R1, one at a time. As with the GCN4-58 bZip study, the EPR spectra were analyzed using 

the scaled mobility parameter and spectral simulations. Site-specific variation in these EPR-

based measures of motion was compared to the local fractional buried surface area to determine 

whether local backbone fluctuations contributed significantly to the EPR lineshape. This 

comparison operates under the assumption that as the buried surface area increases, the greater 

number of atomic contacts made by the helix will decrease its mobility. Remarkably, the EPR-

based measures of motion were found to correlate well with local packing.  

 Interestingly, the H-helix in holomyoglobin exhibits a gradient of motion, with motion 

increasing from the N- to C-terminal end of the helix, based on crystallographic B-factors. In 

analogy with the GCN4-58 bZip study, the EPR spectra of sites in the H-helix of myoglobin 

reflected a gradient of motion consistent with expectations, although in the case of 
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holomyoglobin the motions consisted of small-amplitude backbone fluctuations within an intact 

helix.  

 The model for R1 motion and experimental results discussed above pertain to non-

interacting surface sites. Contact and buried sites exhibit spectra reflective of highly restrictive 

motion due to interaction of the nitroxide with the local protein environment, and therefore the 

motion no longer follows the model for non-interacting sites. However, the dramatically different 

spectral lineshape due to interaction with the local environment makes the EPR spectrum an 

exquisitely sensitive probe of protein conformational exchange for properly placed residues (30, 

32, 33), as discussed in detail in chapter 2.  

 The information presented in this section served to introduce the technique of SDSL EPR 

and the specific nitroxide spin label used in the work presented in this dissertation. In the 

following sections, the basic resonance condition and relaxation processes common to all EPR 

experiments will be covered. Then, the focus will narrow to theoretical and experimental aspects 

of EPR of spin-labeled proteins.  

1.3 The resonance condition 

The electron is a fermion (spin quantum number s = ½) with an intrinsic angular 

momentum, or spin angular momentum, denoted by S with a value of 

𝑆 =  ℏ�𝑠(𝑠 + 1) = √3
2
ℏ  [1.1] 

where ℏ is the reduced Planck constant and is equal to the Planck constant ℎ divided by 

2π. Electrons are charged particles, therefore the angular momentum gives rise to an electronic 

magnetic moment given by  

𝛍𝐞 = −gβe𝐒 [1.2] 
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where the vectors 𝐒 (in units of ℏ) and 𝛍𝐞 represent the electron angular momentum and 

magnetic moment, respectively. In [1.2], g is the electronic g-factor (g ≈ 2.002319 for a free 

electron), and βe is the Bohr magneton 

βe = eℏ
2m

   [1.3] 

The collection of constants that comprise βe are the rest mass of an electron m, the elementary 

charge e, and ℏ, defined above. βe is positive using this definition, but the electron is negatively 

charged, therefore expression [1.2] includes a negative sign to indicate that the vector µe is anti-

parallel to the vector S (Figure 1.2). The total magnetic moment of an electron bound to a 

nucleus contains contributions from the spin term defined in [1.2] and an analogous orbital 

angular momentum term, but for organic radicals such as nitroxides the orbital angular 

momentum is largely quenched (34). In such cases, 𝛍𝐞 and 𝐒 are anti-parallel as specified by 

[1.2] and deviations in the value of g from that of a free electron account for the contribution of 

the orbital angular momentum from spin-orbit coupling. An orbital magnetic moment that is not 

aligned perfectly with the spin magnetic moment generates g-anisotropy that is accounted for by 

employing a tensor representation for g, as described in section 1.5.  

The interaction energy E of a magnetic dipole moment 𝛍 in a magnetic field 𝐇𝟎 is given 

by the dot product of the two vectors 

E =  −𝛍 ∙ 𝐇𝟎   [1.4] 

Combining [1.2] and [1.3] yields the energy of the interaction between electron spin angular 

momentum and an external field, termed the Zeeman interaction.  

E =  gβe𝐒 ∙ 𝐇𝟎  [1.5] 

If the applied field 𝐇𝟎 is uniform and along a single axis defined as z, the interaction energy is 

then proportional to Sz, the projection of S along the z-axis and [1.5] becomes  
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E =  gβe
ℏ
𝑆z𝐻z   [1.6] 

where 

𝑆z = msℏ   [1.7] 

The secondary spin quantum number ms can take one of 2s + 1 values ranging from +s to –s in 

increments of one. For an electron s = ½ and therefore ms can take two values, +½ and –½, 

generating two possible energies in [1.6]. It should be noted that the magnitude of S is fixed, and 

is defined by the value of the spin angular momentum given by [1.1]. The vector S (and thus µe) 

is not directly aligned with the z-axis defined by H0. The two possible spin states restrict S to 

two possible angles with respect to the z-axis, and therefore the projection of S along the z-axis 

can take one of two values. In the ms = +½ state, the projection of S along the z-axis runs in the 

+z direction; this is referred to as the spin +½ state or the spin-up state. In the ms = –½ state, Sz 

is along the –z direction; this is the spin –½ state or the spin-down state.  

 According to [1.6], the energy of the spin +½ state will be positive and the energy of the 

spin –½ state will be negative, relative to zero field where the energy associated with both 

orientations is zero (Figure 1.2). The energies of spin states defined in [1.6] assume all 

orientations of S are iso-energetic (degenerate) in the absence of an external field. This is not 

strictly true for systems with total spin quantum number >½, including the nitroxides considered 

here wherein the unpaired electron is bound to a nucleus with spin = 1, and there is a splitting of 

energy levels even at zero field (i.e., zero field splitting). Additional contributions to spin state 

energies in the high-field limit will be considered in section 1.5, but this section is limited to the 

interaction of an electron spin with an applied magnetic field.  
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Figure 1.2 The basic resonance condition for an isolated electron spin. The energy separation between the two spin 
states increases linearly with magnetic field strength, and a transition between states may be stimulated if the 
indicated condition for radiation frequency and magnetic field is met (see [1.10]). On the right, arrows indicate the 
alignment of the projection of 𝐒 and 𝛍𝐞 on the axis of the external field H0 for each spin state.  
 

Transitions between the spin +½ and spin –½ states can be induced by radiation of the 

proper frequency and polarization. The energy difference between the spin +½ and spin –½ 

states is  

ΔE =  E �𝑆z = + 1
2
ℏ� − E �𝑆z = −1

2
ℏ� = gβe𝐻z     [1.8] 

The energy of radiation is proportional to its frequency according to the Planck relation 

E =  ℎν  [1.9] 

Therefore, the frequency of radiation required to excite a spin-state transition is given by  

ℎν = gβe𝐻z  [1.10] 

As indicated in [1.10], the frequency of radiation required to excite a transition is directly 

proportional to the magnitude of the applied field, illustrated graphically in Figure 1.2. The 

proportionality constants between field and frequency include ℎ and βe, which are invariant, and 

the g-factor, which depends on the particular system (see section 1.5). 
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 When the frequency and magnetic field are matched to induce a transition according to 

[1.10], time-dependent perturbation theory states that the radiation may be treated as a 

perturbation V(t) with the following probability of transition between states α and β: 

 Pαβ =  2π
ℏ

|⟨β|V|α⟩|2𝛿(ΔE− ℎν)  [1.11] 

The Dirac delta 𝛿(ΔE− ℎν) serves to impose the requirement of [1.10] that the frequency of 

radiation match the energy difference between states, and |⟨β|V|α⟩|2 represents the degree to 

which the states are mixed by the perturbation V(t) (4). The transition probability given by [1.11] 

is equivalent in either direction (i.e., |⟨β|V|α⟩|2 = |⟨α|V|β⟩|2), therefore for the two-state 

electron spin system under consideration here, the transition probability is equivalent for the 

transition from spin +½ to spin –½ and  vice versa. A net absorption of radiation will therefore 

only occur if there is a difference in the population of spins in the two states.  

A population difference is observed for an ensemble of spins in the presence of an 

applied field. The Boltzmann distribution law gives the relative population of spins in the +½ 

and –½ state at thermal equilibrium as a function of the energy separation between states,  

𝑁+
𝑁−

= 𝑒−�
ΔE

kT� � = 𝑒−�
gβe𝐻z

kT� �   [1.12] 

where N+ is the number of spins in the +½ state, N– is the number of spins in the –½ state, k is 

the Boltzmann constant, T is the temperature in Kelvin, and ΔE is the energy separation defined 

in [1.8]. As an example, consider the population difference anticipated at the commonly used X-

band frequency, ≈ 9.5 GHz. This corresponds to a resonant field of ≈3400 Gauss, which yields a 

population ratio 𝑁+
𝑁−

 = 0.99847, or a difference of ≈0.08% in the equilibrium population of the two 

states at room temperature (298 K). As a side note, EPR uses radiation in the microwave 

frequency range and the different frequencies employed are often referred to using the frequency 
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band nomenclature originally developed during World War II. X-band is one commonly used 

frequency range; another is Q-band (≈35 GHz).  

 The transition between spin –½ and spin +½ states described above constitutes the 

fundamental spectroscopic transition measured in the EPR experiments reported in this 

dissertation. However, as implied by the introduction of [1.12], an ensemble of spins is 

monitored experimentally, and the description of this system developed by Bloch will be 

explored next. 

1.4 The Bloch equations and magnetic relaxation 

A phenomenological description of the behavior of an ensemble of spins in an applied 

field in terms of a single bulk magnetization vector M was developed by Felix Bloch in 1946 (1, 

35). The time evolution of M is defined in the Bloch equations using the characteristic relaxation 

times T1 and T2. An abbreviated description of the Bloch equations is presented below, with the 

aim of illustrating two key results: the Lorentzian lineshape of the absorption spectrum, and the 

T1 and T2 dependence of the linewidth.  

In classical electromagnetism, a magnetic dipole moment 𝛍 in a magnetic field H 

experiences a torque given by 𝛍 × 𝐇, equal to the rate of change of its angular momentum 𝑑𝛍
𝑑𝑡

. An 

electron possesses a magnetic moment proportional to its spin angular momentum as expressed 

in [1.2], and treating the electron magnetic moment classically yields 

𝑑𝛍𝐞,i
𝑑𝑡

= γ𝛍𝐞,𝐢 × 𝐇  [1.13] 

where γ is the gyromagnetic ratio 

γ = gβe
ℏ

  [1.14] 

The torque defined by [1.13] results in precession of 𝛍𝐞,𝐢 about the axis of 𝐇 with an angular 

frequency ω0 known as the Larmor frequency, given by  
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ω0 = γ𝐻  [1.15] 

where H is the magnitude of the field. Expression [1.15] is equivalent to [1.10] with the ordinary 

frequency ν replaced by the angular frequency ω because the motion being described here is 

rotational. The two are related by 

ω = 2πν  [1.16] 

where ν is in units of s-1 and ω is in units of rad* s-1. Thus, the Larmor frequency is both the 

precession frequency of 𝛍𝐞,𝐢 and the angular frequency required to excite a transition for the 

energy level separation specified in [1.8]. The total electron magnetic moment, represented by 

the bulk magnetization vector 𝐌, is arrived at by a sum over all electrons in the ensemble. 

𝐌 = ∑𝛍𝐞,𝐢  [1.17] 

The motion of 𝐌 in the presence of 𝐇 is analogous to that of the individual 𝛍𝐞,𝐢. 

𝑑𝐌
𝑑𝑡

= γ𝐌 × 𝐇  [1.18] 

H may be decomposed into two components, 

𝐇 = 𝐇𝟎 + 𝐇𝟏  [1.19] 

H0 is a large steady field applied along a single axis defined as z, and as discussed in section 1.2 

it is responsible for splitting the energy levels of the spin states. 𝐇𝟏 R is an oscillatory field 

generated by microwave radiation with frequency defined in [1.8-10], and is usually weak for 

reasons presented below.  

Expression [1.18] defines the rate of change of 𝐌 due to the externally applied field 𝐇, 

but it doesn’t account for relaxation processed due to internal fields within the sample. The 

contribution to the time evolution of 𝐌 from relaxation may be defined with respect to the three 

principal axes x, y, and z using the following expressions: 

𝑑𝑀z
𝑑𝑡

= −𝑀z−𝑀0
T1

  [1.20] 
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𝑑𝑀y

𝑑𝑡
= −𝑀y

T2
  [1.21] 

𝑑𝑀x
𝑑𝑡

= −𝑀x
T2

  [1.22] 

According to these expressions, magnetization along the z axis Mz will relax to its equilibrium 

value M0 at a rate determined by the relaxation time constant T1, and magnetization 

perpendicular to the large steady field 𝐇𝟎 will relax to an equilibrium value of zero with the 

relaxation time constant T2.  

 The time dependence of the bulk magnetization in the presence of the external fields 𝐇𝟎 

and 𝐇𝟏 and relaxation mechanisms T1 and T2 is  

𝑑𝐌
𝑑𝑡

= γ𝐌 × 𝐇𝟎 + γ𝐌 × 𝐇𝟏 −
𝐤(𝑀z−𝑀0)

T1
− �𝐢𝑀x+𝐣𝑀y�

T2
  [1.23] 

where i, j, and k are unit vectors in the x, y, and z direction. The torque imposed on M by the 

large uniform field 𝐇𝟎 will result in clockwise precession about z when viewed along the 

positive z direction. In EPR experiments the 𝐇𝟏 field oscillates with frequency ω0 and is linearly 

polarized in a direction perpendicular to 𝐇𝟎. 𝐇𝟏 R can be decomposed into two circularly polarized 

fields precessing in opposite directions, only one of which has a significant effect on the bulk 

electron magnetization because it precesses in the same direction and at the same frequency (i.e. 

is coherent). A solution to the Bloch equations is achieved using a transformation from a static 

frame of reference to a rotating frame defined by the circularly polarized component of 𝐇𝟏 

precessing in the clockwise direction, 𝐇𝟏
′ . M is defined in the rotating coordinate system as  

𝐌 = 𝐢′𝑢 + 𝐣′𝑣 + 𝐤′𝑀z   [1.24] 

where 𝐢′ is a unit vector in the same direction as 𝐇𝟏
′ , 𝐣′ is a unit vector in the xy-plane 

perpendicular to 𝐢′, and 𝐤′ is a unit vector pointing along the z-direction defined by 𝐇𝟎 (𝐤′ = 𝐤) 

(Figure 1.3).  
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Figure 1.3 The static and rotating coordinate systems 
used in the Bloch relaxation equations. The static 
coordinate system is shown in black, with the z-axis 
defined by the direction of 𝐇𝟎. The rotating 
coordinate system is shown in red, where the x’ axis 
is defined by the direction of 𝐇𝟏

′  and the direction of 
precession is indicated by a dashed arrow. The 
magnitude of 𝐌 projected along the x’, y’, and z’ 
axes of the rotating system is 𝑢, 𝑣, and 𝑀z, 
respectively. A magnetic moment vector 𝛍𝐞 for a 
single electron spin is shown, and the dashed arrow 
indicates the precession direction. If the precession 
frequency of 𝛍𝐞 matches that of 𝐇𝟏

′ , a spin state 
transition may be induced. 

 

The time evolution of 𝑢, 𝑣, and 𝑀z is 

𝑑𝑢
𝑑𝑡

= (ω0 − ω)𝑣 − 𝑢
T2

  [1.25] 

𝑑𝑣
𝑑𝑡

= −(ω0 − ω)𝑢 + γ𝐻1𝑀z −
𝑣
T2

  [1.26] 

𝑑𝑀z
𝑑𝑡

= −γ𝐻1𝑣 −
𝑀z−𝑀0
T1

  [1.27] 

The solution to these equations in the steady-state, where 𝑑𝑢
𝑑𝑡

= 𝑑𝑣
𝑑𝑡

= 𝑑𝑀z
𝑑𝑡

= 0, is 

 𝑢 = γ𝐻1T22(ω0−ω)𝑀0
1+T22(ω0−ω)2+γ2𝐻12T1T2

  [1.28] 

𝑣 = γ𝐻1T2𝑀0
1+T22(ω0−ω)2+γ2𝐻12T1T2

   [1.29] 

𝑀z = 1+T22(ω0−ω)2

1+T22(ω0−ω)2+γ2𝐻12T1T2
    [1.30] 

The average power absorbed by the sample over one cycle of the 𝐇𝟏
′  field is  

P(ω) = ωγ𝐻12T2𝑀0
1+T22(ω0−ω)2+γ2𝐻12T1T2

  [1.31] 

 However, the recorded signal in most commercial EPR spectrometers is not the power 

absorbed by the sample, but rather the out-of-phase component of 𝐌 in the rotating frame 𝑣. In 

the standard EPR experiment used to measure the resonance lineshape, 𝐇𝟏
′  is applied using 
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microwave radiation at a constant frequency and the large steady field 𝐇𝟎 is slowly swept 

through the resonance line. This is referred to as a continuous-wave (CW) EPR spectrum, or 

simply an EPR spectrum. The signal 𝑣 in terms of field-dependence is  

𝑣 = γ𝐻1T2𝑀0
1+γ2T22(𝐻0−𝐻)2+γ2𝐻12T1T2

  [1.32] 

where the signal maximum occurs when the applied field strength H matches the resonant field 

strength H0. The absorption lineshape is Lorentzian (Figure 1.4A and B), and the full width at 

half-height ΔH1/2 is  

ΔH1/2 = � 2
γT2

� s−1/2  [1.33] 

where the saturation factor s is 

s = 1
1+γ2𝐻12T1T2

  [1.34]  

Most EPR spectrometers employ field modulation (Figure 1.4A), therefore the signal recorded is 

the derivative 𝑑𝑣
𝑑𝐻

 where the peak-to-peak linewidth ΔHpp is  

ΔHpp = � 2
31/2γT2

� s−1/2  [1.35] 

The term γ2𝐻12T1T2 in [1.34] is small for weak H1, and s ≈ 1 under these conditions. This is 

referred to as the non-saturating limit, and in this limit the linewidth given by [1.33] and [1.35] is 

dependent on T2 but not T1.  

 All CW EPR spectra reported in this dissertation were collected in the non-saturating 

limit. In this limit the signal is directly proportional to H1 as indicated by [1.32]. Experimentally, 

it is the power of the microwave radiation used to generate H1 that is controlled; the two are 

related by  

𝐻12 = KPw  [1.36] 
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where K is a constant of order 1 and Pw is the microwave power (2). According to [1.36] and 

[1.32] the signal amplitude is directly proportional to Pw
1/2 in the non-saturating limit. At higher 

powers, the relaxation processes are not sufficiently fast to return the system to the equilibrium 

distribution of spins in the +½ and –½ state (as defined by the Boltzmann distribution [1.12]). 

When the power exceeds the non-saturating limit the saturation factor deviates from one, 

resulting in a non-linear dependence of the signal amplitude on Pw
1/2 and a dependence of the 

linewidth on T1 and power instead of just T2.  

 
Figure 1.4 The Lorentzian lineshape, magnetic field modulation, and saturation effects. (A) The Lorentzian 
absorption lineshape is shown, with the full-width at half-height defined by [1.33] labeled. As the magnetic field 
strength is slowly swept through the resonance line, it is modulated at a fixed frequency with an amplitude given by 
H(j)-H(i). The amplitude of the signal 𝑣 will oscillate between 𝑣(i) and 𝑣(j). (B) The detector monitors the signal at 
the frequency and phase set by the field modulation, resulting in the first-derivative lineshape shown. (C) Power 
saturation curve showing the behavior of the signal amplitude as power is increased, and the hypothetical signal 
amplitude in the absence of saturation (red).  
 

 A plot of signal amplitude vs. Pw
1/2 is called the power saturation curve (Figure 1.4C), 

and this illustrates the linear relationship at low powers and the reduction in signal amplitude at 

higher powers compared to the hypothetical non-saturated signal amplitude. A saturation curve 

may be used to determine the appropriate power range for measuring the CW EPR spectrum to 

avoid saturation. Alternatively, the saturation behavior may be utilized for determining T1 and 

T2 by measuring the signal amplitude and linewidth across a wide range of applied microwave 
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power, from the non-saturating to saturating regime (2). A direct measure of T1 is possible using 

the saturation recovery method (36).  

 T1 relaxation occurs through exchanges of energy between the spin and its surroundings 

that result in a transition from spin –½ to spin +½ or vice versa. As noted above, energy on the 

order of the separation between the two energy levels (i.e., radiation at the Larmor frequency) is 

required to induce such a transition. In early magnetic resonance experiments on crystalline 

solids, the degree to which the lattice thermal energy in the form of vibrations matched the 

energy of the spin transition was found to determine T1 (1), thus this is often referred to as the 

spin-lattice relaxation time. Stronger coupling results in a more rapid return to equilibrium, 

therefore T1 becomes shorter. In solution, mechanisms other than vibrational relaxation are 

known to be significant (37-41), but the relative contribution of the different mechanisms across 

different timescales of molecular motion, and a potential temperature-dependence separate from 

motional effects, is still unresolved.  

 In the non-saturating limit the Lorentzian linewidth is inversely proportional to T2 

according to [1.33] and [1.35], therefore identifying the factors contributing to T2 relaxation is 

crucial for interpreting the spectral lineshape. Application of an oscillating field such as 𝐇𝟏
′  

perpendicular to the z-axis can result in bulk magnetization vector components Mx and My 

having non-zero values, and the time constant for return of Mx and My to their equilibrium value 

of zero is T2 as discussed above. Assume for the moment that a non-zero component of bulk 

magnetization is generated in the xy-plane, and then 𝐇𝟏
′  is no longer applied. If the only 

contribution to the magnetic field in the sample were the externally applied field H0 (and the 

field was perfectly homogeneous across the sample), all spins in the ensemble would then 

precess around the z-axis at exactly the same frequency, and the bulk magnetization component 
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in the xy-plane would precess about the z-axis indefinitely. However, variation in the local field 

at each spin causes the precession frequency to vary from spin-to-spin, and local field 

fluctuations will cause the precession frequency of each individual spin to vary as a function of 

time. Both effects will result in a loss of coherence (dephasing) of the precession about the z-axis 

and a return of Mx and My to their equilibrium values of zero. In addition to relaxation from local 

field fluctuations and/or variation, a T2 relaxation can occur from direct spin-spin interactions 

via Heisenberg exchange, wherein two spins exchange magnetization during collision resulting 

in a loss of phase coherence (42). 

 Motional contributions dominate T2 relaxation in solution, and originate from molecular 

tumbling that generates local field fluctuations. For example, in the spin-rotational mechanism 

molecular rotation results in a lag between the position of the electron and the nuclear framework 

to which it is attached, generating a magnetic moment that interacts with the electron spin 

through an intramolecular dipole-dipole interaction (43). The dipole-dipole (dipolar) interaction 

between the  magnetic dipole moment of an electron and another dipole depends on the 

orientation of the vector joining the two with respect to the external field (44), therefore 

modulation of the dipolar interaction by molecular tumbling will generate local field 

fluctuations. Intermolecular dipolar interactions between electron spins and dipoles in 

surrounding solvent molecules may also contribute to T2 relaxation. An additional mechanism 

related to orientation-dependence stems from anisotropy of the nitroxide g-factor and nitrogen 

hyperfine interaction (see section 1.5). The orientation-dependence of these interactions means 

the electron spin will experience field fluctuations resulting from variation in these properties as 

the molecule tumbles in solution (4). 
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 While T1 and T2 relaxation were introduced as distinct quantities representing separate 

processes, they are in fact related. Both T1 and T2 relaxation may be influenced by molecular 

motion, and Redfield theory provides a quantitative description of the dependence of T1 and T2 

on the correlation time for isotropic rotational motion τ (3, 4, 45, 46). Redfield treated rotational 

tumbling using a random walk model, and derived the following expressions for T1 and T2 

relaxation (3): 

1
T1

= γ2�𝐻x2���� + 𝐻y2�����
τ

1+ω0
2τ2

   [1.37] 

1
T2

= γ2 �𝐻z2����τ + 1
2
�𝐻x2���� + 𝐻y2�����

τ
1+ω0

2τ2
�   [1.38] 

According to these expressions, relaxation depends on γ, τ, the Larmor frequency ω0, and the 

time-average squared fields 𝐻x2����, 𝐻y2����, and 𝐻z2����, which indicate the magnitude of the field 

fluctuations along the different axes of the static reference frame.  

 Field fluctuations along the x- and y-axis contribute to T1 relaxation, and the magnitude 

of the contribution depends on the relative values of τ and ω0 due to the ω0
2τ2 term in [1.37]. 

When rotational motion is much more rapid than Larmor precession (i.e. τ < ω0) 1/T1 is 

proportional to τ, and when rotational motion is much slower than Larmor precession (i.e. τ > 

ω0) 1/T1 is proportional to 1/τ. The right side of [1.37] is maximized when τω0 = 1, meaning 

T1 will reach a minimum when the inverse of the correlation time (i.e. rate of motion) is 

equivalent to the Larmor precession frequency. From a classical perspective, this result signifies 

that local field fluctuations which generate T1 relaxation are those which induce a magnetic field 

in the xy-plane that precesses about the z-axis at the Larmor frequency. This is effectively a 

“static” field in the xy-plane from the perspective of a spin precessing about the z-axis at a 

matching frequency. As a result, precession is induced about the field in the xy-plane, changing 
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the net magnetization along z (T1 relaxation); similar to 𝐇𝟏
′

R defined above but highly localized 

(not uniform across the sample).  

 T2 has a similar dependence to that of T1 on fluctuating fields along the x- and y-axis, 

indicating that in addition to changing magnetization along the z-axis, these fluctuations cause 

dephasing of the precession about the z-axis (T2 relaxation). In this respect, T2 relaxation may be 

said to be influenced by T1 relaxation. However, there is an additional term in expression [1.38] 

that indicates a dependence of T2 on fluctuations along the z-axis. The z-axis contribution is 

influenced by τ but not ω0, thus there is no minimum in T2 predicted by Redfield theory. 

Instead, when τ > ω0 the T1-like term in [1.38] becomes negligible, T2 relaxation is dominated 

by z-axis fluctuations, and  1/T2 is proportional to τ. Therefore, for rotational motion slower than 

the Larmor frequency, T2 relaxation is not influenced by T1 and the spectral linewidth defined 

by [1.33] and [1.35] is dependent on T2 alone. 

 As mentioned above, Redfield theory uses a random-walk model for rotational motion, 

and field fluctuations due to the random walk cannot drive relaxation if relaxation occurs faster 

than a random-walk step. As τ increases, eventually it approaches equivalent values to T2, and 

Redfield theory is no longer applicable. For nitroxide radicals in solution, Redfield theory is not 

applicable for τ longer than 1 ns, therefore it explains T1 and T2 relaxation for only a portion of 

the motional time window relevant to the EPR spectral lineshape as discussed in section 1.6.  At 

τ longer than the Redfield limit, other theoretical treatments and experimental observations have 

confirmed that T1 remains much longer than T2 (37, 38, 47-49). For nitroxide-labeled proteins in 

solution, T1 ranges from ≈1-6 µs (36, 50) and T2 ranges from ≈10-30 ns (2), such that T1 makes 

only minimal contribution to the observed T2. 
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1.5 The Spin Hamiltonian 

 In section 1.3, the resonance condition for an isolated electron spin was discussed, and 

the resonant field position (i.e. magnetic field strength at which a spin transition will occur) was 

shown in [1.10] to be dependent on the frequency of radiation and the g-factor. The shape of the 

resonance line was described in section 1.4, as well as the influence of relaxation on the 

linewidth. In both section 1.3 and 1.4, the influence of attachment of the electron to a nucleus 

was not considered. For nitroxides the unpaired electron is bound to a nitrogen with spin 

quantum number I = 1 (14N isotope, 99.6% natural abundance), the effects of which will be 

considered in this section.  

 As discussed in section 1.3, the g-factor is a proportionality constant relating the 

frequency of radiation with the magnetic field of resonance for the Zeeman interaction between 

an electron spin and an applied magnetic field. For a free electron, the g-factor is ≈2.002319, but 

this value differs for electrons bound to a nucleus due to orbital angular momentum. The orbital 

angular momentum for nonlinear polyatomic free radicals like nitroxides is largely quenched 

(51), but spin-orbit coupling re-introduces a small orbital angular momentum (34), and the effect 

of the resulting magnetic moment is accounted for by variation in the g-factor. In this manner, 

the deviation of the g-factor from that of a free electron can be thought of as a measure of the 

degree of spin-orbit coupling. The orbital magnetic moment need not be aligned with the 

electron spin magnetic moment, therefore this interaction is anticipated to be anisotropic and the 

g-factor is represented as a symmetric 2nk rank tensor 𝐠. The 𝐠-tensor is diagonalized by rotation 

to the principal axis system, reducing it to the three principal values gxx, gyy, and gzz. The 

Hamiltonian defining the energy of the Zeeman interaction is then, using matrix formalism, 

H�g = βe𝐒 ∙ 𝐠 ∙ 𝐇  [1.39] 
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 As mentioned above, in nitroxides the unpaired electron is bound to an 14N nucleus with 

nuclear spin angular momentum I = 1. In addition to influencing the g-factor, nuclei with non-

zero spin values such as this will have an interaction with the electron spin called the hyperfine 

interaction, resulting in splitting of the EPR resonance absorption lines referred to as hyperfine 

splitting. In essence, the nuclear magnetic moment alters the local field at the electron, resulting 

in either an increase or decrease in the external field strength required to excite a transition. 

Recall that for an electron, there are two possible quantum states in the presence of an applied 

field, the +½ and –½ state, with the relative energies shown schematically in Figure 1.2. The 

nuclear magnetic moment can have three possible orientations corresponding to the mI = +1, 0, 

and -1 states, and thus each spin state of the electron is split into three energy levels The 

selection rules of quantum mechanics dictate that ∆mS = ±1, ∆mI = 0, resulting in the three 

allowed transitions illustrated in Figure 1.5. In the mI = +1 state, the nuclear magnetic moment 

increases the effective local field at the electron, such that for a given applied field the magnitude 

of the electron spin energies is increased. In the mI = -1 state, the nuclear magnetic moment 

decreases the effective local field at the electron, such that for a given applied field the 

magnitude of the electron spin energies is decreased. The nuclear magnetic moment is zero for 

the mI = 0 state and will not influence the energy of the electron spin states. In EPR, a constant 

frequency of microwave radiation is applied and the magnetic field is swept, and thus the applied 

field at which the resonance condition is met is shifted. In comparison to the resonant field for 

the mI = 0 state, the field shift is up in the case of the mI = -1 state and down in the case of the 

mI = +1 state. 
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Figure 1.5 The resonance condition for an electron spin bound to a spin = 1 nucleus. The energy for each of the six 
states of the system is shown as a function of magnetic field strength. The three nuclear spin states result in three 
resonance lines, each corresponding to a transition between electron spin states stimulated when the indicated 
conditions for radiation frequency and magnetic field are met. The mS and mI values for each state are indicated on 
the right. 
 
 The hyperfine interaction has contributions from two sources: a dipolar interaction and 

Fermi contact interaction. The dipolar interaction between the nuclear and electron magnetic 

moments is a through space interaction with a Hamiltonian of the following form: 

H�A,dip = g0βegNβN �
𝐈∙𝐒
r3
− 3(𝐈∙𝐫)(𝐒∙𝐫)

r5
�  [1.40] 

where g0 is the isotropic g-factor of the electron calculated by averaging the principal values of 

the g-tensor, gN is the nuclear g-factor, βN is the nuclear magneton, 𝐈 is the nuclear angular 

momentum in units of ℏ, 𝐫 is the interspin vector, and r is the distance between the electron and 

nucleus. The dot products of 𝐈 and 𝐒 with 𝐫 are orientation-dependent, therefore the hyperfine 

interaction is anisotropic in non-spherical orbitals (e.g. p, d, f). The nitroxide nitrogen is sp2 

hybridized, and the unpaired electron occupies a 2p orbital highly localized to the nitrogen atom, 

giving it significant pz character.  

 The Fermi contact interaction arises from direct electron contact with the nucleus, 

indicating that the electron has density at the nuclear center. Non-zero electron density at the 
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nucleus only occurs for s orbitals, therefore the electron has some sp2 orbital occupancy. The 

Fermi contact interaction is isotropic and is represented with the Hamiltonian 

H�A,Fermi = 𝑎𝐈 ∙ 𝐒  [1.41] 

where 𝑎 is the isotropic hyperfine coupling constant 

𝑎 = 8πg0βegNβN
3

|ψ(0)|2   [1.42] 

In [1.42], |ψ(0)|2 is the electron wavefunction probability density at the origin of the nucleus. 

The total hyperfine interaction can be represented using matrix notation using the following 

Hamiltonian: 

H�A = 𝐒 ∙ 𝐀 ∙ 𝐈   [1.43] 

𝐀, like 𝐠, is a second rank tensor with the same principal axis sytem. 𝐀 has principal values Axx, 

Ayy, and Azz and accounts for both the dipolar and Fermi contact interactions. 

 The polarity of the local environment is an additional factor that may influence the 

principal values of the g and A tensor (52). Although the electron primarily resides on the 

nitrogen atom in a 2p orbital, as mentioned above, it is somewhat delocalized along the NO 

bond, giving it some π-bond character. Spin labels at buried sites in globular proteins or along 

the transmembrane portion of membrane-bound proteins are in relatively apolar environments, 

causing electron delocalization along the NO bond to increase. Highly polar environments such 

as bulk water cause the electron density to become more concentrated to the nitrogen, increasing 

the density at the nitrogen nucleus and therefore increasing the isotropic hyperfine splitting and 

the g-factor deviation from the free electron value.  

 For nitroxides, 14N provides the largest hyperfine splitting, but other nuclei on the 

nitroxide ring contribute to hyperfine structure. The twelve equivalent 1H nuclei on the four 

methyl groups cause a splitting of ≈0.2 G, and the single 1H on C4 of the ring causes a hyperfine 
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splitting of ≈0.5 G (53). This splitting is incredibly small compared to the 14N hyperfine splitting, 

and is typically not observed in SDSL EPR due to any of a number of sources of linewidth 

broadening. One such source is a Heisenberg exchange contribution to T2 relaxation caused by 

collision of the nitroxide with dissolved molecular oxygen. An investigation of oxygen 

Heisenberg exchange broadening found that at the physiological temperature of 37oC, an oxygen 

concentration of ≈0.18 mM is sufficient to broaden the nitroxide linewidth of the mI = 0 nitrogen 

line to the point where the proton hyperfine structure is no longer resolved (54). The 

concentration of oxygen in water at room temperature is ≈0.3 mM (55), and the proton hyperfine 

interaction leads to a peak-to-peak linewidth of ≈1 G (in the absence of further broadening from 

other sources). Even in the absence of dissolved oxygen, the typical values used for microwave 

power and field modulation amplitude are sufficient to broaden out the proton hyperfine 

structure such that the proton hyperfine interaction leads to an observed broadening of linewidths 

rather than splitting of resonance lines.  

 Combination of [1.39] and [1.43] yields the Hamiltonian defining the resonance energy 

of the nitroxide, referred to as the Spin Hamiltonian. 

H� = βe𝐒 ∙ 𝐠 ∙ 𝐇 + ℎ𝐒 ∙ 𝐀 ∙ 𝐈      [1.44] 

This Hamiltonian is sufficient to explain spectra of a single nitroxide spin label attached to a 

protein, although a complete Hamiltonian for this system includes additional terms that are 

omitted in [1.44] (2). For example, a Zeeman term for the interaction of the nuclear spin with the 

external field is negligible because the magnetic field experienced by the nuclear spin due to the 

field created by the electron is much larger in magnitude than the externally applied field. The 

nuclear contribution to the Hamiltonian is dominated by the hyperfine interaction rather than the 

nuclear Zeeman interaction, therefore only the former is included in [1.44].  



27 
 

 
Figure 1.6 The rigid-limit spectrum of a nitroxide spin label. The absorption (center) and first-derivative (right) 
spectra of a single crystal doped with a nitroxide spin label reagent, where the crystal is oriented such that the 
external field H is aligned with the molecular principal axis system as indicated on the left. The molecular z-axis 
runs along the long axis of the nitrogen p orbital, the x-axis runs along the NO bond, the y-axis lies in the plane of 
the ring, perpendicular to x and z. If the crystal is crushed, the molecular orientations of the individual nitroxides are 
randomly distributed with respect to H, and the result is a powder spectrum shown at the bottom. The relationship of 
the principal A and g values to the spectral splitting and field position are indicated. Spectra were simulated at a 
frequency of 9.5 GHz using the principal values Axx = 6.2 G, Ayy = 5.9 G, Azz = 37 G, gxx = 2.0078, gyy = 2.0060, 
and gzz = 2.0022.  
 
 As described above, both the Zeeman and hyperfine term in [1.44] are anisotropic, 

meaning the effective g-factor and hyperfine interaction energy depends on the relative 

orientation of the molecule with the external field. When the external field is aligned with one of 
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the three principal axes of the molecular frame, the principal values of the 𝐠 and 𝐀 tensors define 

the resonance position of the three hyperfine lines as shown in Figure 1.6. For the R1 side chain 

at solvent-exposed surface sites, the principal values Axx = 6.2 G, Ayy = 5.9 G, Azz = 37 G, gxx = 

2.0078, gyy = 2.0060, and gzz = 2.0022 were previously reported (56). The 𝐠 tensor principal 

values determine the central field position, and the 𝐀 values determine the splitting between the 

three resonance lines.  

 For an arbitrary orientation of the external field direction with respect to the molecular 

frame, defined by the polar and azimuthal angles θ and ϕ, the 𝐠 and 𝐀 tensors are reduced to the 

scalar values g(θ,ϕ) and A(θ,ϕ) and the resonance energy may be expressed as  

∆E = ℎν = βeg(θ,ϕ)𝐻res + ℎA(θ,ϕ)mI  [1.45] 

Rearranging [1.45] to solve for the magnetic field 𝐻res yields 

𝐻res = ℎ �ν−A(θ,ϕ)mI
βeg(θ,ϕ) �   [1.46] 

which gives the three resonant field values for the three mI values at a specific microwave 

frequency and orientation of the nitroxide. The EPR spectrum of a sample of nitroxides that are 

randomly oriented can be determined by a weighted sum over all angles. The spectrum thus 

calculated assumes a complete absence of motion.  

 In solution, the tumbling motion of the nitroxide results in an averaging of the anisotropy 

in the g-factor and hyperfine interaction (hereafter, together these are referred to as the magnetic 

anisotropies). The time scale of motion required to average the magnetic anisotropies can be 

understood in terms of a Bloch-McConnell multi-site exchange process (57-59). In this 

framework, states that give rise to distinct resonance positions exhibit broadening of the 

resonance line of each state and ultimately coalescence into a single resonance line as the rate of 

exchange increases. For the EPR spectrum of nitroxides, each orientation of the nitroxide with 
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respect to the external field corresponds to an individual state. Nitroxides with different 

orientations generate different resonance lines, as explained above, and exchange corresponds to 

reorientation resulting from molecular motion. The rate of motion required to average the 

different resonance lines such that they coalesce into a single line is approximately equal to the 

difference in the frequency of resonance, although other factors such as the intrinsic linewidth of 

each orientation and the relative populations in the absence of exchange also play a role. Thus, 

motional averaging of nitroxide magnetic anisotropies occurs with correlation times of 

𝜏 ≈ ℏ
(Azz−Axx)geβe

    [1.47] 

and 

𝜏 ≈ ℏ
(gxx−gzz)βeH

   [1.48] 

Inputting the principal A and g values given above for nitroxides attached to solvent-exposed 

sites on proteins, gxx-gzz ≈ 0.0056 and Azz – Axx ≈ 31 G (9, 30), resulting in a correlation time 

of ≈6.9 ns and ≈1.8 ns, respectively. As correlation times become slower than the values given, 

the magnetic anisotropies are not averaged and the spectrum broadens, resulting in a spectrum 

approaching that given by a sum over [1.46] at sufficiently slow motion. As correlation times 

become faster than these values, the separate resonance lines for the different g(θ,ϕ) and 

A(θ,ϕ) merge and the spectrum exhibits three sharp resonance lines at positions given by the 

isotropic values of g and A:  1
3

(gxx + gyy + gzz) and 1
3

(Axx + Ayy + Azz). It should be noted for 

the hyperfine anisotropy that complete motional averaging of the dipolar interaction results in 

zero splitting, but the Fermi contact interaction has no orientation-dependence and is therefore 

unaffected by molecular tumbling. Thus, the isotropic hyperfine splitting at very fast motions is 

due purely to Fermi contact.  
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 The orientation-dependence of the EPR spectrum in combination with motional 

averaging is what gives it the structural and dynamical sensitivity discussed in the next section. 

1.6 Lineshape analysis 

 The primary determinants of the CW EPR spectral lineshape for nitroxide-labeled 

proteins are anisotropy in the g-factor and hyperfine interaction (section 1.5) and T2 relaxation 

broadening (section 1.4), both of which are sensitive to molecular motion. Internal spin label side 

chain motion as well as protein motion in the region local to the spin-labeled site contribute to 

the overall motion of the nitroxide; therefore local protein dynamics are encoded in the spectral 

lineshape. In this respect, CW EPR is a spectroscopy of motion, and a rigorous analysis of the 

spectral lineshape can provide quantitative information about the rate and angular amplitude 

(order) of nitroxide motion, as discussed below. 

 1.6.1 The intrinsic timescale of CW EPR. The time range typically specified as the 

region for sensitivity of the lineshape to molecular motion (specified in terms of correlation time) 

is 0.1-100 ns for X-band, because this is the timescale wherein motional contributions to T2 

relaxation broadening and averaging of magnetic anisotropies will significantly affect the 

spectral lineshape (Figure 1.7). The frequency difference of the anisotropies (splitting) 

determines the timescale of motion required to produce averaging of magnetic anisotropies (57-

60), and since g-anisotropy is dependent on the microwave frequency, the time window for 

motional sensitivity of the lineshape can be shifted somewhat by operating at different EPR 

frequency bands.   

 When the motion is sufficiently fast to completely average out the magnetic anisotropies 

(τ < 0.1 ns), referred to as the isotropic limit, the spectrum is becomes highly simplified to three 

sharp resonance lines of equivalent height and width. The resonance positions are specified by 
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the isotropic g-factor and hyperfine splitting values and may be calculated, for example, by the 

Breit-Rabi equation (1, 61-63). At the other end of the motional spectrum (τ > 100 ns), the 

motion is too slow to produce averaging of magnetic anisotropy at X-band; this is referred to as 

the rigid limit. The spectral lineshape in this limit is relatively insensitive to motion and 

approaches that of a powder spectrum as correlation times approach infinity. Motional effects 

still contribute to T2 relaxation until the true rigid limit (solid state) is reached, at which point T2 

relaxation contributions to the Lorentzian linewidth originate in solid-state spin-spin interactions 

such as proton (64, 65) and instantaneous diffusion (66). As such, there are small variations in 

lineshape in this motional regime due to differential T2 broadening of homogeneous linewidths, 

but these are difficult to reliably measure experimentally. Proteins exhibit important functional 

motions on timescales slower than 100 ns. It is therefore important to be able to access motion on 

this timescale, which can be achieved using the EPR techniques of electron double resonance 

(17), saturation recovery (36), and saturation transfer spectroscopy (67-69).

 1.6.2 Lineshape analysis in different motional regimes. Between the rigid and the 

isotropic limits (τ = 0.1 – 100 ns), incomplete motional averaging of magnetic anisotropies and 

variation in T2 relaxation broadening result in exquisite sensitivity of the spectral lineshape to 

both the rate and angular amplitude (order) of motion. In the fast motional regime (τ ≈ 0.1 – 2 

ns), magnetic anisotropies are sufficiently averaged out such that three resonance lines are 

observed, similar to those predicted using the Breit-Rabi equation in the isotropic limit. 

However, the line heights and widths vary substantially for the different nuclear manifolds, 

indicating that the magnetic anisotropies are not fully averaged. Kivelson (70) and McConnell 

(6) developed expressions relating peak-to-peak linewidths and line heights to the rotational 

correlation time for isotropic motion, although the principal components of the g and A tensors 
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must be known (2, 71, 72). In the slow motional regime (τ ≈ 10 – 100 ns), Freed developed an 

empirical equation for determining the rotational correlation time from the effective Azz splitting 

(Azz
′ ), which is the field separation of the low field peak and the high field trough (Figure 1.7) 

(49). These models provide quantitative measures of motion from directly measurable spectral 

quantities, but are unfortunately only applicable to a portion of the 0.1-100 ns time window and 

assume isotropic motion of the nitroxide, which is a limitation discussed next.  

 

Figure 1.7 The effect of isotropic motion on the EPR 
spectral lineshape. Absorption (left) and first-
derivative (right) spectra were simulated using the 
isotropic rotational correlation times indicated. The 
effective Azz splitting (Azz

′ ) becomes resolved for τ 
longer than ≈10 ns. Spectra were simulated at a 
frequency of 9.5 GHz using the principal values Axx 
= 6.2 G, Ayy = 5.9 G, Azz = 37 G, gxx = 2.0078, gyy = 
2.0060, and gzz = 2.0022.  

 
 In the analyses of motional averaging discussed to this point, it is assumed that the 

nitroxide is tumbling isotropically in solution. However, in SDSL the nitroxide is covalently 

attached to a macromolecule, and the effective nitroxide τ is related to the correlation times for 
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protein rotary diffusion, local backbone fluctuations, and internal motion of the nitroxide side 

chain according to 

1
τ

= 1
τprotein,rotary

+ 1
τprotein,local

+ 1
τside chain

  [1.49] 

It is important to note that [1.49] is strictly valid only when the motional modes are independent 

and isotropic. According to [1.49], the rates (i.e. inverse correlation times) of the different 

motions are additive, and therefore the fastest motion will be the dominant factor in determining 

the spectral lineshape. For the CW EPR experiments reported in this dissertation, the 

contribution from protein rotary diffusion was minimized by the addition of the macroscopic 

viscogen Ficoll-70. This viscogen has negligible osmolytic effect (20) and therefore will not 

exert an osmotic pressure that may complicate the interpretation of high hydrostatic pressure 

effects that are the focus of this dissertation. The addition of the viscogen results in tumbling of 

the protein that is so slow that it can be approximated to be stationary, but does not influence 

internal motion of the spin label side chain (19, 20). The two important sources of motion are 

then rotameric motion of the spin label side chain and local backbone motion of the protein. 

Rotational motion from these sources is frequently restricted about the principal axes to differing 

degrees, resulting in differential averaging of the x, y, and z components of the magnetic 

anisotropies. In such cases, a more complex model is needed that can account for variations in 

both the rate and amplitude of motion. For the lineshape analysis presented in this dissertation, 

spectra are simulated according to a theoretical treatment of nitroxide motion developed by 

Freed and co-workers (29, 49) that can model isotropic and anisotropic motion across the entire 

relevant motional range of 0.1-100 ns.  

 1.6.3 The stochastic Liouville equation and microscopic order macroscopic disorder 

model. In the theory developed by Freed (49), the spectrum is calculated using a stochastic 
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Liouville equation (SLE), which is a semiclassical master diffusion equation in which the spins 

are treated quantum mechanically but the motional effects are treated as classical rotational 

diffusion. This approach allows calculation of spectra across the entire relevant motional range. 

The calculated spectrum is fit to the experimental one by least-squares minimization of the 

model parameters.  

 The microscopic order macroscopic disorder (MOMD) model is a motional model that 

may be implemented in simulations that use the SLE, and applies to spin-labeled lipid 

membranes and proteins. In this model, protein tumbling is assumed to be sufficiently slow that 

it is in the rigid limit, and the proteins are assumed to be randomly oriented with respect to the 

external field (macroscopic disorder). Tethering of the spin label to the protein results in 

restricted (anisotropic) motion of the label with respect to the protein (microscopic ordering). 

The parameters of primary importance in the determination of the spectral lineshape are 

discussed below, although a full description of all parameters in the MOMD model are discussed 

in detail in (29) for interested readers. 

 1.6.3.1 Coordinate frames. Three coordinate frames are typically employed in MOMD 

modeling of nitroxide motion (Figure 1.8). The magnetic frame (xm, ym, zm) axes align with the 

principal axis system of the tensors g and A, which are coincident for R1 and its derivatives. This 

frame is fixed with respect to the structure of the nitroxide. The rotational diffusion frame (xR, 

yR, zR) is principal axis system for the rotational diffusion tensor. Rotation about each axis is 

defined by an independent diffusion constant based on a Brownian model for rotation. The 

orientation of the three axes depends on the geometry of the label and its attachment to the 

protein backbone, and is generally not coincident with the magnetic frame. The diffusion frame 
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is related to the magnetic frame through the diffusion tilt angles αD, βD, and γD. As such, the 

diffusion frame is fixed with respect to the structure of the nitroxide.  

 The rotational diffusion axes will move as the nitroxide position fluctuates due to internal 

bond rotations of the R1 side chain and local protein backbone motion, but the attachment to the 

protein will generally result in partial ordering of this motion (anisotropy). For modeling motion 

of spin labels attached to proteins, this ordering is described with respect to a uniaxial director 

frame zD, which is fixed with respect to the global protein structure. This is the only frame not 

fixed with respect to the nitroxide structure. zD serves as the symmetry axis of the ordering 

potential employed in the MOMD model (see below) to constrain the extent of the spatial 

reorientation of the nitroxide. 

  

Figure 1.8 Principal frames employed in the MOMD 
model. The magnetic frame (xm, ym, zm) is 
coincident with the molecular frame of the nitroxide. 
The z-axis of the diffusion frame (zR) is fixed with 
respect to the magnetic frame at a position defined by 
the angle βD. The uniaxial director frame (zD) is 
fixed to the protein. zR reorients with respect to zD 
over time (orange line), and θ is the instantaneous 
angle between zR and zD. The average θ is used to 
calculate the order parameter S.

 1.6.3.2 Magnetic parameters. These are the g and A tensor principal values (gxx, gyy, 

gzz, Axx, Ayy, Azz) of the Spin Hamiltonian. They are typically determined experimentally using 

spectra of crystals at different orientations (73), fitting rigid limit spectra (56), or fitting spectra 

collected at multiple frequencies (74, 75). As mentioned in section 1.5, local polarity can alter 

the g and A tensor values, so these values vary between solvent exposed surface sites and buried 

sites on globular proteins or transmembrane sites on membrane proteins. However, the values are 
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dictated primarily by the structure of the nitroxide ring and substituents, and typically are 

allowed to vary only slightly during fitting.  

 1.6.3.3 Rate. The rotational diffusion constants Rxx, Ryy, and Rzz define the rate of 

rotation about the principle axes of the diffusion frame xR, yR, and zR, respectively. The values 

of these parameters are specified in the fitting program as log10 of the actual principal 

component values to make them the same order of magnitude as the non-dynamical fitting 

parameters. In the case of isotropic motion, these three constants will be equivalent and the x, y, 

and z components of the magnetic anisotropies will be averaged to the same degree (Figure 1.7). 

As discussed above, the nitroxide motion may be anisotropic, and in this case the values of Rxx, 

Ryy, and Rzz will not be the same and averaging of the x, y, and z components of the magnetic 

anisotropies will vary. An effective rotational correlation time can be calculated using  

τ = 1
6×10R�

 [1.50] 

where R� is the geometric mean of Rxx, Ryy, and Rzz, 

R� = �RxxRyyRzz�
1/3

 [1.51] 

In many cases spectra are well-characterized using an “axially symmetric” model for rotational 

diffusion, meaning rotation about two of the three principle diffusion axes is equivalent and 

slower than rotation about the third axis. The extreme case of this is shown in Figure 1.9 to 

illustrate what is commonly referred to as x-, y-, and z-anisotropy. To generate the spectra in this 

figure, the diffusion frame was taken to be equivalent to the magnetic frame (αD = βD = γD = 0). 

Rotation about one axis is sufficiently fast to fully average the magnetic anisotropy of the other 

two, but rotation about the other two is sufficiently slow such that no averaging of the magnetic 

anisotropies occurs for the first axis (e.g. in Figure 1.9A, rotation about x is fast, and rotation 

about y and z is slow). Interestingly, the spectrum resulting from z-anisotropy is very similar to a 
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rigid limit spectrum (compare Figures 1.9C and 1.6). This illustrates the fact that averaging of x 

and y components of the magnetic anisotropies has little effect on the spectral lineshape, because 

the x and y magnetic parameter values are so similar. It is averaging of the x and y components 

with the z component of the magnetic anisotropies that leads to significant spectral changes.  

 
Figure 1.9 Principal axis anisotropies. Simulated spectra for rapid motion (τ = 0.1 ns) about the (A) x-axis, (B) y-
axis, and (C) z-axis of the molecular frame. To simulate the spectra, τ was set to 0.1 ns for the axis indicated by the 
red curved arrow, and 20 ns for the other two axes. A frequency of 9.5 GHz was used, and the principal magnetic 
values were Axx = 6.2 G, Ayy = 5.9 G, Azz = 37 G, gxx = 2.0078, gyy = 2.0060, and gzz = 2.0022. 
 
 It should be noted that in this discussion of x-, y-, and z-anisotropy and in Figure 1.9, the 

diffusion tilt angles were taken to be zero, so that the diffusion frame and magnetic frame are 

coincident. Thus, the values of Rxx, Ryy, and Rzz correspond to rotational rates about the x, y, 

and z axes of the magnetic frame (xm, ym, zm), respectively. However, non-zero values of these 

angles can rotate the diffusion frame to change how the magnetic parameters are mixed. For 

example, αD = 0, βD = 90o, γD = 0 causes rotation of the zR axis to align it with xm, resulting in 

averaging of z and y components of the magnetic anisotropies as a function of Rzz. αD = 90o, βD 

= 90o, γD = 0 causes rotation of the zR axis to align it with ym, resulting in increased averaging of 

z and x components of the magnetic anisotropies as Rzz increases. 
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 1.6.3.4 Order. The motional anisotropy associated with different rates of rotation about 

the principal axes of the diffusion frame was described above. An additional consideration is that 

the spin label will likely not freely rotate about each principal axis, due primarily to the 

attachment of the label to the protein. The restriction in the range of orientations of the spin label 

about one or more of these axes functions as an additional source of anisotropy. This restriction 

in motion is accounted for using a restoring (ordering) potential:  

U(Ω) = −kT∑ cKLD0K
L (Ω)L,K      [1.52] 

The ordering potential U(Ω) is a function of the Euler angles relating the diffusion frame to the 

director frame, D0K
L (Ω) are a restricted set of spherical harmonics, and the weighting coefficients 

cKL  are the parameters fitted in the simulation. The uniaxial director frame zD serves as the 

symmetry axis for the restoring potential, and the Euler angles Ω define the instantaneous 

position of the zD axis with respect to the diffusion frame. There are five terms in this potential, 

although in most simulations only the first term is required to achieve a good fit. In this case, the 

potential becomes  

U(θ) =  −1
2

kTc02(3cos2θ − 1)  [1.53] 

where θ is the angle between zD and zR. Expression [1.53] defines an energetic cost or gain as 

θ increases from 0o to 90o, depending on the sign and magnitude of the coefficient c02. If c02 is 

positive, the shape swept out by the zD axis is approximately conical, where the size of the cone 

decreases as c02 increases.  

 It is important to recall that the director frame is fixed with respect to the macromolecule, 

and therefore it will vary in position with respect to the nitroxide (i.e. the diffusion and magnetic 

frames). This description of a director frame that varies in position with respect to the diffusion 

frame is suggestive of a moving macromolecule and a static nitroxide, but an equivalent and 
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more appropriate perspective is to view the motion of the nitroxide with respect to a fixed 

macromolecule. In this perspective, the ordering potential describes the anisotropic distribution 

of nitroxide (diffusion frame) orientations with respect to the macromolecule (director frame), 

and the conical area swept out is that of the zR axis with zD serving as the center. The conical 

distribution of zR axis orientations shown in Figure 1.8 is an illustration, and there is no rigid 

boundary for the possible orientations as a result of the ordering potential. This potential results 

in a probability distribution where the smaller θ angles are favored to an extent determined by 

the magnitude of c02.  

 
Figure 1.10 Order parameter dependence of the EPR spectral lineshape. Absorption (top) and first-derivative 
(bottom) spectra were simulated using the order parameter values indicated. An isotropic rotational correlation time 
of 2 ns and diffusion tilt angles αD = 0, βD = 36o, γD = 0 were used in all simulations. Spectra were simulated at a 
frequency of 9.5 GHz using the principal values Axx = 6.2 G, Ayy = 5.9 G, Azz = 37 G, gxx = 2.0078, gyy = 2.0060, 
and gzz = 2.0022. 
 
 This ordering effect of the restoring potential is typically reported as an order parameter 

(S) defined as 

 S = 1
2
〈(3cos2θ − 1)〉  [1.54] 

where the brackets indicate a spatial average. The spectral lineshape dependence on S is 

illustrated in Figure 1.10. It should be noted that the order parameter denoted by S is unrelated to 

the spin angular momentum S discussed earlier in this chapter. In a few cases in this dissertation, 
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a second term for the restoring potential, with L=K=2, was used in spectral simulations. In these 

cases, c02 and c22 were positive, and the effect of the second term on the shape of the potential was 

the elongate the cone along one axis to generate an elliptic cone.  

 1.6.4 Limitations of spectral simulation with the SLE. It is important to emphasize that 

although spectral simulations are an important analytical tool for determining motional 

information from spectral lineshapes, there are practical issues that limit the application of this 

approach. The primary issue is that the SLE simulations use a large number of parameters that 

are often correlated, leading to the possibility of more than one equally-good fit (i.e. degeneracy 

of the fits). Additionally, simulations are generally time-consuming and are therefore not ideal 

for analyzing large datasets. These problems are compounded in the case of conformational 

exchange that generates a multicomponent spectrum, because the number of parameters is 

increased and the components are not fully resolved (at X-band).  

1.7 Double electron-electron resonance (DEER) 

 The addition of a second spin label into the protein introduces the possibility for 

measuring distances between them via the dipolar interaction, which is proportional to 1/r3, 

where r is the interspin distance. When the two spin labels are close (≲ 30 Å), the dipolar 

interaction reduces the T2 relaxation time sufficiently to determine the interspin distance based 

on broadening of the EPR spectrum (76, 77). Alternatively, saturation recovery can measure T1 

relaxation-enhancement to determine distances between spins (78). CW EPR and relaxation-

based measurements have the advantage that they can be measured at room temperature, whereas 

DEER currently requires cryogenic temperatures (see below). The disadvantage to the CW and 

relaxation enhancement methods is that they are limited to shorter distances for spin-labeled 

proteins (≈30 Å for CW, ≈40 Å for relaxation at room temperature), and in the case of relaxation, 
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provide only an average distance and not a distribution. Due to these limitations, DEER is by far 

the most commonly used technique for measuring interspin distance distributions (79) and is 

employed in this dissertation. DEER is an increasingly popular technique (79, 80) that can 

measure distances in the range of ≈20-80 Å. The principal advantage of DEER is that it provides 

the full distribution of interspin distances including their relative probability. For a doubly-

labeled protein, the discrete distances report each structural state in the ensemble, and the widths 

indicate the heterogeneity of each state. In this manner, DEER measures structure and structural 

heterogeneity of the conformational ensemble. Double quantum coherence is an alternative 

pulsed experiment that can measure distance distributions comparable to DEER (81-83), but 

current commercially-available instrumentation is better suited to DEER. This section provides 

an overview of the basic principles of the DEER experiment; more detailed descriptions of the 

theory and practical implementation of DEER are available elsewhere (84-87). 

 1.7.1 Hamiltonian for the electron-electron dipolar interaction. The additional 

electron spin requires modification of the Spin Hamiltonian described in section 1.5. In the high 

field limit, this interaction is small compared to the Zeeman interaction and may therefore be 

treated using perturbation theory as a separate, additive term to the Spin Hamiltonian. This term, 

for two free electron spins A and B, may be represented analogously to the hyperfine dipolar 

interaction expression ([1.40]) as follows: 

H�dd = c 1
rAB
3 �𝐒A ⋅ 𝐒B −

3
rAB
2 (𝐒A ⋅ 𝐫AB)(𝐒B ⋅ 𝐫AB)�  [1.55] 

where rAB is the distance between the two spins, r is the interspin vector, SA and SB are the spin 

angular momenta vector operators, and  

c = µ0
4πℏ

gAgBβe2   [1.56] 
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where µ0 is the vacuum permeability, and gA and gB are the isotropic g-factors for each spin. 

The dipolar interaction Hamiltonian term can be expanded into six terms, and all but one are 

negligible in the high field limit and when the difference in resonant frequency between the two 

spins is greater than the dipolar frequency (1, 83), leaving   

H�dd = c 1
rAB
3 (3cos2θ − 1)𝑆z,A𝑆z,B  [1.57] 

where θ is the angle between the interspin vector and the external field. The dipolar coupling 

frequency is given by ωAB = c 1
rAB
3 (3cos2θ − 1). The fundamental aim of the DEER 

measurement is to isolate and measure the dipolar coupling frequency ωAB  to determine rAB. 

 1.7.2 DEER pulse sequence and signal. Different pulse sequences may be used for the 

DEER experiment, including a 3-pulse (87), 4-pulse (86), and 5-pulse sequence (88); the 4-pulse 

sequence shown in Figure 1.11 was used in all DEER experiments reported in this dissertation. 

In 4-pulse DEER, a refocused primary echo pulse sequence (i.e. observe sequence) is used to 

populate an echo for a subset of spins in the sample (i.e. observe spins or A spins). Using the 

bulk magnetization framework of Bloch (section 1.4), the π/2 pulse along the x-axis aligns the 

bulk magnetization vector along the negative y-axis, and afterwards the individual spins precess 

about the z-axis at slightly different frequencies due to local field inhomogeneities in the sample, 

causing a loss of magnetization in the xy-plane. The initial π pulse of the observe sequence 

inverts the precession direction, and the magnetization will realign in the xy-plane at a time τ1 

after the π pulse equal to the separation of the π/2 and π pulses, forming the primary echo. After 

another fixed time interval τ2, a second π pulse inverts the precession direction again, resulting 

in a secondary (i.e. refocused) echo at a time τ2 after the second π pulse. The intensity of this 

echo, V, is the signal measured in the DEER experiment. 
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Figure 1.11 The DEER experiment. (A) The four-pulse DEER sequence described in the text employs pulses of 
microwave radiation at two different frequencies (blue and red) to induce transitions in two different populations of 
spins. (B) The angular frequencies ω for the observe (blue) and pump (red) sequence correspond to different 
positions in the spectral lineshape, thus exciting separate spin populations. The absorption spectrum shown is a 
simulated rigid limit spectrum of a nitroxide at 33.5 GHz (Q-band), which is the frequency employed for DEER 
experiments reported in this dissertation. (C) The raw DEER data shown on the left is background-corrected to 
remove the intermolecular contribution to the signal, and the intramolecular form factor is then fit (red trace) to 
determine the distance distribution (in grey) for the spin pair.  
 
 In the time between the first and second observe π pulses, an inversion of magnetization 

for a second population of spins (i.e. pump spins or B spins) is triggered using a π pulse at a 

different frequency (i.e. pump frequency). This changes the local field at the observe spins, 

which introduces a phase gain of ωABtp to these spins, where the time tp gives the pump pulse 

position with respect to the primary echo position and ωAB is the dipolar coupling frequency 

described in section 1.7.1. The pump pulse position is varied, modulating V with a period equal 

to 1/ωAB; therefore V(tp) is proportional to cos(ωABtp).  

 It should be noted that, even in the absence of the pump pulse, the echo intensity V 

decays exponentially as a function of the pulse separation times τ1 and τ2, 
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V ∝ 𝑒𝑥𝑝 �−� 1
T2

+ kID,A� (τ1 + τ2)�  [1.58] 

where the decay rate constant is proportional to the instantaneous diffusion rate kID,A and 

inversely proportional to the spin-spin relaxation time T2 (66). The instantaneous diffusion rate 

kID,A is proportional to the concentration of A spins, therefore the signal loss will occur as 

sample concentration increases. The pulse separation times are critical parameters in the DEER 

experiment, because they determine the maximum tp for which data may be collected (tmax) 

(Figure 1.11). The time domain over which V is measured must be sufficiently long that the 

oscillation period and thus ωAB may be accurately determined. The maximum reliable distance 

rmax,〈r〉 that may be determined is  

rmax,〈r〉 ≈ 5 �tmax/2µs3    [1.59] 

The maximum distance for which the width of the distribution is reliable, rmax,〈σ〉, is  

rmax,〈σ〉 ≈ 4 �tmax/2µs3    [1.60] 

Thus, a tmax of ≈6.5 µs is required for reliable distances and widths to be determined to 60 Å. 

For nitroxides, T2 is prohibitively short at room temperature (≈10-30 ns), therefore samples are 

cooled to cryogenic temperatures to lengthen relaxation times. In addition to freezing, buffer 

deuteration can further lengthen T2 to allow access to longer distances (89). Freezing samples 

serves a second purpose, namely to avoid molecular tumbling that would result in motional 

averaging of the dipolar interaction as described in section 1.5.  

 In the frozen sample, the interspin vectors are randomly distributed in terms of 

orientation with respect to the external field, defined by θ in [1.57]. The relative population for 

each angle follows a sin(θ) distribution, indicating that perpendicular orientations are more likely 

than parallel orientations. Assuming equivalent excitation of each orientation, a distribution of 
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dipolar frequencies will be observed for a particular interspin distance, representative of the 

different angles of the interspin vectors.  The DEER signal V(tp) for a spin pair at a fixed 

distance, but with random orientation with respect to the external field, can be analytically 

calculated by integrating over all possible θ angles (90) 

V�tp� = 1 − λ + λ ∫ ξ(θ) cos�ωABtp� sin (θ)dθπ/2
0   [1.61] 

where the modulation depth λ reflects the fraction of spins coupled to A spins that are inverted 

by the pump pulse and ξ(θ) is an excitation function that defines the relative excitation as a 

function of the interspin vector orientation; ξ(θ) is ≈1 for nitroxides.  Expression [1.61] ignores 

any contribution from orientation selection, which refers to the dependence of the dipolar 

frequency on the relative orientation of the molecular frames of the two spin labels (91). 

Orientation selection effects arise for rigidly oriented samples where the excitation coverage is 

incomplete across all θ values, but are rarely observed for nitroxide-labeled proteins due to the 

inherent flexibility of both the protein and the spin label side chain (79). 

 Up to this point, the DEER signal has been described for two spins in a protein with a 

fixed distance between them. In reality, the flexibility of proteins results in a distribution of 

distances, and calculation of the DEER signal requires summation over all interspin distances 

weighted by their probabilities: 

V�tp� = �1 − λ + λ ∫ ∫ ξ(θ) cos�ωABtp�P(r)sin (θ)dθdrπ/2
0

rmax
rmin

�B�tp�  [1.62] 

where P(r) is the distance distribution function and B�tp� is the background function describing 

the echo attenuation due to interactions between spins on different proteins. The intermolecular 

interaction contribution to the echo intensity has the form 

B�tp� = 𝑒𝑥𝑝�kID,Btp
D/3�  [1.63] 
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where kID,B is the instantaneous diffusion rate for B spins and D is the fractional dimension, or 

dimensionality (92). For a random distribution of globular proteins in solution D is expected to 

be ≈3, and for membrane proteins in a bilayer D is expected to be ≈2. The background may be 

determined experimentally using singly-labeled mutants where the intramolecular interaction is 

eliminated, and it is apparent from experiments of this kind that the observed B�tp� may have 

non-ideal values of D (93). Typically, B�tp� is fitted using the raw DEER data of the doubly-

labeled mutant under investigation. 

 To solve for the distance distribution function, the background is removed and the 

remaining time domain data (referred to as the dipolar evolution function or form factor) is 

discretized and converted into a system of linear algebraic functions of the form:  

𝐅�tp� = 𝐊�r, tp� ∙ 𝐏(r)  [1.64] 

𝐅 is a vector containing the background-corrected data, 𝐏 is the probability distribution, and 𝐊 is 

a kernel function that is equivalent to the integral [1.61]. For a given 𝐏, a kernel function may be 

readily constructed to solve for 𝐅. However, the inverse problem of solving for a 𝐏 which fits a 

given 𝐅 is ill-posed (94). Tikhonov regularization is the most commonly employed method for 

solving this equation for the distance distribution 𝐏 and has been implemented in DEERAnalysis 

(95), a Matlab-based software package that may be downloaded at: 

http://www.epr.ethz.ch/software. Alternative methods have been employed for the analysis of 

DEER data, including a maximum entropy modification to suppress negative probabilities in the 

distance distribution function (96). In this dissertation, all DEER data were analyzed using the 

program LongDistances, which employs a modified regression analysis. This program was 

written by Dr. Christian Altenbach in LabVIEW and is available online at: 

http://www.biochemistry.ucla.edu/biochem/Faculty/Hubbell/.  

http://www.biochemistry.ucla.edu/biochem/Faculty/Hubbell/
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Chapter 2: Introduction to high-pressure EPR and site-directed spin labeling for mapping 
conformational flexibility in proteins 

 

2.1 Summary 

 Proteins in solution are dynamic molecules, exhibiting conformational fluctuations across 

a range of time and length scales (1). High hydrostatic pressure is a powerful probe of protein 

conformational flexibility, revealing regions of elevated compressibility and thus flexibility 

within individual conformational states, but in addition shifting conformational equilibria such 

that “invisible” excited states become accessible for spectroscopic characterization. The central 

aim of this chapter is to describe the thermodynamic and mechanistic basis for the pressure 

response, and describe the motivation for and information content of high-pressure site-directed 

spin labeling electron paramagnetic resonance (SDSL EPR) experiments. Following a brief 

introduction to functional protein dynamics and the types of flexibility revealed by pressure, the 

thermodynamics of proteins under pressure is considered. Then, the mechanism of the pressure 

response is reviewed. Finally, a discussion of the principles underlying the detection of pressure 

effects in proteins using SDSL EPR is presented.  

2.2 Insight into protein flexibility and function using high hydrostatic pressure 

 Proteins in solution exist in conformational equilibria that cannot be appreciated from 

structures observed in crystal lattices (2-6). While a well-ordered native state typically 

predominates under physiological conditions, excursions to higher-energy (excited) states may 

be required for function (1, 7). For example, on a funnel-shaped energy landscape (8, 9) excited 

states have increased configurational entropy that may give rise to the promiscuous protein-

protein interactions that define a protein interactome (10, 11). The transition from native to 

excited state may involve local unfolding (12, 13) or rigid-body motions of intact secondary 

structural elements (6, 14), and both the structural changes and the time scale of exchange may 
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contribute to protein function (15). Functional excited states are often only a few kcal/mol higher 

in energy than the native state, yet this difference results in excited state populations that are 

inaccessible to traditional spectroscopic detection. Excited states with populations below the 

detection limit are often referred to as “invisible” states (7).  

For a complete understanding of molecular mechanisms underlying function, 

characterization of functionally relevant conformational states is required. However, in the case 

of excited states, low populations and short lifetimes present a challenge for biophysical 

characterization. One solution to this problem is the application of high hydrostatic pressure, 

which induces compression of individual states, but also shifts conformational equilibria towards 

excited states, allowing for their spectroscopic characterization (16, 17). Compression under 

pressure is often heterogeneous across the structure (18), and may help identify flexible regions 

in an otherwise rigid protein; such regions are often of functional significance (19). With high 

hydrostatic pressure, both folding intermediates (20) and low-lying excited states with functional 

roles (21) have been investigated. Even when protein conformations are of similar energy and 

the populations are readily observable, pressure-induced shifts in the populations can be used to 

confirm an equilibrium, extract thermodynamic properties, and define mechanistic roles of 

known states (22). In addition, the kinetics of conformational exchange may be determined from 

the relaxation time following a pressure-jump (23).  

2.3 The thermodynamics of proteins under pressure  

2.3.1 Pressure effects on protein conformational equilibria. The pressures used to 

study biomacromolecules typically range from 1 bar to 10 kbar. Covalent bond lengths and 

angles are not significantly affected at these pressures, and the predominant effects are on 

intramolecular conformation and intermolecular interaction (24). The focus of this dissertation is 
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on intramolecular effects of pressure, namely the structure and dynamics of monomeric proteins 

under pressure. As described above, protein structure fluctuates within an ensemble of 

conformations. For an equilibrium between two conformations in the ensemble, A ↔ B, the free 

energy difference (∆G) between the conformational states as a function of pressure (P) and 

temperature (T) can be obtained from a Taylor's expansion of ΔG in P and T (assuming constant 

solution conditions, e.g. pH, ionic strength) (16), 

∆G = GB − GA = ∆Go − ∆So(T− T0) − ∆CP
2T0

(T − T0)2 + ∆V�o(P − P0) − ∆β�T
2

(P − P0)2 +

∆α(P − P0)(T− T0)                                                                                                                   [2.1] 

where ∆So is the entropy, ∆CP is the heat capacity, ∆V�o is the partial molar volume,  ∆β�T is the 

isothermal compressibility, and ∆α is the thermal expansion coefficient difference between states 

A and B. In this expression ∆CP, ∆β�T, and ∆α are assumed to be constant, thus third-order terms 

and higher are ignored. The equilibrium constant K between the states is related to ∆G according 

to the expression 

K = [B]
[A]

= exp �∆G
RT
�    [2.2] 

Application of pressure at a constant temperature allows elimination of the temperature-

dependent terms on the right side of [2.1]. Combining this simplified expression with [2.2] yields 

ln � K
K(0)

� = −∆V�o

RT
(P) + ∆β�T

2RT
(P)2    [2.3] 

where K and K(0) are the equilibrium constants at applied (gauge) pressure P and at atmospheric 

pressure (P0=0), respectively, and 

 ∆V�o =  V�Bo − V�Ao  [2.4] 

 ∆β�T =  β�T,B − β�T,A  [2.5] 

where the partial molar volume, V�io, and isothermal compressibility, β�T,i, are defined as follows: 
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V�io = �∂V
∂ni
�
T,P,nj≠i

  [2.6] 

β�T,i = −�∂V
�i
o

∂P
�
T
  [2.7] 

It is important to note that the volume of the protein defined in [2.6] is the partial molar volume, 

which is the change in volume of the system per mole of protein added. The system in this case 

is the protein plus hydration water, therefore V�io includes the difference in the volume of bulk 

and hydration water and is intimately related to the solvation of the protein.  

The first term in [2.3] typically dominates at low pressures due to the relative magnitudes 

of ∆V�o and ∆β�T, but compressibility differences between states becomes important at higher 

pressures due to the quadratic pressure dependence of the second term. In many studies, ∆β�T is 

assumed to be negligible based on limiting analysis to moderate pressures or to simplify 

interpretation of results, but unless confirmed this assumption may lead to errors in other 

thermodynamic parameters (∆V�o and ∆Go) determined from experimentally measured K(P) and 

[2.3] (25). Typically, high-pressure studies of protein conformational exchange use pressures in 

the range of 1-4 kbar and the reported values of ∆V�o range from ≈-10 to -100 mL/mol (17, 26). 

As an example of the potential shift in K at elevated pressures, consider a conformational 

exchange between a ground state that is 98% populated and an excited state that is 2% populated, 

with a ∆V�o = -50 mL/mol and ∆β�T = 0. Pressurization to 2 kbar provides 2.4 kcal/mol in P∆V�o 

stabilization energy, which is sufficient to equalize the populations of the two states.  

It is important to note that a prerequisite for meaningful interpretation of changes 

observed with pressure application is a demonstration of reversibility, i.e., the system must return 

to its original state following depressurization. Only with reversibility can one guarantee 

thermodynamic equilibrium between states observed under pressure, and that states populated by 
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pressure are part of the protein conformational ensemble even at ambient conditions, although 

perhaps at a level below the detection limit.  

 2.3.2 The volume rule. In the equilibrium described above, it was shown that pressure 

will increase the population of the conformational state with lower volume, but there was no 

discussion of the structure of the states involved in the equilibrium. The volume rule, proposed 

by Akasaka (17), establishes a correlation between partial molar volume and conformational 

order.  

 The first observation of pressure influencing protein conformation was the complete 

coagulation of egg white at 7 kbar observed by Bridgman in 1914 (27); this also serves as the 

first demonstration of pressure-populated denaturation of a protein. Experimental investigation 

of pressure effects on a multitude of proteins in the years since confirm the generality of this 

early result (26). As a result of these studies, the application of sufficiently high pressure is 

expected to increase the population of the denatured state at the expense of the native (ground) 

state.  

 For the study of protein dynamics as it relates to function, the primary interest is in 

functional excited states rather than the pressure-denatured state. With the development in the 

late 1990s of an on-line high-pressure cell enabling multi-dimensional NMR, Akasaka and 

coworkers (16) found that pressure-denaturation of proteins is often sequential, with low-lying 

excited states populated at intermediate pressures. The results from these studies were 

synthesized by Akasaka into the empirical “volume rule,” which states that partial molar volume 

parallels conformational order (17, 29). For a given protein in solution the volume rule predicts 

that the random coil conformation at the top of the conformational free energy landscape will 

have the lowest volume. Assuming a funnel-shaped landscape (Figure 2.1) (30), conformational 
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order increases as the protein adopts conformations further down the funnel, and generation of 

small packing imperfections or defects results in an increase in volume. The native ground state, 

which is the most highly ordered state in the conformational ensemble, will have the largest 

volume. According to the volume rule, the application of pressure essentially reverses this 

process.  

 

Figure 2.1 The pressure response of protein conformational equilibria. In a conformational equilibrium between an 
excited state (E) and ground state (G), the volume rule predicts that the E state will have a lower volume and is 
therefore favored upon pressurization (∆P). Within the energy well of each conformer lies a large number of 
substates that are nearly iso-energetic and have lifetimes that are much shorter than those of conformational states 
(28). Compression of an individual conformational state corresponds to a shift in the population of substates.   
 
 2.3.3 Compressibility. In addition to shifting populations of conformational states, 

pressure will compress the individual conformations at the same time. Compressibility is defined 

in [2.7] as the change in volume of a particular state as a function of pressure. As shown in 

Figure 2.1, within the energy well of each conformational state exists a large number of 

statistical substates (28), and the volume change associated with compression thus corresponds 

to a shift in the relative population of substates of a given conformation.  
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 A statistical mechanical treatment of a solvent-impenetrable particle, including a folded 

protein, reveals that compressibility is related to the mean-squared volume fluctuations according 

to the following expression (31): 

〈(δV)2〉 = βTkT  [2.8] 

where k is the Boltzmann constant. According to this expression, compressibility of a 

conformation is the variance of its volume (Figure 2.2). Each of the substates for a particular 

conformational state will have a slightly different volume, therefore the volume of an individual 

protein molecule will vary as it exchanges between substates. The compressibility of a particular 

conformation may be viewed from this perspective as originating from the magnitude of 

fluctuations in volume associated with the exchange between statistical substates within a single 

conformational well (Figure 2.1).  

 

Figure 2.2 Graphic representation of the relationship between compressibility and volume fluctuations. The volume 
probability distribution for a single conformation is shown. The mean volume 〈V〉 is equivalent to the partial molar 
volume, but the instantaneous volume will vary as an individual protein molecule fluctuates between different 
substates within a particular conformation. The standard deviation of the distribution is equal to the root-mean-
squared volume fluctuations, illustrating the relationship between compressibility as defined in [2.8] and the volume 
fluctuations.  
 
2.4 Mechanism of the pressure response 

The volume change associated with pressure-populated conformational exchange is a 

result of the difference in molecular volumes of the conformers (i.e., the sum of atomic and 
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solvent-inaccessible cavity volumes) and differences in the volume of solvation water. In this 

section, the relative magnitude of these contributions is considered, beginning with the minor 

role of solvation revealed through studies of both model compounds and proteins. Then, packing 

imperfections (cavities) are shown to play a dominant role in the pressure response, largely based 

on results from investigations of cavity-creating mutants of proteins.  

In early studies, the role of solvation in the volumetric properties of protein unfolding 

was investigated using small molecule analogues of protein backbone and side chain groups. 

Volume changes were measured for the transfer of these compounds from a hydrophobic to 

aqueous environment. In this approach, unfolding of a protein is modeled as the transfer of 

moieties from the hydrophobic protein interior to the aqueous bulk water environment. The 

results predicted that protein unfolding will coincide with a large and negative volume change. 

This is inconsistent with experimental volume changes for pressure-denaturation of proteins, 

which are found to be small and negative (26, 32).  

An alternative model treats solvation of the protein upon denaturation as solvent 

penetration into the protein interior. This model is based on results from energetic calculations of 

solvent-separated hydrophobic interactions as a function of pressure (33). In addition to 

predicting reasonable values for the volume change for denaturation, this model is more 

consistent with the available structural information for the pressure-denatured state, which 

indicates that this state is relatively compact and retains significant secondary structure in the 

absence of denaturants such as urea (34-37). This suggests that solvation of buried hydrophobic 

groups is responsible for the volume change upon pressure-denaturation, rather than hydrophilic 

groups such as backbone amides and polar side chains. Indeed, studies of the helix-coil transition 
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of isolated peptides have found that pressure stabilizes the helical conformation rather than a 

random-coil state (38-40), indicating that solvation of the backbone is not favored by pressure.  

Although the solvent-separated hydrophobic interaction calculations gave reasonable 

thermodynamic values for pressure-denaturation of proteins, experimental results on proteins 

suggest a minor role for solvation effects. For example, the volume change for pressure-

denaturation was found to be uncorrelated to the size of the surface area exposed (41, 42). This 

and other evidence (43) suggests that the role of solvation is small, and that elimination of 

cavities is the driving force for pressure effects.  

The packing density of globular proteins is high (44), yet native packing defects ranging 

from a few to a few hundred cubic angstroms in size are typical (45, 46). Small-to-large residue 

mutations that fill native cavities can increase the stability of a protein (47), but result in a loss of 

function (48, 49). Thus, although cavities can be destabilizing (50, 51), by increasing flexibility 

(2) they may play an important functional role. Filling active site cavities via mutation (52) or 

ligand binding (53, 54) dramatically stabilizes proteins against pressure denaturation, 

demonstrating the importance of cavities in the pressure response. Additionally, NMR studies 

have found that the regions of a protein most sensitive to pressure are localized to cavities (55-

57). In the most direct demonstration of the dominant role of cavities in the pressure response, 

the magnitude of the volume change for pressure-denaturation was found to increase as a result 

of cavity-creating and cavity-enlarging mutations in T4 lysozyme (T4L) and staphylococcal 

nuclease (58, 59). 

Cavity elimination upon pressurization is commonly attributed to hydration, although 

direct observation of hydration is rare. Two such cases of experimentally observed water 

penetration of internal cavities at high pressure were reported for the L99A cavity-enlarging 
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mutant of T4L; an NMR study employing a reverse-micelle environment (60) and a 

crystallographic study (61). However, it is possible that the highly restricted environments used 

in these studies influenced the protein’s response to pressure, and typically only indirect 

evidence is available for hydration of cavities under pressure. For example, in the studies of 

Roche et al. on cavity mutants of staphylococcal nuclease (59) in solution, chemical denaturants 

were employed to destabilize the protein sufficiently that experimentally accessible pressures led 

to unfolding. In this case, it is safe to assume that the pressure-denatured state is sufficiently 

unfolded that the cavity void is eliminated by occupancy with solvent.  

Most investigations of the mechanism of the pressure response have focused on the 

equilibrium between native and pressure-denatured states, but in the equilibrium between two 

folded conformations alternative mechanisms for cavity elimination may contribute. One such 

possibility is a "structure-relaxation" mechanism that has been observed in cavity mutants at 

atmospheric pressure (2, 6), and may play a role in the pressure response. In this model, voids 

are eliminated by pressure due to an increase in the population of an alternative packing 

arrangement of the core in which cavities are filled with native side chains rather than solvent. 

This model has been suggested to play a role in certain proteins at high pressure (2, 62, 63), 

although the first direct experimental evidence for a structure-relaxation response to pressure is 

presented in chapter 5 of this dissertation using technologies reported in chapters 3 and 4.  

2.5 The principles of SDSL EPR detection of pressure effects on proteins  

 SDSL EPR is a powerful spectroscopic tool for exploring both structure and dynamics in 

proteins. Most applications have employed the extensively characterized nitroxide side chain 

designated R1 (inset, Figure 2.3A) (64), and the present considerations will be restricted to use of 

R1 at helical sites where most information is available. Continuous wave (CW) spectral analysis 
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and saturation recovery (SR) of single R1 residues introduced site-specifically reveal local 

structural and dynamical features of the protein fold (65, 66), while pairs of R1 spin labels are 

employed to provide information on global structure via interspin distance measurements using 

CW EPR (67-70) or the time domain methods of double electron-electron resonance (DEER) 

(69, 71) or double quantum coherence (DQC) (72). There is no inherent size restriction on the 

systems that may be studied by SDSL EPR, making it particularly attractive for studying integral 

membrane proteins and large protein complexes. As reported in the following chapters, CW 

spectral analysis and DEER methodologies have been developed to explore the effects of 

pressure on spin-labeled proteins. 

 The CW spectrum of R1 in a protein encodes information on dynamic modes of the 

structure, and the way in which they are revealed is determined by the relative time scales of the 

EPR experiment and protein motions. For X-band EPR spectroscopy (≈9.5 GHz) the spectral 

lineshape of a nitroxide is modulated by rotational correlation times (τ) and/or lifetimes for 

exchange between different states (τex) in the range of ≈0.1-100 ns, thus defining the time 

window through which CW EPR views protein motions. This time window conveniently 

overlaps that for fast backbone fluctuations that occur on the ns time scale, and sequence-specific 

variations in CW lineshape of R1 can provide a map of the relative amplitude and rate of fast 

backbone motions throughout a protein (66, 73) (Figure 2.3A). On the other hand, fluctuations 

between different conformations of a protein (conformational exchange) generally occur with τex 

in the µs-ms range and are too slow to produce lineshape effects. However, if an R1 residue is 

placed at a site in the protein where the motion of the nitroxide is differentially modulated due to 

interactions with the protein, the EPR spectrum will have two resolved components, thus 

revealing the presence of conformational exchange but without information on τex (66). 
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Essentially, the CW spectrum represents a snapshot of the conformational equilibrium frozen on 

the EPR time scale, as illustrated in Figure 2.3B.  

 The dynamical modes illustrated in Figure 2.3 are pressure sensitive and serve to define 

the information content derived from high-pressure SDSL EPR at the present stage of 

development. Consider first the influence of pressure on the ns time scale backbone motions 

illustrated in Figure 2.3A. For an R1 residue on the solvent accessible surface of a helix or 

structured loop, where the nitroxide does not make contact with the surrounding structure, the 

EPR spectrum consists of a single component that reflects an anisotropic motion of the nitroxide 

with effective rotational correlation time on the order of 1-2 ns (74). Such sites are generally 

abundant in relatively rigid helical proteins (66), and the overall nitroxide motion has 

contributions from internal fluctuations in the R1 side chain itself and fast backbone fluctuations 

(73, 74). To analyze the pressure dependence of the overall motion, McCoy and Hubbell adopted 

a simple model wherein the R1 side chain and protein segment to which it is attached were 

considered to move as a single kinetic unit (75). In chapter 3, this model is compared with one in 

which R1 and protein motions are considered as independent. Using these models, site-to-site 

variation in the pressure dependence of CW spectra of R1 at non-interacting helix surface sites 

may be viewed in the context of the relative compressibility of different regions, and can be used 

to define a site-specific map of relative molecular compressibility correlated with motions on the 

ns time scale. 

 Next consider the conformational equilibrium of Figure 2.3B, where R1 has a different 

mobility, and hence EPR spectrum, in each conformation due to differential interactions of the 

nitroxide with the protein. For conformational exchange that is slow on the CW EPR time scale, 

the spectrum of an equilibrium mixture of states is the sum of spectra corresponding to the 
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individual states weighted by their population (Figure 2.3B) (65, 66). The populations of the 

individual components can be extracted from such composite spectra (75) and the apparent 

equilibrium constant thus determined. In general, equilibrium constants are pressure-dependent 

and fitting data for the equilibrium constants as a function of pressure to [2.3] can provide the 

thermodynamic parameters that relate the conformational states. In situations where the 

equilibrium involves an excited state, one expects new spectral components to appear with 

applied pressure. 

 

Figure 2.3 Protein dynamical modes and their manifestation in SDSL EPR. (A) In a well-ordered protein with a 
single dominant conformational state (green ribbon), the CW spectral lineshape for R1 at non-interacting surface 
sites reflects weakly anisotropic motion of the nitroxide (green spectrum), which varies from site-to-site due to 
variations in local backbone motion (66). The structure of R1 is shown in an inset, and the side chain is shown in 
stick representation attached to the protein model. The nitroxide motion is directly influenced by backbone 
fluctuations, here illustrated by a helix rocking mode (dashed curved arrow) and internal R1 motions (solid curved 
arrow) on the nanosecond time scale. (B) Equilibrium exchange between conformations α and β on the microsecond 
and longer time scale. Provided that R1 is placed such that it has distinct motions and spectra in α and β, the 
spectrum of the equilibrium mixture is the weighted sum (purple spectrum) of the spectra reflecting each state. In 
this example, the nitroxide exhibits a weakly anisotropic motion in α (red), and is immobilized due to interaction 
with the local protein environment in β (blue). The contributions from α and β in the low-field resonance line of the 
composite spectrum are indicated.  
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However, in general the EPR spectrum of each conformational state may have multiple 

and overlapping components due to µs exchange between substates within a given 

conformational well on the energy landscape. Moreover, a priori the population of each 

conformation is in general unknown at any pressure, therefore the spectra of the "pure" states are 

unknown. In such cases, analysis by spectral simulation is impractical and singular value 

decomposition (SVD) may be a viable alternative strategy for providing theremodynamic 

parameters that describe the conformational equilibrium, and is evaluated for this purpose in 

chapter 3. SVD is commonly used in analysis of time-dependent changes in spectroscopic data 

(76), and has been implemented in EPR (77, 78). 

 The distinction between "backbone fluctuations" and "conformational exchange" made in 

Figure 2.3 is based on the EPR time scale. Fluctuations of sufficiently high frequency to directly 

influence spectral lineshapes and to produce spectral averaging of distinct states (≳107 sec-1) are 

classified as fast backbone motions within a given conformational state. On the other hand, 

fluctuations that are slow on the EPR time scale (frequency <107 sec-1) are indicated as multiple 

components in the spectrum of R1, and are assigned as fluctuations between resolved protein 

states. These states could be two different conformations, as shown in Figure 2.3B, but could 

also be two substates of similar energy within a particular conformation. For example, the simple 

helical rocking motion illustrated in Figure 2.3A could in principle occur on a µs rather than a ns 

time scale and a properly placed nitroxide would sense different rotational states of the helix 

through local interactions, resulting in a multicomponent spectrum (66). In this case, due to the 

EPR time scale even low-amplitude helix rocking would be classified as an exchange event 

between substates rather than fast backbone fluctuation.  
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 A priori, distinguishing exchange between substates in a single global conformation from 

exchange between distinct conformations cannot be made on the basis of a single 

multicomponent CW EPR spectrum. However, the dependence of the CW spectra on pressure 

aids in this distinction, as will be discussed in chapter 3. Structural fluctuations between 

substates are expected to be of small amplitude compared to those that transition one 

conformation into another, and intramolecular distance measurements between pairs of R1 

residues with DEER spectroscopy (69) may distinguish the two. The unique strength of DEER is 

that it provides a distance distribution, revealing each structure present at equilibrium along with 

its probability. With pressure-resolved DEER (PR DEER), it becomes possible to track the 

population shifts and the magnitude of structural transitions as a function of pressure. 

The above discussion provides the motivation for high-pressure SDSL EPR. Although 

high-pressure EPR has been extensively used in solid-state physics since its introduction in 1957 

(79), biophysical studies utilizing spin labels have been much more limited, and have mostly 

focused on spin labeled lipids (80-91) or spin labeled proteins studied at atmospheric pressure to 

identify irreversible changes in protein structure caused by pressure (92-98). Early studies of spin 

labeled proteins at high pressure were limited to relatively low pressures (99) or were of limited 

scope (100), and in this dissertation technological and methodological developments in high-

pressure SDSL EPR and their application to the study of spin-labeled proteins are presented.  

2.6 Appendix 

Proper buffer selection is an important practical consideration in any high pressure 

experiment because buffer ionization is accompanied by volume changes due to electrostriction 

of water, giving rise to pressure-dependent changes in pH. Moreover, for conformational 

changes accompanied by protonation or deprotonation of titratable residues, the buffer ionization 
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volume will directly contribute to the overall volume change (101-103). Thus, buffers with 

strongly pressure-dependent properties will invalidate the underlying assumption of constant 

solvent conditions in the thermodynamic treatment presented in section 2.3.1, and buffers with 

small ionization volumes and minimal pH shifts with pressure are desired. Both the volume 

change of ionization and the associated pressure-dependent change in pH have been reported for 

many buffers, based on different theoretical and experimental approaches (104-107), including 

recent measurements using a pH meter (108) capable of operation at high pressures. These latter 

measurements revealed smaller pH changes than those calculated using experimental volume 

changes for buffer ionization, indicating non-negligible contributions from pressure-dependent 

changes in the dissociation constants of water and dissolved gases, particularly carbon dioxide.  

Some buffers useful with high pressure along with their corresponding properties are provided in 

Table 2.1. 

Table 2.1 Examples of suitable buffers for use under high pressure (104, 105, 108) 
Buffer pH range ∆Vo(ionization) 

mL*mol-1 
∆pH/∆P  
kbar-1 

2-Amino-2-(hydroxymethyl)-1,3-
propanediol (TRIS) 

7.0 – 9.0 +4.3  -0.03 

2-(N-morpholino) ethanesulfonic 
acid (MES) 

5.5 - 6.7 +3.9 -0.06 

Sodium Acetate 3.6 – 5.6 -11 -0.03 
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Chapter 3: Site-directed spin labeling and circular dichroism reveal structural and 
dynamical features of high-pressure states of myoglobin 

 

3.1 Summary 

In this chapter, high-pressure instrumentation for circular dichroism and developments in 

high-pressure site-directed spin labeling EPR are reported, and a combination of EPR and 

circular dichroism is used to map pressure-populated structural changes in various states of 

myoglobin. To monitor global secondary structure content by circular dichroism (CD) at high 

pressure, a modified optical cell using a custom MgF2 window with a reduced aperture is 

introduced. A high-pressure EPR system based on a commercially available pressure intensifier 

and ceramic sample cell is described, and methods for quantitative spectral analysis are 

evaluated. A combination of SDSL EPR and CD is employed to map reversible structural 

transitions in holomyoglobin (holoMb) and apomyoglobin (apoMb) as a function of applied 

pressure up to 2 kbar. CD shows that the high-pressure excited state of apoMb at pH 6 has 

helical content identical to that of native apoMb, but reversible changes reflecting the appearance 

of a conformational ensemble are observed by SDSL EPR, suggesting a helical topology that 

fluctuates slowly on the EPR time scale. Although the high-pressure state of apoMb at pH 6 has 

been referred to as a molten globule (MG), the data presented here reveal significant differences 

from the well-characterized pH 4.1 MG of apoMb. Pressure-populated states of both holo- and 

apoMb at pH 4.1 have significantly less helical structure. The data reveal that a MG state of 

holomyoglobin populated at pH 4.1 and high-pressure retains ligand-binding capacity, and under 

the same equilibrium conditions a state of apomyoglobin is populated that is structurally similar 

to a transient folding intermediate.  
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3.2 Introduction 

Proteins in solution are dynamic molecules, exhibiting conformational flexibility across a 

range of time and length scales (1). In addition to a well-ordered native state, conformational 

excursions to low-lying “excited states” may be required in protein function (2). Despite their 

functional relevance, excited states are sparsely populated and may escape detection by standard 

spectroscopic techniques. As discussed in detail in chapter 2, hydrostatic pressure apparently 

offers a solution to this problem by reversibly populating excited states of proteins, allowing for 

spectroscopic characterization (3-8).  

Assuming that pressure can populate excited states for study, the increased 

configurational entropy of such states presents a challenge to spectroscopic methods that aim to 

describe structure; depending on the intrinsic time scale of the method either a population-

weighted average structure or a heterogeneous ensemble is observed. The intrinsic time scale of 

continuous wave (CW) EPR spectroscopy (0.1 – 100 ns) is fast compared to protein 

conformational fluctuations (typically µs-ms), and site-directed spin labeling EPR (SDSL EPR) 

can provide a snap-shot of a conformational equilibrium frozen in time (9-11). The EPR 

spectrum of the commonly implemented R1 spin label (12) in a protein encodes information on 

local structure (13-15), topology (16), and ps - ns backbone dynamics (11, 17), and can thereby 

serve to identify conformational heterogeneity in equilibrium states (11), including those 

populated by pressure. Recently, an EPR system capable of pressures up to 4 kbar and optimized 

for SDSL was reported, making it possible to explore the structure and dynamics of high-

pressure states of proteins using SDSL EPR (18). An improved system with a programmable 

pressure intensifier and ceramic sample cell is introduced here. 
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Conformational exchange that is slow on the EPR time scale results in a spectrum that is 

the sum of spectra corresponding to the individual states weighted by their population (11). In 

the simple case of a conformational equilibrium wherein each conformation generates a single, 

distinct spectral component, spectral simulation (19) allows the populations of the individual 

components to be readily extracted from such composite spectra and the apparent equilibrium 

constant thus determined. In general, equilibrium constants are pressure-dependent and fitting 

data for the equilibrium constants as a function of pressure to [3.1] can provide the 

thermodynamic parameters that relate the conformational states for a two-state equilibrium.  

ln � K
K(0)

� = −∆V�o

RT
(P) + ∆βT

2RT
(P)2    [3.1] 

K and K(0) are the equilibrium constants at applied (gauge) pressure P and at atmospheric 

pressure (P=0), respectively, and  ∆V�oand ∆β�T  are the partial molar volume and isothermal 

compressibility differences, respectively, between states. In more complex cases, the spectral 

lineshape corresponding to each thermodynamic state may be complex (multi-component), and 

the spectra of the “pure” states may not be known. Thus, alternative methods for identifying and 

characterizing conformational exchange from EPR spectral changes are desired. Singular value 

decomposition (SVD) is an attractive potential alternative to spectral simulations (see section 

3.4). SVD is commonly used in analysis of time-dependent changes in spectroscopic data (20), 

and has been implemented in EPR (21, 22); in this chapter, SVD is evaluated for analysis of 

pressure-dependent changes in EPR spectra. 

For sites on the surface of a helix or structured loop, the EPR spectrum of an R1 residue 

consists of a single component that reflects an anisotropic motion of the nitroxide with effective 

rotational correlation time on the order of 1-2 ns (11), provided that the nitroxide does not make 

contact with the surrounding structure. Pressure generally causes changes in the single 
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component lineshape without populating new spectral components for such sites in relatively 

rigid helical proteins or protein segments, as shown in this chapter. The effective nitroxide 

motion has contributions from fast backbone fluctuations of the protein in addition to internal 

fluctuations in the R1 side chain itself (17, 23). In earlier work the pressure dependence of the 

nitroxide motion (18) was treated using a model wherein the R1 side chain and protein segment 

to which it is attached were considered to move as a single kinetic unit. In this chapter, this 

model is compared to one described below in which R1 and protein motions are considered as 

independent.  

  The EPR spectrum of R1 in a stable helix is primarily sensitive to rocking motions of the 

segment to which it is attached (24). Such motion adds to the internal motion of R1 so that the 

observed effective correlation time of R1 on a helical segment (τe) is approximately related to 

the correlations times for R1 internal (τi) and protein (τp) motions by 

1
τe

= 1
τi 

+ 1
τp

              [3.2] 

Each reciprocal correlation time (rate) in [3.2] can be related to pressure through a volume of 

activation, ∆V‡, according to (18), by 

1
τ(P)

= 1
τ(0)

e
−P∆V‡

RT  ≈  1
τ(0) (1 − P∆V‡

RT
)            [3.3] 

where τ(0) is a correlation time at P = 0 and the linearized approximate form is obtained by 

expansion of the exponential about P = 0 and truncating higher-order terms based on the 

typically small ∆V‡
P

 encountered (≲5 mL/mol) and limiting analysis to moderate pressures (≲2 

kbar). In the simpler model used by McCoy and Hubbell (18), the natural log of the exponential 

form of [3.2] is taken, and  

ln �τe(P)
τe(0)

�  = ΔVe
‡P

RT
      [3.4] 
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where the effective activation volume ΔVe
‡ is determined from a linear fit of ln �τe(P)

τe(0)
� vs. P. To 

separate contributions from protein and nitroxide motion, [3.2] is combined with the linearized 

form of [3.3] for each correlation time to yield 

1
τo(P)

= 1
τo(0)

− P
RT

( ∆Vi
‡

τi(0) +
∆Vp

‡

τp(0))                  [3.5] 

For the non-interacting solvent exposed surface sites being considered here, the internal motion 

of R1 has a rate 1/τi(0) ≈ 5x108 sec-1 that is expected to be site-independent (17, 24). Values for 

1/τp(0) can be determined from equation [3.2] using experimental values of 1/τe(0) determined 

from spectral simulation together with 1/τi(0) = 5x108 sec-1. For the backbone motions that 

strongly influence the EPR lineshape, τp(0) must be on the order of τi(0) and experimental data 

suggest that in many cases they are essentially the same.  

The activation volume for nitroxide motion, ΔVi
‡, likely has its origin in fluctuations of 

the solvent cage around the nitroxide (18) and, like τi(0), is expected to be approximately site-

independent. Thus, variations of the slope from site-to-site are taken to reflect differences in ΔVp
‡, 

which in this model corresponds to local volume fluctuations at frequency near 1/τp(0) ≈ 5x108 

sec-1.  

 Mean-squared volume fluctuations of a solvent-impenetrable particle, including a folded 

protein, are related to the compressibility according to (25) 

〈(δV)2〉 = βTkT  [3.6] 

where k is the Boltzmann constant. Thus, activation volumes from variable-pressure EPR spectra 

of R1 at non-interacting helix surface sites may be viewed in the context of the relative 

compressibility of different regions, and can be used to define a site-specific map of relative 

molecular compressibility correlated with motions on the ns time scale.  
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While SDSL EPR provides site-specific information on tertiary contact sites and 

topology in a protein, it does not provide global information on secondary structure that is 

needed to reliably interpret SDSL EPR data in terms of conformational changes due to pressure 

application. Far-UV circular dichroism (CD) spectroscopy can provide the required information 

on secondary structure (26, 27), but high-pressure CD spectroscopy has not been developed due 

to the lack of a viable window material for a high-pressure sample cell (28); materials used in 

other optical spectroscopies for high-pressure experiments (quartz and sapphire) are unsuitable 

for use with circularly polarized light (see section 3.7). As a result, CD studies have been limited 

to low pressures (0.2 kbar) (29), or for measuring pressure-populated changes after pressure has 

been released (30-35). Here a high-pressure optical cell for CD studies up to 2.4 kbar is 

introduced, using a custom MgF2 window with a reduced aperture. Design and evaluation of the 

modified optical cell is presented in section 3.7. This development sets the stage for combined 

application of SDSL EPR and CD to explore the structure of pressure-populated excited states of 

proteins.  

An example of an excited protein state is the molten globule (MG), a compact but 

dynamic state with native-like secondary structure but without close side chain packing in the 

core that is typical of the native state (36). MGs are typically stabilized at low pH or in the 

presence of denaturants and are believed to represent intermediates in protein folding (37, 38) 

and in some cases may mediate protein function (39). The MG of apomyoglobin (apoMb) 

stabilized at pH 4.1 is an ideal subject for exploring the structure and dynamics of such states 

because it can be populated under conditions suitable for study by high-resolution NMR (40). At 

pH 4.1, NMR 13Cα chemical shift data showed that the native A, G, and H helices are largely 

retained in the MG state, but reduced values of the chemical shift relative to the native state of 
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apoMb suggest that non-helical states are sampled. Moreover, heteronuclear NOE data reveal 

gradients of fast backbone fluctuations in these helices not observed in native apoMb (41). 

Relaxation dispersion NMR showed the MG to be in pH-dependent equilibrium with other 

partially folded forms, indicating that the MG state will also be present in an equilibrium mixture 

at neutral pH, although with a small population relative to the native structure (i.e., an excited 

state) (38). Furthermore, this equilibrium MG was found to be structurally similar to the second 

of two intermediates identified during kinetic refolding by ultra-fast H/D exchange coupled with 

2D NMR (42).  

Application of pressure is expected to increase the equilibrium population of a MG state 

at neutral pH to levels that can be observed spectroscopically (43). Indeed, a state of apoMb, 

populated at 2 kbar, pH 6, was designated as a MG based on the similarity of its intrinsic 

fluorescence properties with that of the pH 4.1 state of apoMb (44), although it does not bind the 

dye ANS as is typical of MG states in general (45, 46). This pressure-populated state has been 

examined with high-resolution NMR (47, 48), where the integral intensities of most cross-peaks 

in the 1H-15N HSQC spectrum disappear due to broadening, suggesting that the entire 

polypeptide chain is transformed into a heterogeneously disordered conformation fluctuating on 

the ms time scale (48). Based on this behavior, the high pressure state was also designated as a 

MG, but the lack of spectral information precluded any information regarding details of the 

structures present. Clearly, this high-pressure MG state differs in detail from the pH 4.1 MG, for 

which high resolution information was obtained (41). Limited proteolysis and H/D exchange 

experiments in the same pressure range also reported increased flexibility, particularly in the B 

and E helices (49), and fluorescence and absorption spectroscopy revealed pressure-dependent 
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changes in both apoMb and holomyoglobin (holoMb), but again without specific information 

regarding the structures present (44-46, 50). 

Thus, there is little information on the secondary or tertiary structure of the pressure-

populated MG and how it compares to the well-characterized pH 4.1 MG. In the present study, 

high-pressure CD and SDSL EPR are used to explore the secondary structure and tertiary fold of 

high-pressure states of both apo- and holo-Mb. Results show that unlike the pH 4.1 MG of 

apoMb, the high-pressure state formed at pH 6 at 2 kbar retains the full secondary structure 

content of native apoMb, despite a heterogeneous tertiary fold revealed by SDSL EPR. At pH 

4.1, a MG-like state of holoMb is reversibly populated at 2 kbar but with a reduced helical 

content. Finally, at pH 4.1 and 2 kbar, a state of apoMb is formed that retains a significant 

population of secondary structure and may correspond to a transient folding intermediate. In each 

case, EPR provides site-specific information regarding the location and local dynamics 

associated with the transition to these states. 

3.3 Results 

At pH 6.0 and atmospheric pressure, apoMb retains a structure largely similar to the holo 

protein except for local unfolding in the region of helix F that caps the heme pocket (51, 52); at 

pH 4.1, the well-characterized MG state is populated (41). In contrast, holoMb retains the WT 

structure under the same conditions (53). In the present study, far-UV CD spectra were acquired 

on holoMb and apoMb at pH 6.0 and pH 4.1 in the pressure range 0 to 2.4 kbar (Figure 3.1 and 

2). These data were analyzed to determine the changes in secondary structural content as a 

function of pressure in each state (Table 3.1), and the apparent change in partial molar volume 

(∆V�o) and free energy (∆Go) for transitions observed in the low pH states (insets, Figure 3.1 and 

2). UV-Vis spectra were acquired on holoMb at pH 6.0 and pH 4.1 to monitor the Soret band as 
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an indicator of structural changes in the heme-binding pocket in the pressure range 0 to 2 kbar 

(Figure 3.A1). The reversibility of all pressure-populated changes in CD and UV-Vis spectra was 

verified by acquiring spectra at 0 bar after maximum pressurization; these were universally 

superimposable upon pre-pressurization spectra taken at 0 bar, and are not included for clarity of 

presentation.  

Table 3.1 Pressure-dependent secondary structure content estimation from far-UV circular dichroism. 
 pH Pressure 

(kbar) 
α-
helixa 

β-
Sheet 

Turn Unordered 

HoloMb 6.0 0 0.67 0.02 0.13 0.18 
  2 0.67 0.02 0.10 0.21 
  2.4 0.68 0.01 0.11 0.20 
 4.1 0 0.72 0.01 0.10 0.17 
  2 0.43 0.05 0.22 0.30 
  2.4 0.42 0.06 0.22 0.30 
ApoMb 6.0 0 0.57 0.02 0.20 0.21 
  2 0.56 0.02 0.19 0.23 
  2.4 0.56 0.02 0.19 0.23 
 4.1 0 0.48 0.08 0.22 0.22 
  2 0.28 0.19 0.22 0.31 
  2.4 0.26 0.23 0.22 0.29 

a the content of secondary structure calculated using the Contin algorithm (26, 27) are given as fractional 
populations. 
 

To monitor site-specific changes in structure and dynamics due to pressure in holoMb 

and apoMb, a single R1 residue was introduced in each of the 8 native helices, one at a time, at 

the sites shown in Figure 3.3 and the EPR spectra were recorded for each state investigated at 0 

and 2 kbar (Figure 3.4A). Although this is a sparse sampling of the structure, the data serve to 

illustrate the capability of the combined CD/SDSL approach and to identify salient features of 

each of the myoglobin states under pressure. To further characterize the pressure-populated 

changes in apoMb and holoMb at pH 6.0, variable-pressure EPR spectra were collected from 0 to 

2 kbar in 250 bar increments for 19 residues in holoMb (Figure 3.5 and 3.A2) and a single R1 

residue in apoMb for more comprehensive spectral analysis. 
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Atmospheric pressure EPR spectra for each of these mutants were previously reported for 

holoMb and apoMb at pH 6.0 and for apoMb at pH 4.1 (11); these spectra are reproduced here 

for comparative purposes. The atmospheric pressure EPR spectra of holoMb at pH 4.1 are new, 

as are the high-pressure EPR spectra for all states. As for the CD and UV-Vis data, EPR spectral 

changes at high pressure are reversible (Figure 3.A3), ensuring thermodynamic equilibrium 

between the conformational states observed over the pressure range investigated.   

3.3.1 HoloMb at pH 6.0 is relatively rigid and pressure insensitive to 2 kbar. 

Analysis of the far-UV CD spectrum of holoMb (Figure 3.1A) using the Contin algorithm (26) 

estimates 67% helical content at 0 bar (gauge pressure; equivalent to atmospheric pressure), 

consistent with previously reported CD measurements of holoMb under similar conditions (54). 

Upon pressurization, there is little change in the fractional helicity, with a final value of 68% at 2 

kbar. The Soret band intensity remains constant from 0 to 2 kbar, with only a small shift in the 

wavelength of maximum intensity from 409 to 408 nm (Figure 3.A1), suggesting little change in 

the structure surrounding the heme-binding pocket.  

Figure 3.1 Variable-pressure CD spectra of holoMb. Each spectrum is the average of 9 scans. (A) Far-UV CD 
spectra of 14.1 µM holoMb in 5 mM MES at pH 6.0, without salts, from 0 to 2 kbar in 0.5 kbar increments. (B) Far-
UV CD spectra of 11.2 µM holoMb in 5 mM sodium acetate at pH 4.1, without salts. Inset: a plot of ellipticity vs. 
pressure and the best-fit to a two-state model (red trace) to give the indicated ∆Go and ΔV�o of transition (see section 
3.6). 
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Most of the EPR spectra for holoMb at 0 bar (black traces, column 1, Figure 3.4A) have a 

single component reflecting a weakly anisotropic motion of the nitroxide, typical of non-

interacting helix surface residues (23). The lineshape variation among these spectra reflects, in 

part, residue-to-residue differences in the ns time scale dynamics of the backbone (11). 

Exceptions are residues 87R1 and 106R1 which have two resolved components, one of which 

corresponds to a small population of an immobilized state of the nitroxide (arrows, column 1, 

Figure 3.4A). In the case of 87R1 it was previously shown that the origin of the immobile state 

was flexibility of the F helix, in which the residue is located, where some conformations allow 

contact of the nitroxide with the nearby protein environment (11). Flexibility in the adjacent C 

helix (11, 55) may similarly account for the immobile state in residue 106R1, although this 

remains to be established.  

Upon pressurization, two classes of behavior are observed. In most residues, there are 

only small lineshape changes arising from a decrease in the nitroxide mobility; this is evidenced 

by the reduction in intensity of the central line (compare black and green traces, column 1, 

Figure 3.4A). A similar effect was observed for R1 at sites in T4 lysozyme under pressure and 

was interpreted in terms of an activation volume for rotational diffusion of the nitroxide (18). 

The second behavior exhibited is a shift in the relative population of spectral components toward 

the more immobile component, illustrated in Figure 3.4B (center panel), and observed on a 

smaller scale for 87R1 and 106R1. This pressure-dependent shift in population for 87R1 and 

106R1 is presumably a reflection of local compressibility of the protein. For 87R1, this 

interpretation is consistent with crystallographic and near-IR/Raman spectroscopic studies of 

holoMb at high pressure which revealed flexibility in helix F (56, 57).  
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To quantitatively examine the subtle lineshape changes observed for the majority of 

residues in Figure 3.4, spectra were collected for a larger set of residues from 0 to 2 kbar in 250 

bar increments (Figure 3.A2). Spectral simulations were performed according to the microscopic 

order macroscopic disorder (MOMD) model (19) to determine τe for nitroxide motion as a 

function of pressure (see section 3.6). The fitted order parameters (S) and τe for each residue at 0 

bar are shown in Table 3.2. All sites were well-fit to a model wherein S is constant and τe varies 

as a function of pressure, except for 66R1. For this residue, the simulations were improved by 

allowing S to vary, and the fits show a decrease in order as pressure is increased. As an example 

of the general quality of the fits, Figure 3.A4 shows variable-pressure EPR spectra with fits 

overlaid for 22R1 and 42R1.  

The pressure-dependent τe for each of the 19 residues was fit to [3.4] to determine ΔVe
‡ 

(Table 3.2). As anticipated, there is site-to-site variation in ΔVe
‡, although most residues exhibit 

values of ≈2-3 mL/mol. In order to decompose the activation volume into protein and nitroxide 

components using [3.5], a residue with approximately zero contribution from protein motion is 

desired. Residue 22R1 was selected for this purpose; variable-pressure EPR spectra for this 

residue are shown in Figure 3.6A and B, and Figure 3.A2A. Residue 22 is located in the core B 

helix, one of the most rigid regions of the sequence based on crystallographic thermal factors 

(Figure 3.6C) and NMR data (41). For this residue, 1/τe vs. pressure was plotted according to 

[3.5], and a linear fit with τe = τi and ΔVp
‡ = 0 yielded a volume of activation for internal R1 

motion ΔVi
‡ = 2.27 mL/mol (Figure 3.6D). With this value for ΔVi

‡ the pressure dependence of 

R1 at other sites can be used to estimate ΔVp
‡ and gauge the relative flexibility of the sequences 

to which R1 is attached.  
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Table 3.2 Variable-pressure EPR spectral simulation parameters and activation volumes for holoMb at pH 6.0 
 

 

As an example, spectra, simulations, and a plot of 1/τe vs. pressure for 42R1 are shown in 

Figure 3.6. For this residue τe(0) = 1.01 ns, therefore τP(0) = 2.04 ns from [3.2]. The ΔVp
‡ for this 

site is 7.1 mL/mol (using a value of ΔVi
‡ = 2.27 mL/mol from 22R1). In two cases, 5R1 and 

147R1, negative values of ΔVp
‡ were calculated according to this analysis. Negative activation 

volumes are not physically reasonable, and observation of small negative activation volumes for 

these residues highlights that the ΔVi
‡ from 22R1 is an approximation and may be improved upon 

in future studies. For residues where τe(0) is greater than 1.5 ns, τP(0) is over 6 ns according to 

[3.2], assuming τi(0) = 2 ns. Thus, as τe(0) approaches and exceeds 2 ns, one can no longer 

assume that internal nitroxide motion and protein backbone motion occur on roughly the same 

Spin-
labeled 
residue 

τo(0) 
(ns) 

S Effective 
Activation 
Volume 
(mL/mol) 

Protein 
Activation 
Volume 
(mL/mol) 

5 1.50 0.27 1.57±0.04 -1.2±0.2 
12 1.79 0.26 3.22±0.04  
19 1.11 0.35 2.24±0.03 2.1±0.1 
22 2.03 0.31 2.48 ± 0.03   
23 2.35 0.20 2.18 ± 0.06   
35 2.03 0.30 3.0 ± 0.1   
38 1.99 0.50 3.08 ± 0.05  
41 1.56 0.32 3.1 ± 0.1 4.9±0.7 
42 1.01 0.47 5.81 ± 0.09 7.1±0.4 
54 1.22 0.26 2.34 ± 0.03 2.17±0.09 
57 1.12 0.40 2.38 ± 0.06 2.1±0.2 
66 1.69 0.42-

0.36 
1.16 ± 0.02  

70 1.79 0.63 3.8 ± 0.1  
78 1.52 0.40 3.22 ± 0.04 4.9±0.2 
96 1.63 0.37 2.84 ± 0.03 4.0±0.2 
105 5.14 0.37 2.47 ± 0.09  
126 1.07 0.20 2.79 ± 0.07 2.4±0.2 
132 3.50 0.58 1.3 ± 0.1  
147 1.56 0.21 2.03± 0.04 -0.03±0.3 
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timescale (τi(0) ≠ τP(0)). Therefore, ΔVp
‡ was calculated for residues with a τe(0) ≲ 1.6 ns (Table 

3.2).  

3.3.2 ApoMb at pH 6.0 retains the full complement of helical structure to 2 kbar, 

but adopts a heterogeneous tertiary fold. ApoMb is 57% helical at 0 bar according to the far-

UV CD spectrum. This is approximately 10% less than that for holoMb at pH 6.0 and 0 bar 

(Table 3.1), in agreement with previously published values from CD (52, 54). 13Cα and 1H-15N 

HSQC NMR have shown this loss is due to conformational exchange involving non-helical 

states primarily in the F helix, the N-terminal end of the G helix, and the C-terminal end of helix 

H (51). Upon pressurization of apoMb, there is very little change in the far-UV CD spectrum 

(Figure 3.2). Remarkably, at 2 kbar, where apoMb is known to form a MG-like state, the total 

helicity is 56%, essentially the same as that at 0 bar.  

 EPR spectra of spin-labeled residues 12R1, 54R1, and 132R1 in apoMb at pH 6.0 and 0 

bar are identical to their holoMb counterparts, indicating that the structure and backbone 

dynamics are unchanged at these locations upon removal of the heme group (compare black 

traces, columns 1 and 3, Figure 3.4A). The spectrum of 66R1 is single-component, and the 

change in the lineshape between the holo- and apo-Mb states reflects differences in the local 

dynamics of helix E. On the other hand, residues 35R1, 42R1, 87R1, and 106R1 have well-

resolved two-component spectra. For residues 42R1, 87R1, and 106R1 the two-component 

spectra were previously shown to arise from conformational exchange involving helices C, F, 

and G, respectively; conformational exchange was also identified at the N-terminus of E and the 

C-terminal of H (11).  
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Figure 3.2 Variable-pressure CD spectra of apoMb. Each spectrum is the average of 9 scans. (A) Far-UV CD spectra 
of 24 µM apoMb in 5 mM MES at pH 6.0, without salts, from 0 to 2 kbar in 0.5 kbar increments. (B) Far-UV CD 
spectra of 24 µM apoMb in 5 mM sodium acetate at pH 4.1, without salts. Inset: a plot of ellipticity vs. pressure and 
the best-fit (red trace) to a two-state model of the transition to give the indicated ∆Go and ΔV�o (see section 3.6). 
 

Pressurization to 2 kbar, where the putative MG state is essentially completely populated 

(44, 48), results in well-resolved spectral changes in most residues, unlike the holoMb samples at 

pH 6.0 (Figure 3.4A). For 54R1 and 66R1 in the D and E helices, respectively, the single 

component spectra at 0 bar give rise to two-component spectra signaling the presence of new 

conformations of the protein; one component closely resembles that of the 0 bar state and the 

other reflects immobilization due to tertiary contact with the protein. For 12R1, 35R1, 42R1, and 

106R1 in the A, B, C, and G helices, respectively, pressure induces a strong shift towards a more 

immobile state. For 87R1 and 132R1, the changes are relatively small and indicate a general 

decrease in mobility as would be expected from local compression. The two-component EPR 

spectra found throughout the protein at 2 kbar are consistent with widespread conformational 

exchange slow compared with intrinsic time scale of EPR, involving at least two states (see 

section 3.4). Based on the CD data, the conformational sub-states must differ in the relative 

positions of helical segments.  

MOMD simulations have been used previously to identify and characterize pressure-

dependent conformational equilibria (18), but this approach has drawbacks that could limit its 
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application to the analysis of conformational exchange reported by variable-pressure EPR EPR 

(see section 3.4). To evaluate the potential of singular value decomposition (SVD) as an 

alternative to MOMD simulations, SVD of variable-pressure EPR spectra of the 12R1 mutant of 

holoMb and apoMb at pH 6 was performed as described in section 3.6 and illustrated in Figure 

3.A5; the results of this analysis are shown in Figure 3.7. The SVD component amplitudes for 

apoMb 12R1 have a sigmoidal pressure dependence that is well-fit using the two-state 

equilibrium model for [3.1], with Δβ�T = 0. The values of ΔV�o and ΔGo indicated in Figure 3.7A 

predict the native state to be ≈96% populated at 0 bar and the MG state to be ≈86% populated at 

2 kbar. The SVD amplitudes of holoMb 12R1 are almost perfectly linear and thus do not indicate 

the presence of a pressure-dependent conformational exchange, consistent with expectations for 

holoMb at pH 6 in the pressure range of 0 to 2 kbar. 

3.3.3 HoloMb reversibly loses helicity upon pressurization at pH 4.1. HoloMb has 

72% helical content at 0 bar (Table 3.1), and the Soret band intensity is similar to that at pH 6.0 

and atmospheric pressure (Figure 3.A1). This agrees with previously reported data and indicates 

a native-like conformation at pH 4.1 and 0 bar (50, 53, 58). The helical content drops as a 

function of pressure, beginning at 0.5 kbar and leveling off at 43% at 2 kbar. The Soret band 

intensity showed significant pressure dependence as well, in agreement with previous high-

pressure UV-Vis absorbance measurements (50). The ellipticity at 222 nm was used to monitor 

the fractional helicity during the pressure-populated transition observed in this state. The 

sigmoidal character of the pressure dependence of the ellipticity is well-fit using a two-state 

model to give a ∆Go and ΔV�o P

 of 3.9 ± 0.2 kcal/mol and -131 ± 7 mL/mol, respectively, for the 

pressure-populated transition (Figure 3.1B).  
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At 0 bar, all holoMb EPR spectra at pH 4.1 are similar to their pH 6.0 counterparts, 

indicating that the backbone dynamics are largely unchanged, and no new spectral components 

are detected (compare black traces, columns 1 and 2, Figure 3.4A). Specifically, residues 12R1, 

42R1, 54R1, 66R1, 106R1, and 132R1 have EPR spectra that are nearly superimposable on the 

pH 6.0 spectra, while 35R1 contains a new small population of a component corresponding to an 

immobilized state of the nitroxide. Both 35R1 and 87R1 exhibit slight sharpening of the mobile 

spectral components, indicating a small increase in the rate of motion at these sites. These results 

are consistent with the CD and Soret band data at 0 bar, which indicate the protein has a similar 

global secondary structure composition and local tertiary structure in the heme pocket, 

respectively.  

Pressure application causes changes in the EPR spectra of most residues, unlike the case 

for the pH 6.0 state. For 12R1, 35R1, 42R1, 54R1, and 106R1 the spectra transition from single- 

to two-component at 2 kbar, consistent with the presence of new conformations involving helices 

A, B, C, D, and G. For 132R1 the small lineshape change with pressure results from changes in 

nitroxide mobility, and is similar to that observed for most residues at pH 6.0; such small 

changes indicate rigidity (incompressibility) of the protein at the corresponding site. The most 

interesting responses are for 66R1 and 87R1, where pressure produces a new component with a 

sharp resonance line corresponding to a rapid isotropic motion of the nitroxide (arrows, column 

2, Figure 3.4A and shown in expanded view in the lower panel, Figure 3.4B). Such lineshapes 

are characteristic of dynamically disordered states (11, 59, 60), suggesting that the loss of 

helicity detected by CD under pressure can be attributed in part to regions involving helices E 

and F. This is in contrast to apoMb at pH 4.1, 2 kbar (see below), where sharp isotropic 
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resonance lines are observed for residues 42R1 and 54R1 as well, indicating loss of helical 

content in the C and D helices (compare colored spectra in columns 2 and 4, Figure 3.4A).  

 

Figure 3.3 Spin-labeled residues for EPR experiments 
on holoMb and apoMb at pH 6.0 and 4.1. A ribbon 
model of the holoMb structure (PDB ID code 2MBW 
(61)) is shown, with green spheres at Cα positions 
identifying the residues where the R1 side chain was 
introduced, one at a time. The heme group is shown 
in stick representation. An inset shows the structure 
of R1. 

 

3.3.4 The high-pressure ‘unfolded’ state of apoMb at pH 4.1 retains significant 

secondary structure. At pH 4.1 and 0 bar, apoMb forms a MG state that is 48% helical 

according to the far-UV CD spectrum (Table 3.1). In relation to native apoMb and holoMb at pH 

6.0 this is a roughly 10% and 20% reduction of helicity, respectively. A combination 

of 13Cα, 1H-15N HSQC, {1H}-15N heteronuclear NOE, and H/D exchange NMR experiments 

have shown that the “core” helices A, G, and H remain intact in the pH 4.1 MG state, while 

helices C, D, E and F are partially or completely unfolded; the N-terminal half of helix B is 

largely disordered, while the C-terminal half is helical (41, 42, 52).  

Pressurization of apoMb to 2 kbar at pH 4.1 reduced the helical content from 48% to 

28%, at which point the drop in helicity levels off, for a final helical content of 26% at 2.4 kbar. 

Additionally, there is an increase in β-sheet population to ≈23% at 2.4 kbar, although the relative 

uncertainty in β-sheet estimation is higher than that for helical content. The ellipticity at 222 nm 
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was used to obtain a ∆Go of 1.1 ± 0.2 kcal/mol and ΔV�o of -63 ± 9 mL/mol for the transition 

(Figure 3.2B), in good agreement with earlier tryptophan fluorescence measurements (44). The 

pressure-dependence of ellipticity at low pressures (0 – 0.75 kbar) is non-sigmoidal, indicating 

that a mixture of states is present at 0 bar, perhaps including a small population of a partially 

folded state that is distinct from the MG state known to be predominant at pH 4.1 and 0 bar (38, 

41). However, the MG state is approximated to be fully populated at 0 bar for the purpose of 

fitting the data, as described in section 3.6. As a result, the estimates for ∆Go and ΔV�o are a 

rough approximation, and provide an upper limit for the transition. 

All spin-labeled residues in the pH 4.1 MG state of apoMb exhibit two-component EPR 

spectra at 0 bar (Figure 3.4A), consistent with the widespread conformational exchange known 

to exist in this state. Detailed interpretations of the 0 bar spectra in terms of structure and 

dynamics have been recently published (11). Briefly, the sharp spectral components of residues 

54R1, 66R1, and 87R1 reflect essentially isotropic motion of the nitroxide, consistent with 

dynamically disordered states in the D, E, and F helices, respectively. Residues 12R1, 35R1, 

42R1, 106R1 and 132R1 have two-component spectra consistent with conformational exchange 

in a partially folded state. Upon pressurization, the dominant spectral change observed is an 

increase in the relative population of sharp spectral components reflecting dynamically 

disordered conformational states (column 4, Figure 3.4A). This is most prominent in residues 

54R1, 66R1, and 87R1, which already exhibit isotropic mobile components at 0 bar; a small 

population of a component corresponding to high mobility appears at high pressure for 42R1. 

Residues 12R1, 35R1, 106R1, and 132R1 show only minor changes in mobility due to pressure. 

Based on these results, the loss of helicity detected by CD apparently has significant 
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contributions from unfolding in the helical sequences around residues 54R1, 66R1, and 87R1 in 

helices D, E, and F.  

Figure 3.4 EPR spectra of R1 in the various states of myoglobin as a function of pressure. (A) EPR spectra at 0 bar 
(black trace) and 2 kbar (colored trace) are shown for R1 at the indicated sites and states of myoglobin. The arrows 
highlight examples of spectral components corresponding to immobilization of the nitroxide in the holoMb pH 6.0 
state, and to rapid isotropic motion of the nitroxide in the holo pH 4.1 state. (B) The different classes of pressure-
dependent spectral change are illustrated using enlargements of the low-field regions of the spectra identified by the 
dotted boxes. Shaded areas indicate the portions of the spectra that display intensity corresponding to mobile (m, 
grey) and immobile (i, yellow) motional states of the nitroxide. In response to an increase in pressure, the spectrum 
of residue 54R1 (top panel) exhibits only subtle changes in the single spectral component; the spectrum of 42R1 
(center panel) exhibits a shift in the population toward the component corresponding to an immobilized state, while 
that for 66R1 (lower panel) exhibits a shift toward a spectral component representing rapid isotropic motion of the 
nitroxide. The 0 bar spectrum of 66R1 (black trace) illustrates the characteristic lineshape for a nitroxide undergoing 
rapid anisotropic motion, where parallel and perpendicular hyperfine components are resolved (17), as indicated. 
This feature can be recognized in several of the spectra for holoMb in column 1, A. The component corresponding 
to the more mobile state of 54R1 and 42R1 (black traces) also reflects anisotropic motion, but the order is too weak 
to resolve the parallel and perpendicular components.  
 

3.3.5 Horse heart myoglobin is less stable than sperm whale myoglobin. All of the 

CD and EPR results presented above are for sperm whale myoglobin. Identical high-pressure CD 

experiments were performed on horse heart myoglobin in the same four states, and the results are 
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qualitatively similar to those for sperm whale myoglobin (Table 3.A1). In agreement with 

previous comparisons of these two variants (62, 63), horse heart myoglobin is slightly less stable. 

This is particularly apparent in horse heart apoMb at pH 6.0, in which there is a 17% drop in 

helicity upon pressurization to 2 kbar (from 60% to 43%; Table 3.A1), compared to almost no 

change for sperm whale myoglobin under the same conditions (Table 3.1). SDSL EPR studies 

were not done on the horse heart protein. 

3.4 Discussion 

One aim of this study was methodology development, i.e. to use myoglobin as a well-

studied model system to provide an empirical foundation for interpretation of high-pressure 

SDSL EPR and CD data in terms of structure and dynamics. To the extent that they can be 

compared, the data obtained in this study are consistent with existing information from other 

established methods (44-48, 50, 64), an outcome that provides some level of validation for the 

approach. Additionally, because the time scale of the SDSL EPR experiment provides an 

instantaneous sampling of an ensemble of structures fluctuating in the time scale of µs-ms, the 

data offer a unique view of the conformationally flexible states populated by pressure, the 

highlights of which are summarized below.  

3.4.1 The pressure response of holo- and apo-Mb at pH 6.0: the high-pressure MG 

state of apoMb and local compressibility in the native state of holoMb. HoloMb at pH 6.0 

was explored as a well-ordered reference state. At neutral pH and atmospheric pressure in 

solution, the protein is well-ordered and devoid of high-amplitude conformational fluctuations 

(41, 65). The UV-Vis (Soret band), CD, and EPR data are generally consistent with this picture 

of a rigid, relatively incompressible structure at pH 6.0 in the pressure range investigated. 

However, the EPR spectrum of residue 87R1 in the F helix shows the appearance of an immobile 
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component at 2 kbar, reflecting the onset of localized conformational exchange. This result is 

consistent with previous studies that identified rearrangements in the heme group upon 

pressurization that are transmitted to the F helix through the coordinating His93 (56, 57). In 

addition, the pressure-sensitivity of 106R1 in helix G reveals a small and highly localized 

compressibility that may occur in an otherwise rigid structure.  

 
Figure 3.5 Spin-labeled residues for EPR experiments on holoMb at pH 6.0. A ribbon model of the holoMb structure 
(PDB ID code 2MBW (61)) is shown, with green spheres at Cα positions identifying the residues where the R1 side 
chain was introduced, one at a time. The heme group is shown in stick representation. 
 
 As outlined in section 3.2, variable-pressure EPR promises to be an important tool to 

identify regions of elevated protein backbone fluctuations by monitoring the pressure 

dependence of the nitroxide correlation time (τe) for R1 at non-interacting helix surface sites 

(Figure 3.5) where the spectra correspond to a simple anisotropic motion (Figure 3.A2). Values 

of the correlation time are readily extracted at each pressure by spectral simulations using the 

macroscopic-order-microscopic-disorder (MOMD) model of Freed and coworkers (19). The 

pressure dependence of τe can be analyzed to give a total volume of activation, from which ∆Vp
‡ 

can be determined using [3.5] if a value of ∆Vi
‡ is known. ∆Vp

‡ is of particular interest because it 

reflects the volume fluctuations and thus compressibility of the protein segment to which R1 is 
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attached. An estimate of ∆Vi
‡ was calculated from the the pressure dependence of holoMb 22R1 

at pH 6.0. This is a non-interacting site on the solvent-exposed surface of the rigid B helix, where 

the pressure dependence may be assigned exclusively to R1 internal motion. With this value 

for ∆Vi
‡, the pressure dependence of R1 at other sites was used to estimate ∆Vp

‡ and gauge the 

relative flexibility of the sequences to which R1 is attached.  

 
Figure 3.6 Protein backbone dynamics revealed in variable-pressure CW EPR. (A) Variable-pressure EPR spectra of 
holoMb 22R1 (top) and 42R1 (bottom) at pH 6, normalized to the same number of spins. (B) Pressure-dependence 
of the nitroxide τe was determined from fits to the spectra. (C) Models of the R1 side chain are shown at residue 22 
and 42 of holoMb (PDB ID code 2MBW (61)) in stick representation. (D) A plot of 1/τe vs. pressure for 22R1 was 
fit to extract the indicated  ∆Vi

‡. A plot of 1/τe vs. pressure for 42R1 was fit, and using  ∆Vi
‡ from the analysis of 

22R1 the indicated value of  ∆Vp
‡ was determined for 42R1. Spectra are color coded as indicated.  

 
As an example, Figure 3.6 shows the pressure dependence of holoMb 42R1, located in 

the short C helix which has been identified to having significant flexibility on the basis of 

crystallographic thermal factors (Figure 3.6C) and other studies (11, 55, 66). The pressure 
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dependence of the spectra is clearly greater than that for holoMb 22R1. Analysis of the 42R1 

data using the ∆Vi
‡ determined from analysis of 22R1 leads to an observed ∆Vp

‡ = 7.1 mL/mol, 

indicating that the short C helix is a region of elevated compressibility. The E-F and F-G loops 

(78R1 and 96R1) are two other “hot spots” of backbone flexibility within the otherwise rigid 

structure of holoMb identified by this analysis.    

In contrast to the relatively pressure-insensitive holoMb, apoMb at pH 6.0 undergoes a 

transition to a pressure-populated MG state around 1.5 kbar with a ΔV�o ≈-70 mL/mol detected 

by both tryptophan fluorescence (44) and NMR (48). In principle, NMR is capable of providing 

atomic level information on the pressure-populated MG structure, but the loss of nearly all cross 

peak intensity in the HSQC spectrum was observed at 2 kbar, with less than 20% of the 

atmospheric pressure signal intensity remaining at random coil positions. The significant loss of 

signal intensity due to line broadening only allowed the conclusion that the entire polypeptide 

chain had lost the native fold and was disordered to form a heterogeneous state exchanging just 

slowly enough to cause the observed broadening (48). The EPR spectra of apoMb at 2 kbar 

clearly reveal the heterogeneity via multicomponent EPR spectra, one component of which is 

very similar to apoMb at atmospheric pressure.  

In addition to providing a window into the local dynamic modes of the protein in the 

native and MG states, it should be possible to quantitatively characterize the conformational 

exchange using variable-pressure EPR spectra of apoMb. In the case of a two-state 

conformational equilibrium, where each state is characterized by a unique spectral component, 

spectral simulations using a two-component MOMD model can provide the relative population 

of each state as a function of pressure, thereby providing the pressure-dependent equilibrium 

constant (K) for determination of ∆V�o and ∆β�T using [3.1] (18). However, in general the EPR 
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spectrum of each conformational state may have multiple and overlapping components due to µs 

exchange between sub-states within a given conformational well on the energy landscape. 

Moreover, the population of each conformation is in general unknown at any pressure, and the 

spectra of the "pure" states are unknown. In such cases, analysis by spectral simulation is 

impractical and SVD may be a viable alternative strategy.  

 

Figure 3.7 Identification and characterization of protein conformational exchange with SVD of variable-pressure 
EPR. Variable-pressure EPR spectra (right) of (A) apoMb and (B) holoMb 12R1 at pH 6.0. The normalized 
amplitudes from SVD of the spectra are plotted vs. pressure (left). For apoMb, a fit (red trace) to this plot yielded 
the indicated values of ∆Go and ∆V�o. For holoMb, a dashed black line indicates the linearity of the plot, confirming 
the lack of a conformational transition in this state in the pressure range investigated. EPR spectra are normalized to 
the same number of spins for each pressure series. Spectra are color coded as indicated.  
 

The MG state of apoMb populated at pH 6.0 and 2 kbar provides just such a situation.  

Despite the preponderance of a single state of the protein, the CW spectrum of every R1 residue 

studied here has two components, and in many cases one of the components is very similar to a 

spectral component present at 0 bar where the native state is predominant. The component 
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amplitudes from SVD analysis of apoMb 12R1 spectra reflect the shift in population from the 

native to MG state and the data are well-fit using the two-state equilibrium model of [1] (Figure 

3.7A) with thermodynamic parameters close to those reported based on high-pressure 

fluorescence and NMR measurements (48, 67). The results from SVD of holoMb 12R1 spectra 

(Figure 7B) verify the ability of SVD to distinguish spectral changes due to conformational 

exchange from those due to compression of an individual state. The SVD analysis presented here 

strongly support future use of this methodology to rapidly identify and characterize 

conformational exchange in complex EPR spectra.  

Taken alone, the EPR data do not define the structures present, except that the 

heterogeneous population includes a conformation much like native apoMb. However, together 

with CD data that show no change in secondary structure in the MG relative to native apoMb, 

and the NMR data that reveal ms exchange between populations, a working model can be 

constructed. With the assumption that a defined thermodynamic state is present at 2 kbar, as 

concluded from the SVD of apoMb 12R1 as well as intrinsic fluorescence and NMR studies (44, 

48), it is proposed here that the high-pressure MG state consists of a native-like population with 

the helical segments fluctuating on the ms time scale. In some positions of the helices, the R1 

side chain makes contact with neighboring structures giving rise to the immobile component. 

The resolution of X-band EPR to discern different motions in the slow motion regime is not 

sufficiently high to conclude that the immobile state is a single dynamic mode of the nitroxide, 

so the immobile state itself could be heterogeneous and represent an ensemble. In future studies, 

this could be resolved by high-field EPR (68).  

It is of interest to compare the high-pressure MG of apoMb with that produced at pH 4.1, 

atmospheric pressure. The HSQC spectrum of the pH-populated MG did not show the extensive 
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cross-peak broadening observed at 2 kbar, pH 6.0; the difference was attributed to a presumed 

sensitivity of the MG state to details of experimental conditions, which included a difference in 

temperature (48). The results from the current work suggest that the discrepancies in the NMR 

spectra may instead be due to structural and dynamical differences between the two states. In the 

present study, the MG states were compared with respect to helical content and EPR spectral 

signatures at the same temperature. The data reveal a difference in helical content of ≈10%, 

lower in the pH 4.1 MG, and the presence of sharp isotropic components in the spectra of R1 in 

helices D, E, and F (11) that are not observed in the pressure-populated MG state. Together, 

these results suggest local unfolding in these helices in the pH-populated MG but not in the 

pressure-populated MG. A working model summarizing the main features of the high-pressure 

MG in comparison to the pH 4.1 MG and native apoMb is shown in Figure 3.8. 

Specific details of the pressure-dependent changes in apoMb warrant comment. At first 

glance, the lack of change in 87R1 in helix F upon pressurization is perhaps unexpected. 

Numerous solution NMR studies have shown helix F to be conformationally disordered in the 

native state of apoMb (38, 41, 51), therefore one might anticipate 87R1 to be mobile and 

malleable under pressure. However, the spectrum reveals a dominant immobile state in apoMb 

with only a minor change at 2 kbar. The difference can be attributed to the different time scales 

of EPR and NMR. For NMR, high flexibility would correspond to µs-ms motions, which are 

frozen on the EPR time scale. Earlier SDSL EPR (11) and NMR (38) studies suggested that helix 

F sequence might be tucked into the heme pocket in native apoMb where it could undergo 

motions on the NMR but not EPR time scales.  

3.4.2 The pressure response of holoMb at pH 4.1: a holoMb MG state. HoloMb was 

investigated at pH 4.1 at high pressure. Earlier crystallographic (53), UV-Vis absorbance (50), 
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and CD (58) measurements all indicate that the secondary and tertiary structure of holoMb is 

invariant between pH 4.1 and 6.0 at atmospheric pressure, and the data presented here support 

this view (Figure 3.4, Table 3.1). However, at pH 4.1 increasing pressure from 0 to 2 kbar results 

in a reversible loss of the Soret band and reversible loss of ≈29% helical content (Table 3.1) that 

accompany a structural transition with ΔV�o of -131 ± 7 mL/mol and ∆Go of 3.9 ± 0.2 kcal/mol 

(Figure 3.1B). This implies an atmospheric pressure population of ≈0.1% for the excited state, 

illustrating the ability of pressure to make extremely rare states accessible for study. SAXS 

studies at pH 4.5 identified a compact state at 2 kbar that was attributed to a MG state (64), and 

the large ΔV�o and pattern of EPR spectral changes (appearance of two-component spectra at 

most sites) is generally consistent with this idea (Figure 3.4A). However, there are clear 

differences between the pressure-populated MGs of holoMb at pH 4.1 and apoMb at pH 6.0. In 

the holoMb MG, EPR spectral components corresponding to dynamically disordered states 

appear for R1 residues in the E and F helices; in the apoMb MG state, R1 residues in these 

helices become more immobilized. As suggested above, the F helix may occupy the empty heme 

pocket in the apoMb MG state. If so, this pocket is not available in the holo protein, and the 

response to pressure is instead unfolding that apparently involves at least part of the contiguous 

E helix, contributing to the observed loss in helicity. In addition, an unfolding of helices E and F 

would move the heme ligands His93 and His64, resulting in the loss of the Soret band under 

pressure. A schematic representation comparing the proposed model for the holoMb MG state 

and other states of apoMb is given in Figure 3.8. 

Recently it has been reported that MG states can retain the ability to bind native ligands, 

implying that close-packing is not a requirement for this function (36). A comparison of the 

high-pressure EPR spectra of holoMb at pH 4.1 with that of apoMb under the same conditions 
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reveals partial stabilization of the C and D helices by the heme group (Figure 3.8). Furthermore, 

the rapid reversibility of all pressure related changes in this state implies that the heme ligand 

remains bound to the protein. Thus, this system adds to existing examples of MG states that 

retain ligand binding capability, albeit not in the native binding conformation.  

 

Figure 3.8 Models for the structure and dynamics of partially-folded states of myoglobin. Each model is based on 
the crystal structure of holoMb; sequences that retain helical content are shown as cylinders; segments that have 
some fraction unfolded are shown in wire representation. (A) and (B) are models of native apoMb and the pH 4.1 
MG state, respectively, based on solution NMR (41, 51). Regions undergoing conformational exchange are colored 
red, and more rigid regions colored blue. The structure of native apoMb is similar to that of holoMb, but with 
localized unfolding in the F helix and portions of the G and H helices. In (B), the conformational exchange implied 
by the gradient of color in the helices represents a gradient in the population of non-helical states, increasing toward 
the helix termini, as inferred from 13Cα chemical shifts (41). (C) and (D) are models of the high-pressure MG of 
apoMb and holoMb, based on SDSL, CD, and NMR. Helices with a fluctuating tertiary structure are colored 
magenta. (C) The pressure-populated MG of apoMb at pH 6.0, 2 kbar, contains the full complement of native state 
secondary structure according to CD, but line broadening in NMR and the spectral shifts in EPR indicate a 
fluctuating tertiary fold. (D) The pressure-populated MG of holoMb at pH 4.1 and 2 kbar experiences dynamic 
disorder in some fraction of the E and F helices, and a fluctuating tertiary fold in the remaining helices.  
 

3.4.3 The pressure response of apoMb at pH 4.1: the pressure ‘unfolded’ state. 

Earlier tryptophan fluorescence studies of the pH-populated MG state of apoMb at high pressure 



115 
 

reported that the protein undergoes a transition to an unfolded state, with a ΔV�o of -61 mL/mol 

(44). A similar value for ΔV�o was found in this study using CD as a monitor (Figure 3.2B). 

However, the CD data also show that pressure causes only a partial loss of helical structure, 

resulting in a final value of 28% at 2 kbar with a concurrent appearance of ≈19% β-sheet.  While 

it cannot be ruled out that the reversible formation of β-sheet is due to intermolecular 

interactions in small soluble aggregates, large-scale aggregation would cause scattering not 

detected in the CD data. Thus, the population existing at 2 kbar is not unfolded in the literal 

sense, and certainly retains a higher fraction of secondary structure than that produced by 

chemical perturbation techniques, including GdnHCl (≈5%), Urea (≈7%), and pH (≈13%) (69, 

70). Although EPR spectral changes at high pressure confirm the appearance of a dynamically 

disordered population in the non-core helices C, D, E, and F, the spectra at all sites retain two 

components, indicating the retention of a tertiary fold.  

Kinetic studies of apoMb folding near neutral pH suggested the mechanism U ↔ Ia ↔ Ib 

↔ N, where U is the unfolded state and Ia and Ib are transient intermediates (42, 71). The 

intermediate Ia is formed within 0.4 ms after initiation of folding from an acid denatured state, 

and relaxes to form Ib within 6 ms (43). In principle, these states are in equilibrium under all 

conditions, but at pH 4.1 and atmospheric pressure where the acid MG is formed, the dominant 

species is Ib (38, 71). Interestingly, the equilibrium CD and EPR data collected at pH 4.1 and 2 

kbar are consistent with the Ia rather than the Ib intermediate. For example, the Ia intermediate 

has a stable core consisting of helices A, G and H, giving a total helical content of about 30%, 

the same as that found by CD for the pH 4.1, 2 kbar state within experimental error. Moreover, 

the EPR results under these conditions reveal an increase in the population of disordered states 

for R1 residues in non-core helices, consistent with the lower protection factors for hydrogen 
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exchange in these helices in Ia compared to Ib (42). Note that the Ib intermediate is distinct from 

Ia in having greater helical content (48%) due to partial folding of the non-core B, C, and E 

helices (41). Thus, pressure may cause a shift in the Ia ↔ Ib equilibrium toward the Ia state. The 

ability to populate a transiently-formed kinetic intermediate under equilibrium conditions 

highlights the utility of the application of pressure for exploring the conformational ensemble of 

proteins.  

3.5 Conclusions 

Pressure reversibly shifts protein conformational equilibria in a direction to lower the 

total volume of the system (Le Chatelier’s principle), and excited states populated by pressure 

apparently have a smaller partial molar volume than the ground (native) state (8). The major 

contribution to the smaller molar volume for excited states is believed to be hydration of internal 

cavities (packing defects) enabled by conformational changes relative to the native state (72, 73). 

In the case of apoMb, the data presented here argue that at high pressure hydration of internal 

cavities, either native or resulting from heme removal, occurs via population of an ensemble of 

conformations in which there is a global disruption of close packing without secondary structure 

change, perhaps involving solvent-separated hydrophobic interactions (74) that effectively 

lubricate transitions between members of the ensemble. 

An alternative to the cavity hydration model is a structure-relaxation model in which 

excited states represent alternative packing modes of higher energy that reduce the size of 

internal cavities with concomitant reduction in the overall protein molecular volume. Indeed, it is 

observed in crystal structures of cavity-creating mutants that the protein generally responds by 

shifts in atomic positions in a direction to substantially reduce the cavity volume (75, 76). Recent 

NMR and modeling studies of the T4 lysozyme L99A cavity-creating mutation showed that the 
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protein responds to the mutation with a backbone structural rearrangement that allowed Phe114 

to move into and fill the cavity; this alternative structure is poorly populated due to strain (77). 

Whether pressure favors hydration or filling the cavity with Phe114 is a matter currently debated 

in the literature (78, 79); resolving this issue with high-pressure EPR is a central goal of the work 

presented in chapter 5. High-pressure is expected to favor alternative packing modes of lower 

volume, and the fluctuating helix model for the pressure-populated MG state of apoMb can be 

understood in terms of an ensemble of alternative packing modes that reduce cavity volumes at 

the expense of strain. It remains to be elucidated whether one of these models dominate, or 

whether both play a role. 

3.6 Methods 

3.6.1 Myoglobin cloning, expression, purification, and spin-labeling. All single 

cysteine mutants of sperm whale myoglobin and their spin labeled derivatives in both the apo- 

and holo-state have been previously reported and were prepared following the procedures 

described (11). The purified protein was transferred to the appropriate buffer and concentrated to 

≈500 µM for EPR experiments or ≈10 µM for CD experiments using an Amicon ultra 

concentrator (10 kDa MWCO; Millipore). ApoMb and holoMb samples were prepared in either 

20 mM MES buffer at pH 6.0 or 10 mM sodium acetate at pH 4.1 for EPR experiments. For CD 

experiments, the same conditions were used, except the concentration of MES or sodium acetate 

was reduced to 5 mM. HoloMb samples prepared as described in (11) auto-oxidize to the 

aquomet form (Fe3+-H2O), confirmed by the ratio of the Soret band maxima at 409 nm to the 

absorption at 280 nm (ε280 = 31,000 L*mol-1*cm-1, ε409 = 157,000 L*mol-1*cm-1) (80). Protein 

concentration was measured via absorption spectroscopy at 280 nm for apoMb (ε280 = 15,400 

L*mol-1*cm-1) and 409 nm for holoMb. Samples for EPR were diluted in a 1:1 ratio with 50% 
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wt/wt Ficoll-70 (Sigma) in the appropriate buffer in order to reduce the effect of protein 

rotational diffusion on the EPR spectral lineshape (10, 18, 68); the final protein concentrations 

for EPR were ≈250 µM. 

Horse heart holoMb (Sigma) was solubilized in buffer and used without further 

purification. ApoMb was prepared by the standard butanone extraction method (81). Briefly, 100 

mg of holoMb was dissolved in water. The pH of the solution was adjusted to 1.5 with 

concentrated HCl over ice. The solution was then mixed with two volumes of 2-butanone, and 

the upper organic layer was decanted. The extraction procedure was repeated twice. The aqueous 

phase was than dialyzed at 4°C for 2 days against 10 mM Tris buffer at pH 8, and then 

concentrated at 4°C to ≈10 µM for CD experiments. Protein concentration was measured via 

absorption at 280 nm for apoMb (ε280 = 14,300 L*mol-1*cm-1) and 408 nm for holoMb (ε408 = 

188,000 L*mol-1*cm-1) (82). 

3.6.2 High-pressure circular dichroism and UV-Vis spectroscopy. Far-UV circular 

dichroism was performed on a Jasco 810 spectropolarimeter using a modified high-pressure 

optical cell (ISS Model HP-200). Briefly, the standard windows were replaced with MgF2 

windows (Karl Lambrecht Corporation) and the unsupported aperture was reduced to 3 mm, 

resulting in a cell capable of withstanding pressures up to 2.5 kbar. Details of the modifications 

to the high-pressure cell and evaluation of performance are provided in section 3.7. Pressure was 

produced with a manually operated piston screw pump generator (High Pressure Equipment 

Company Model 37-5.75-60) rated at 4.14 kbar, and monitored with a pressure gauge (Enerpac 

Model T6010L) mounted in-line with the sample cell. Each far-UV CD spectrum is the average 

of 9 scans, acquired after a 3 minute equilibration at each pressure. The pressure was increased in 

steps of 0.5 kbar from 0 to 2 kbar, and then in 0.2 kbar steps up to 2.4 kbar. For the 
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thermodynamic analysis, the pressure was increased in steps of 0.2 kbar from 0 to 2.4 kbar. UV-

Vis spectra were acquired using the same high-pressure cell with the absorption channel of the 

spectrometer. Reversibility was verified for each sample by collecting a spectrum at 0 bar befor 

and after pressurization. For all the experiments the sample cell optical pathlength was 0.5 mm. 

The secondary structure parameters were estimated using the Contin algorithm (26, 27). 

3.6.3 Thermodynamic analysis of CD spectra. CD experiments detected a significant 

loss of helicity the pH 4.1 states of both apoMb and holoMb due to pressure. In both cases 

presented here, the data were fit using a two state model, 1 ↔ 2, where the equilibrium constant 

is given by [3.7], and the fi are the fractions of the respective states.  

K = f2 f1⁄   [3.7] 

Structural changes were followed using CD ellipticity (θ) at 222 nm, which is related to the 

fraction of protein in state 2 (f2) by [3.8]. 

f2,p = (θP − θ1) (θ2 − θ1⁄ )  [3.8] 

In [3.8], θ1 and θ2 are the ellipticity of state 1 and 2, respectively, and θp is the ellipticity at 

pressure P. The free energy difference (∆G) in a two state system at equilibrium is given by 

[3.9], and [3.10] is a first order approximation of the pressure dependence of ∆G.  

∆G =  −RTln(f2 f1⁄ ) [3.9] 

∆G =  ∆Go + ∆V�o(P) [3.10] 

Combining [3.8], [3.9], and [3.10] and solving for θP yields [3.11].  

θp = θ1 + [θ2 − θ1]/[1 + exp([∆Go + ∆V�o(P)] RT⁄ )]    [3.11] 

Plots of θP vs. P were fit using [3.11] to solve for free energy and partial molar volume 

differences at atmospheric pressure (∆Go  and ∆V�o , respectively). In the pressure-populated 

transition of holoMb at pH 4.1, the fitted values for θ1 and θ2 were very similar to the θ at 0 and 
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2 kbar, respectively. This supports the two-state model for this transition, and indicates that state 

1 is fully populated at 0 bar and state 2 is fully populated at 2 kbar. The data for apoMb at pH 4.1 

suggest that a mixture of states is populated at 0 bar, as reported previously (44), and as such the 

two-state model for this transition is an approximation. The low pH MG of apoMb is known to 

be populated at pH 4.1 and 0 bar, therefore state 1 is taken to be the low pH MG and θ1 was set 

to equal θ at 0 bar in order to generate a reasonable fit.  

3.6.4 Variable-pressure EPR spectroscopy. A computer-controlled pressure intensifier 

rated at 4 kbar and ceramic samples cells rated to 3 kbar were jointly developed with Pressure 

Biosciences, Inc (PBI). The intensifier, now commercially available from PBI (Model HUB440), 

is feed-back regulated to maintain constant pressure even in the presence of small leaks, and can 

be programmed to provide automated changes in pressure with various profiles in time. The 

ceramic cells, also now commercially available (HUB440-Cer), were fabricated for use in a 5-

loop 4-gap resonator operating at X-band microwave frequency (83). The ceramic cell has a 

pressure-independent EPR signal that was subtracted from all spectra after data acquisition. The 

pressurization fluid was either water or buffer, and pressure was monitored with two separate 

transducers (Kistler Model 6229A and Precise Sensors Model 5550) connected in-line with the 

sample cell. Additional details of the instrumentation used for variable-pressure EPR 

experiments in this dissertation are given in section 3.7. Pressure values given in this dissertation 

are gauge pressure, i.e, 0 bar is equivalent to atmospheric pressure. 

EPR spectra were acquired on either a Bruker ELEXSYS 580 or Varian E-109 

spectrometer fitted with the above mentioned 5-loop 4-gap resonator operating with 5 mW 

incident power and at a temperature of 298 K. The sweep width for all spectra was 100 G. 

Atmospheric pressure spectra were acquired before and after pressurization to ensure 
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reversibility. Figure 3.A3 shows reversibility for the spectral changes shown in Figure 3.4A; all 

pressure effects reported in this dissertation were reversible. 

 3.6.5 Singular value decomposition (SVD) of variable-pressure EPR spectra. SVD of 

holoMb and apoMb 12R1 variable-pressure EPR spectra was performed using the standard SVD 

function in LabVIEW. SVD of a matrix A generates three matrices U, S, and V. U and V are 

comprised of orthonormal eigenvectors of AAT and ATA, respectively, and S is a diagonal 

matrix containing the eigenvalues of AAT and ATA (the eigenvalues of these two matrices are 

equivalent) (20). The input matrix A was generated by subtracting an average of all spectra in the 

pressure series from the spectrum collected at each pressure. The resulting difference spectra 

comprise the columns of A, and each column corresponds to a different pressure (Figure 3.A5). 

U contains the basis spectra (components) and V contains the amplitude vectors (amplitudes) at 

each pressure. The singular values in the diagonal matrix S are the weights of each component. 

US then contains the weighted components in columns, and each row of VT contains the 

amplitude of a particular component as a function of pressure. A can be reconstructed by 

multiplying U, S, and VT (A=USVT). 

As may be seen in Figure 3.A5, only the first few components are significant, and 

subsequent components have low weighting factors (singular values) and few defining features 

in the lineshape, such that they contribute only noise. Indeed, noise reduction is a common 

application of SVD (20). Two components were significant for apoMb 12R1 (Figure 3.A5) and 

only the first component was significant for holoMb 12R1; other components had singular values 

<10% of the first component singular value.  

The amplitudes for a particular component reflect the pressure-dependence of the spectral 

change reflected in that component. If these changes result from pressure-populated shifts in 
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conformational equilibria, the amplitudes (here designated AP) may be treated in an equivalent 

way to the CD spectroscopic observable θP, and for a two-state exchange   

Ap = A1 + [A2 − A1]/[1 + exp([∆Go + ∆V�o(P)] RT⁄ )]      [3.12] 

For apoMb 12R1, the amplitudes of the first two components (V1 and V2, Figure 3.A10) were 

linearly combined using their singular values as coefficients and normalized to generate AP, 

based on the assumption that the pressure-populated spectral changes reflect a single process 

(transition). A plot of AP vs. P revealed a clear sigmoidal transition that was well fit using [3.12], 

and the resulting values for ∆Go  and ∆V�o  are consistent with those previously reported (see 

section 3.3), supporting the two-state model [3.1] used to fit the SVD amplitudes. 

 For holoMb 12R1 only the first component was significant, therefore the normalized 

amplitudes of the first component were taken as AP. As anticipated, a plot of AP vs. P was linear, 

indicating the absence of a conformational transition in holoMb at pH 6.0 between 0 and 2 kbar.   

 3.6.6 MOMD simulations of variable-pressure EPR spectra. Spectral simulations of 

variable-pressure EPR spectra for 19 singly-labeled mutants of holoMb were performed 

according to established procedures for fitting EPR spectra of R1-labeled proteins (11, 18) using 

the program MultiComponent, written in LabVIEW and available 

at www.chemistry.ucla.edu/directory/hubbell-wayne-l. This employs the non-linear least squares 

stochastic Liouville (NLSL) fitting program developed by Freed and coworkers (19) as a kernel. 

Details of the MOMD model and parameters are given in Chapter 1 of this dissertation and 

references therein. 

 Initial values of the A and g tensor principal components were Axx = 6.2, Ayy = 5.9, Azz 

= 37, gxx = 2.0078, gyy = 2.0060, and gzz = 2.0022, previously reported for a nitroxide in an 

aqueous environment (84). Although all spin-labeled mutants used here are surface sites, the 

http://www.chemistry.ucla.edu/directory/hubbell-wayne-l
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polarity of the local environment could vary slightly from site-to-site, thus A and g principal 

component values were allowed to vary slightly during fitting due to their known dependence on 

polarity (85).  

 The principal components of the rotational diffusion tensor are given in a modified 

spherical form R� = 1
3
�Rx + Ry + Rz�, N = Rz −

1
2
�Rx + Ry�, and Nxy = Rx − Ry , where Rx, 

Ry, and Rz are the principal components in Cartesian form, and R�, N, and Nxy are the isotropic, 

axial, and rhombic components, respectively, of the tensor in spherical form. The values of these 

parameters are specified in the fitting program as log10 of the actual principal component values 

to make them the same order of magnitude as the non-dynamical fitting parameters. This 

improves convergence of the fitting algorithm. The reported effective correlation times (t) were 

calculated using the isotropic component of the diffusion tensor (R�) according to 

τ = �6 ∗ 10R��
−1

    [3.13] 

All spectra were fit using z-axis anisotropic motion (diffusion tensor tilt angles αD = 00, βD = 

360, and γD = 00) and axial symmetry (Nxy = 0), except for 105R1 for which a non-zero value of 

Nxy was required to achieve a good fit.  

 A restoring potential defined by the following expression was used to model the local 

ordering of the nitroxide motion due to attachment to the protein: 

U(Ω) = −kT∑ cKLD0K
L (Ω)L,K      [3.14] 

The ordering potential (U) is a function of the angles relating the principal axes of the diffusion 

tensor to the director frame (Ω), and D0K
L (Ω) are a restricted set of spherical harmonics. The 

coefficients cKL  are the parameters allowed to vary in the simulation. Typically only the first 

coefficient c02 is required to achieve a good fit, resulting in a model for angular motion of the 

diffusion tensor z-axis about the director z-axis that traces out a roughly conical trajectory. For a 
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few residues (5R1, 12R1, 19R1, and 22R1) the second coefficient c22 was required. Moderate 

values of this coefficient modify the motion of the diffusion z-axis to an elliptic cone. Values for 

the order parameter S were calculated from the fitted c02 and c22 parameters (19). 

 In addition to the parameters listed above, the inhomogeneous linewidth tensor W was 

allowed to vary slightly in order to improve the fit quality. Inhomogeneous broadening due to the 

proton and 13C hyperfine interactions and field modulation are explicitly included in the 

MultiComponent implementation of the NLSL program. Other parameters available in the 

program were not used in the simulations reported here.  

The 19 spin-labeled holoMb mutants for which MOMD simulations were performed are 

solvent-exposed surface sites that exhibited single component spectra across the full pressure 

range. These residues were fit according to a previously reported model for pressure dependence. 

In this model, after achieving a parameter set that accurately fit the spectrum collected at 

atmospheric pressure, only R� and N were allowed to vary as a function of pressure (18). This 

model accurately represents the pressure dependence for all residues except 66R1, for which an 

improved fit was achieved by allowing the order parameter S to vary as well.   

3.7 Appendix 

  3.7.1 The high-pressure circular dichroism (CD) system. The high-pressure unit is an 

ISS model HP-200 with three optical windows for absorption, fluorescence, and Raman 

spectroscopy. The windows are mounted in a Poulter-type configuration using highly polished 

metal plugs with a 10 mm aperture (Figure 3.A6). The whole unit is mounted on a platform built 

in-house that fits inside the Jasco 810 spectropolarimeter sample compartment such that center of 

the polarized light is centered on the window of the high-pressure unit. The original windows in 

the high-pressure unit are UV-grade quartz that can withstand pressures up to 3 kbar, or sapphire 
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windows that can withstand pressures up to 4 kbar. Neither quartz nor sapphire is suitable for CD 

measurements at high-pressure. While quartz is an isotopic material with no crystal orientations, 

under high hydrostatic pressure these windows produce major artifacts and loss of CD signal 

below 250 nm. Sapphire windows are birefringent and pressure induces significant 

depolarization (Figure 3.A7A). Magnesium fluoride (MgF2) windows are found to be suitable 

for high-pressure CD measurements (Figure 3.A7B  and 3.A8). MgF2 windows have excellent 

transmission properties in the UV-visible range, even at high pressures. However, MgF2 

windows do not have the same strength of quartz or sapphire windows, and will fracture at 

relatively low pressures using the standard window configuration of the HP-200. By reducing the 

unsupported aperture diameter from 10 mm to 3 mm, MgF2 windows will retain their optical 

properties up to pressures of 2.5 kbar without fracturing. Custom-made high-pressure side plugs 

with a 3 mm aperture were obtained from ISS. The custom made MgF2 windows (Karl 

Lambrecht Corporation) have the optical axis perpendicular to the circular polished face, and the 

same dimensions as the standard windows for easy interchangeability (Figure 3.A6). To be able 

to perform measurements in the far-UV region water is used as the pressure transmitting fluid. 

The pressure is produced by a model 37-5.75-6 High-pressure Generator from High Pressure 

Equipment Company.      

3.7.2 CD sample cells. Various quartz sample cells can be fitted into the high-pressure 

unit. For measurements in the far-UV region, custom made cells with path lengths of 0.2, 0.5, 

and 1 mm were obtained from NSG Precision Cells. The cells were completely filled with 

buffered sample to avoid trapping of air and then sealed with a flexible material such as parafilm 

because the liquid inside the cells will compress as the pressure is increased. The cells are 

inserted into the high-pressure unit and immersed in water, which serves as a pressure-
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transmitting fluid around the sample cell. These quartz cells are not subjected to the differential 

pressure due to the flexible parafilm seal, and thus do not produce any pressure artifacts in CD 

spectra.   

3.7.3 Interference from leakage. When using the high-pressure unit for absorption and 

fluorescence measurements with the standard quartz or sapphire windows and the 10 mm 

aperture, there are generally no leakage problems. However, minor leaks of the pressurization 

fluid (water) are common with the 3.0 mm aperture side plug at pressures above 1.5 kbar. Even 

minor leaks (< 1 µL) will coat the outer surface of the aperture and interfere with CD 

measurements. This can be easily detected by the large sudden changes in the CD signal as well 

as changes in the photomultiplier dynode voltage. This problem is solved by continuously 

flowing a stream of nitrogen gas on the side windows to keep the apertures dry (Figure 3.A6).  

3.7.4 Baseline pressure dependence. Buffer ellipticity is generally pressure-dependent. 

A typical buffer baseline is shown in Figure 3.A8B for 5 mM Tris at pH 7.2 from 0 to 2 kbar. As 

shown, at 200 nm the maximum change is on the order of ≈1.5 mdeg, and the changes are 

completely reversible. It was found that the baselines are reproducible during a day’s operation. 

However, baselines have to be obtained daily.  

3.7.5 Calibration of the CD spectropolarimeter. Camphor sulfonic acid is commonly 

used to calibrate the CD spectropolarimeter. Spectra of camphor sulfonic acid as a function of 

pressure from 0 to 2 kbar (Figure 3.A7B) reveal minimal changes in the peak intensity at 290 

nm. Pantolactone was chosen as an additional calibration standard (86) because it has a well-

defined signal peak at 219 nm (Figure 3.A8A), and monitoring the secondary structure of 

proteins in the regions of 190 to 260 nm is the principle interest here. The variation in signal 

intensity as a function of pressure between 0 and 2 kbar is on the order of ±3.0%. Because water 
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or buffer will compress as the pressure is raised, the concentration of the sample will increase 

and the CD signal is expected to increase accordingly. However, inspection of the pressure-

dependent spectra of camphor sulfonic acid and pantolactone shows that this is not the case. The 

reason for this discrepancy is that as the pressure is increased, the MgF2 windows in the high-

pressure cell partially depolarize the circular polarized light, thereby reducing the CD signal. 

Interestingly, the amount of depolarization as a function of pressure compensates for the 

concomitant increase in sample concentration. This is proved by placing the sample cell in the 

light pathway outside the high-pressure cell and recording the CD spectra as the pressure is 

increased. The concentration increase as a function of pressure can be easily monitored using the 

absorption channel in the CD spectropolarimeter, where the peak absorbance of the sample 

increases with pressure. The insertion of the high-pressure unit in the light path adds two 

additional windows causing a 7 ± 0.5% loss of CD signal at atmospheric pressure. This 7% loss 

is independent of the material being measured or the wavelength used.  

3.7.6 High-pressure ceramic cell for SDSL EPR. Two types of high-pressure sample 

cells have been developed and implemented in X-band SDSL EPR experiments. The first is 

fabricated from PTFE-coated fused silica capillary as described by (18). An alternative high-

pressure cell for X-band SDSL EPR is the commercially available yttria-stabilized zirconia 

ceramic cell (HUB440-Cer; Pressure BioSciences, Inc.) shown in Figure 3.A9A. This cell was 

used for all variable-pressure EPR experiments reported in this dissertation. The total sample 

volume of the cell is 19 µL, with ≈5 µL in the ≈1 cm active region of a resonator; sample 

concentrations of ≈200 µM give satisfactory signal-to-noise. The typical maximum operating 

pressure of these cells is 2.4 kbar, although pressures up to 3 kbar are achievable with select 

cells.  
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The ceramic cell exhibits a broad EPR signal due to paramagnetic inclusions (87-91). 

While this signal overlaps that of nitroxides in EPR spectra, it is pressure-independent and is 

readily removed by subtraction after data collection (Figure 3.A9B). The larger inner diameter of 

the ceramic cells compared to the previously used capillary bundle cell makes it more amenable 

to studies of proteins immobilized on solid support (92).  

Water compresses by ≈12% at 4 kbar (93), and the increased water content in the active 

volume of an EPR resonator under pressure causes a shift in the resonant frequency due to the 

high dielectric constant of water. As a result, adjustments in the frequency and/or coupling may 

be required. In experiments presented here, manual frequency adjustments were required with 

every ≈1 kbar change in pressure, although this will depend on the EPR instrumentation used. 

Water compression also increases the effective concentration of spin in the sample, which is not 

an issue for line shape analysis such as MOMD simulations. However, in analysis where 

accurate normalization is critical, minor inaccuracies in subtraction of the ceramic cell 

background signal make normalization using double-integration of CW spectra unreliable. An 

effective alternative normalization strategy is to scale spectra by a correction factor based on the 

compression of water (93); this strategy was implemented for data analyzed by SVD. 

3.7.7 Pressure generation and regulation. Air-operated pressure intensifiers from PBI 

are employed for pressure generation in all experiments reported here. These intensifiers are 

particularly attractive for on-line operation because they are self-regulating and maintain a set 

pressure even in the presence of small leaks. The PBI HUB440 pressure intensifier has a 

maximum operating pressure of 4 kbar and is suitable for use with the ceramic cells from the 

same company. The PBI HUB880 has a maximum operating pressure of 6.2 kbar and is 

employed in PR DEER experiments described in chapters 4 and 5 of this dissertation. Water can 
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be used as a pressurization fluid in these systems, and sample diffusion is sufficiently limited to 

eliminate the need for a separator between the sample and pressurization fluid. Both the HUB440 

and HUB880 can operate under external computer control, enabling time-varying pressure 

profiles of arbitrary shape to be implemented. 

Although solely static high-pressure experiments are reported here, a high-pressure 

system was developed for both static and time-varying experiments. A schematic of the system, 

including pressure-jump experiments, is given in Figure 3.A10A along with suppliers and part 

numbers for key items. For static and slowly varying pressure operation both valves are open and 

the pressure is controlled by the intensifier. For pressure-jump experiments the following 

sequence is used: the sample cell is pressurized to pressure P1 with both valves open, valve 2 is 

closed, the reservoir is pressurized to P2, valve 1 is closed, and finally a pressure jump is 

initiated by opening valve 2, which connects the sample and reservoir thus triggering a rapid 

equilibration to an intermediate pressure. The final pressure is determined by P1, P2, and the 

relative volumes of sample and reservoir. The system is capable of kbar-magnitude pressure 

jumps and drops with a 10-90% rise time of ≈1.5 ms (Figure 3.A10B). With computer control of 

the valves and pressure intensifier, the system can be reset to initial or other selected conditions 

and the cycle repeated with full automation. As indicated with part numbers, the pressure 

intensifier, solenoid operated. The high-pressure ceramic cell introduced above may be used in 

pressure-jump EPR experiments without further modification. The primary future use of the 

pressure-jump mode of operation will be to determine the relaxation time for conformational 

exchange on the time scale of ms. 

 

 



130 
 

Table 3.A1 Pressure-dependent secondary structure content of horse heart myoglobin estimated from circular 
dichroism. 

Horse Heart pH Pressure (kbar) α-Helixa β-Sheet Turn Unordered 
Holomyoglobin 6.0 0 0.73 0.01 0.09 0.17 
  2 0.80 0.01 0.06 0.13 
 4.1 0 0.78 0.00 0.08 0.14 
  2 0.40 0.05 0.24 0.31 
Apomyoglobin 6.0 0 0.60 0.03 0.14 0.23 
  2 0.43 0.08 0.19 0.30 
 4.1 0 0.51 0.05 0.19 0.25 
  2 0.21 0.22 0.22 0.35 

athe content of secondary structure estimated using the Contin algorithm (26, 27)are given as fractional populations. 
 

 

 

Figure 3.A1 Soret band of holoMb as a function of pressure. (A) The absorption spectrum is pressure insensitive at 
pH 6.0. The intensity of the Soret peak at 409 nm increases by ≈7% at 2 kbar as a result of the compression of the 
sample. The lack of change of the absorption spectrum reflects the maintenance of native tertiary structure in the 
heme pocket at high-pressure. (B) At pH 4.1, the Soret peak intensity begins to drop above 0.5 kbar, and is lost 
entirely at 2 kbar, indicating loss of native tertiary structure in the heme pocket; this change is reversible. Protein 
concentration was 68 µM and pathlength was 0.5 mm. 
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Figure 3.A2A Variable-pressure EPR spectra of holoMb mutants at pH 6.0. Variable-pressure EPR spectra of each 
residue are normalized to the same number of spins, and are color-coded as indicated.  
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Figure 3.A2B Variable-pressure EPR spectra of holoMb mutants at pH 6.0. Variable-pressure EPR spectra of each 
residue are normalized to the same number of spins, and are color-coded as indicated. 
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Figure 3.A3 Reversibility of pressure-populated EPR spectral changes. EPR spectra taken at atmospheric pressure 
before and after pressurization are shown for the indicated residues in each state of myoglobin. Spectra taken at 2 
kbar are shown as a reference for comparing the magnitude of pressure effects vs. reversibility for each state. 
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Figure 3.A4 MOMD simulations of variable-pressure EPR spectra. Spectra of holoMb 22R1 (left) and 42R1 (right) 
at pH 6 are shown at the indicated pressures with fits from MOMD simulations overlaid. In the model used to 
generate the fits, the order parameter is invariant while the correlation time is allowed to vary as a function of 
pressure.  
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Figure 3.A5 Singular value decomposition (SVD) of variable-pressure EPR spectra for apoMb 12R1 at pH 6.0. An 
average of all spectra in the pressure series is subtracted from the spectrum collected at each pressure, and the 
resulting difference spectra (left panel) comprise the columns of the matrix A, where each column corresponds to a 
different pressure. The matrix US contains the weighted components in columns, and the first three weighted 
components are shown in the center panel. Each row of VT contains the amplitude of a particular component as a 
function of pressure, and the first three component amplitudes are shown in the right panel. For apoMb 12R1, only 
the first two components are significant. 
 

 

Figure 3.A6 High-pressure optical cell modified for CD. (A) Schematic of the side plug and window assembly. 
Nitrogen gas (blue) is flowed continuously over the external face of the MgF2 window to keep it dry. (B) Picture of 
the high-pressure unit, showing the side plug with MgF2 window for high-pressure CD, 1, side plug at 90o for 
fluorescence, 2, and nitrogen gas line for maintaining a dry aperture, 3. 



136 
 

 

 

 
Figure 3.A7 High-pressure CD spectra of camphor sulfonic acid. (A) Sapphire windows result in significant, 
although reversible, pressure-populated spectral changes. (B) MgF2 windows result in minimal changes as a 
function of pressure. 
 

 

 
Figure 3.A8 High-pressure CD spectra using MgF2 windows. (A) Pantolactone has a peak at ≈220 nm, which 
perfectly overlaps with important far-UV CD spectral features of proteins. This peak is nearly pressure-independent, 
indicating the suitability of MgF2 windows for protein studies. (B) 5 mM Tris, pH 7.2 baseline as a function of 
pressure. The signal is expected to increase with pressure due to compression, but distortion of the MgF2 windows at 
high pressure results in depolarization that decreases the buffer signal. Interestingly, these two effects nearly 
perfectly compensate for one another, resulting in a constant baseline.   
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Figure 3.A9 Ceramic cell used for variable-pressure CW EPR. (Left) Details of the ceramic cell assembly. (Right) 
The spectrum of holomyoglobin (holoMb) 132R1 at atmospheric pressure in the ceramic cell before subtraction of 
the background signal (red, upper panel). The ceramic EPR signal (black, upper panel) is amplified five times with 
respect to the magnitude of the background signal in the holoMb 132R1 spectrum; the g-factor corresponding to the 
signal maximum is ≈1.993. The holoMb 132R1 spectrum after subtraction of the ceramic background signal (red, 
lower panel) is superimposed on the spectrum collected in quartz (black, lower panel), where there is no background 
signal, to illustrate the accuracy of the background subtraction. The horizontal dashed line is added to indicate the 
magnitude of the baseline artifact before and after subtraction of the ceramic signal. The holoMb 132R1 spectrum in 
quartz was previously reported in (11). 
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Figure 3.A10 A high-pressure EPR system for static and pressure-jump experiments. (A) Schematic of the high-
pressure system. A picture of the HUB440-Cer ceramic cell is shown in an inset for reference. (B) The time 
dependence of the system pressure monitored by the Kistler transducer following pressure-jumps induced by 
opening of valve 2 with various pressures of the reservoir and sample; the pressure-jump is ≈1.5 ms, and is relatively 
independent of the jump magnitude and direction.  
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Chapter 4: Mapping protein conformational heterogeneity under pressure with site-
directed spin labeling and double electron-electron resonance 

4.1 Summary 

In the previous chapter, high-pressure circular dichroism and continuous-wave EPR 

spectroscopy were used to characterize conformational flexibility in various states of myoglobin, 

but the true amplitude of the structural fluctuations in the pressure-populated states remains to be 

determined. Site-directed spin labeling (SDSL) in combination with double electron-electron 

resonance (DEER) provides long range (20-80 Å) distance distributions with angstrom-level 

resolution and is thus ideally suited to resolve conformational heterogeneity in an excited state 

populated with high pressure. DEER is currently performed at cryogenic temperatures. 

Therefore, a method was developed for rapidly freezing spin labeled proteins under pressure to 

kinetically trap the high-pressure conformational ensemble for subsequent DEER data collection 

at atmospheric pressure (pressure-resolved, or PR DEER). The methodology was evaluated using 

seven doubly-labeled mutants of myoglobin designed to monitor selected inter-helical distances. 

For holomyoglobin, the distance distributions are narrow and relatively insensitive to pressure. 

On the other hand, in apomyoglobin, the distributions reveal a striking conformational 

heterogeneity involving specific helices in the pressure range of 0-3 kbar, where a molten 

globule state is formed. The data directly reveal the amplitude of helical fluctuations; 

information unique to the DEER method that complements information from the techniques 

introduced in chapter 3. Comparison of the distance distributions for pressure- and pH-populated 

molten globules shows them to be remarkably similar despite a lower helical content in the latter.  

4.2 Introduction 

As reported in chapter 3 for various states of myoglobin, the pressures required to 

populate low-lying excited states are typically a few kbar, corresponding to perturbation energies 
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of a few kilocalories per mole. At these low energies, pressure should not strongly remodel the 

energy landscape itself, but simply shift the relative population of pre-existing conformers (1), 

allowing for the study of functional excited states at equilibrium (2).  

With a funnel-shaped model for the energy landscape (3, 4), an excited state populated by 

pressure will have a greater configurational entropy than the native state and is expected to 

consist of an ensemble of conformations in exchange on a time scale that can in principle span 

from ns to ms and beyond (5, 6). Structural characterization of the excited state is thus 

complicated by conformational heterogeneity, and how the ensemble is viewed depends on the 

intrinsic time scale of the experimental method employed relative to the protein dynamics. High-

pressure crystallography cannot directly reveal conformational equilibria due to lattice 

interactions that select a particular conformation, but it has been used to monitor compressibility 

in the crystal environment (2). Solution NMR has played a central role in illustrating the utility 

of high pressure in the study of the excited state conformational ensemble, both in elucidating the 

physical basis for pressure effects and revealing the structure and dynamics of excited states in 

small soluble proteins (7, 8). However, due to the time scale of the NMR experiment, 

conformational exchange on the µs time scale can limit information to average structures, while 

relaxation effects due to exchange on the ms time scale can cause extreme broadening and loss of 

peaks in the commonly employed 1H-15N heteronuclear single quantum coherence (HSQC) 

spectrum (9). Moreover, application of these methods to the interesting case of high molecular 

mass membrane proteins in a native environment is challenging. 

Conformational exchange is slow on the time scale of SDSL EPR, and continuous wave 

(CW) EPR spectra can provide a view of conformational equilibria frozen in time (10, 11), but 

the spectral resolution is insufficient to resolve all states present and there is no information on 
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the scale of structural differences between various conformations. However, DEER spectroscopy 

(12, 13) in combination with SDSL can identify the individual states with high resolution and 

provide a length scale to compare structural differences. DEER spectroscopy determines long-

range distance distributions (20-80 Å) between pairs of spin labeled side chains selectively 

introduced in proteins. With a judiciously selected set of spin labeled pairs, structural models can 

be checked and conformational changes detected with angstrom level resolution (14). In the 

DEER experiment, the sample is flash-frozen, and data are acquired at cryogenic temperatures 

(50-80 K) (13, 15, 16). If different conformations are present in the sample, DEER will resolve 

each distinct distance and its probability distribution, thereby revealing the presence of 

heterogeneity, the magnitude of structural differences between members of the ensemble, and the 

inherent spatial order of each from the distribution width. Thus, SDSL DEER is an ideal and 

unique spectroscopic technique for exploring the excited state ensemble of proteins populated at 

high pressure. In order to use DEER with high pressure, an approach is introduced herein 

whereby the high-pressure equilibrium is kinetically trapped by flash-freezing samples under 

pressure followed by de-pressurization and subsequent data acquisition at 80 K.  

In the present work, the above strategy is applied to the well-studied protein myoglobin 

(Mb) to both validate the methodology and to provide new information on the nature of pressure-

populated species, particularly regarding structural heterogeneity and the amplitude of structural 

rearrangements relative to the native state. Apomyoglobin (apoMb) has an excited state (the 

molten globule, MG) that can be populated at atmospheric pressure at pH 4.1, enabling structure 

determination by solution NMR (17). The pH 4.1 MG appears to be a folding intermediate of 

apoMb (18) and a true equilibrium state of the system, although it is present at very low 

concentrations at neutral pH (i.e., an excited state) (19). The NMR data show that the MG retains 
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much of the helical structure of the native state of apoMb populated at pH 6 but with fluctuations 

to non-helical states in particular regions (20). However, the NMR methods provided no 

information on the amplitude of the fluctuations, i.e., whether the non-helical states involve large 

scale unfolding or localized distortions.  

If pressure does not substantially alter the energy landscape, the same MG state should 

also be populated at pH 6 with the application of high pressure. Indeed, solution NMR showed 

that pressurizing apoMb to 2 kbar at pH 6 produced a state accompanied by a loss of most cross-

peak intensities in the 1H-15N HSQC spectrum, presumably due to the onset of global 

conformational exchange on the ms time scale. The state produced at 2 kbar was assumed to be a 

MG, but no information on the secondary or tertiary structure could be obtained due to the loss 

of cross peak intensity (9). In chapter 3, high-pressure circular dichroism (CD) and SDSL 

together revealed that the MG state populated at 2 kbar, pH 6, has in fact the same helical content 

as the native state despite a tertiary fold that fluctuates on the ms time scale. The fact that the 

pressure-populated MG (2 kbar, pH 6) has a higher helical content than the pH-populated MG (0 

bar, pH 4.1), and that a loss of peak intensities in the HSQC was observed in the former but not 

the latter (9, 20), raises a question as to the similarity of the pH- and pressure-populated species.  

In the present chapter, distance distributions were determined for pairs of spin labels in 

Mb selected to monitor motions of the helical segments as a function of pressure. In 

holomyoglobin (holoMb) at pH 6, there is little pressure dependence. For apoMb at pH 6, the 

inter-spin distance distributions are relatively narrow at atmospheric pressure (≈5-10 Å width), 

but broad distributions implying large scale collective motions (>25 Å) of particular helices are 

seen at 2 kbar. Remarkably, the distinctive distance distributions of the pressure-populated MG 

are very similar to those in the pH-populated MG, despite the differences between them noted 
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above. It is concluded that the global topology of the folds is similar in the MG states, although 

there are clear differences in the local dynamics likely related to the compressibility of the 

excited state.  

4.3 Results 

 
Figure 4.1 Ribbon model of holoMb with spin-labeled sites used in DEER measurements (PDB ID code 2MBW 
(21)). The spheres indicate the Cα of sites where the nitroxide spin label R1 (inset) was introduced pairwise to 
measure the corresponding inter-nitroxide distances (yellow dashed lines). Blue spheres indicate reference sites (see 
section 4.3). The heme group is shown in stick representation. Arrows next to helix labels indicate the N- to C-
terminus direction of each helix. 
 

4.3.1 Trapping high-pressure equilibria for DEER spectroscopy. For DEER distance 

mapping of high-pressure states of Mb, seven doubly-labeled mutants were prepared containing 

the nitroxide side chain R1 (Figure 4.1). Solvent-exposed sites for R1 were selected in each helix 

to monitor distance distributions relative to a selected reference site. The reference sites are those 

in helices whose positions in the structure are apparently pressure independent; as shown below 

in Figure 4.1, these are selected as 31, 70, and 132 in helices B, E, and H, respectively.  

Standard DEER methodology requires flash-freezing of a sample, typically in liquid 

nitrogen, and data acquisition at 50-80 K (14, 15, 22, 23). For the application of DEER to 

monitoring the structure of high-pressure states, a procedure is introduced here in which the 
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pressurized sample is rapidly frozen in a dry ice/ethanol bath to 200 K. The frozen sample is then 

depressurized and cooled further to 77 K in liquid nitrogen for subsequent data acquisition at 

atmospheric pressure. This methodology is shown schematically in Figure 4.2, and the details are 

provided in section 4.6. The freezing rate in dry ice/ethanol is in fact more rapid to ≈223 K than 

that in liquid nitrogen (Figure 4.A1) because liquid nitrogen boils when the borosilicate sample 

tube is initially submerged in the bath, resulting in the formation of an insulating gas sheath 

around the tube.  

The evidence reported to date indicates that the effects of flash-freezing in liquid nitrogen 

on R1 rotameric equilibria are minimal (22) and that conformational equilibria are effectively 

trapped (14, 24-31). To compare the efficacy of rapid freezing in dry ice/ethanol with that in 

liquid nitrogen, DEER distance distributions at atmospheric pressure for each doubly-labeled 

mutant of apoMb and holoMb were compared using the two freezing methods (Figure 4.A2). 

The distance distributions are nearly identical, indicating the equivalence of the methods with 

respect to both protein conformational equilibria and rotameric equilibria of the R1 side chain.  

The glass transition temperature of the glycerol/water mixture used here is ≈150 K (32). 

Thus, it is possible that above this temperature at 200 K, the conformational ensemble could 

relax after depressurization and before cooling to 77 K. Complete relaxation at 200 K during the 

time between depressurization and cooling to 77 K, approximately 3 min, is ruled out by the 

observation of distinct distance distributions for individual spin pairs held at different pressures 

prior to freezing to 200 K. However, to check for partial relaxation at 200 K, samples of 

57R1/132R1 were pressurized to 2 kbar, frozen in dry ice/ethanol as described above, and 

depressurized. Then, the samples were held at 200 K for either 3, 10, or 120 minutes prior to 

cooling further to 77 K in liquid nitrogen for data acquisition. The resulting distance distributions 



156 
 

are similar (Figure 4.A3A), indicating that conformational relaxation does not occur at 200 K on 

the experimental time scale employed here.  

 

Figure 4.2 Methodology for freezing under pressure. (A) Detail of sample in the pressure bomb. A borosilicate 
capillary is modified by the addition of a magnetic collar near the top. A silicone piston (red) separates the sample 
(green) from the ethanol pressurization fluid (light blue) that fills the pressure bomb. (B) The bomb is connected to 
the pressure intensifier with the lower portion immersed in dry ice/ethanol (dark blue) at 200 K. The sample is held 
at the top of the bomb using the magnet, and the temperature is controlled during pressurization. (C) Rapid cooling 
to 200 K is triggered while under pressure, when the sample is moved quickly to the bottom of the bomb. Addition 
of a shaft collar on the pressure bomb helps ensure proper positioning of the cell during cooling. (D) The bomb is 
depressurized, disconnected from the pressure intensifier, and submerged in the dry ice/ethanol bath. (E) The sample 
capillary is transferred to liquid nitrogen (purple) for cooling to 77 K in preparation for DEER data acquisition at 80 
K. The magnetic collar is removed prior to transfer to the resonator. 
 

Reversibility of pressure-populated changes was verified using a 57R1/132R1 sample 

prepared at 2 kbar, as described above. After data acquisition, the sample was thawed, re-frozen 

at atmospheric pressure, and DEER was performed. The distance distribution is nearly identical 

to that for 57R1/132R1 at 0 bar, before pressurization (Figure 4.A3B), confirming the 

reversibility of the observed pressure-populated conformational changes.  

4.3.2 PR DEER distributions for holoMb suggest local regions of compressibility in 

an otherwise rigid structure. Figure 4.3 shows the background corrected dipolar evolution 

functions (left panel) and the corresponding distance distributions (center panel) for holoMb at 
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pressures in the range of 0 bar to 3 kbar (gauge pressure; 0 bar gauge is atmospheric pressure). 

At atmospheric pressure, the distributions (shaded gray areas) are dominated by a single distance 

with distribution widths of ≈3-5 Å (full-width at half maximum), except for 41R1/132R1 and 

31R1/87R1, which have broader bimodal distributions which likely arise from two 

conformations of the protein involving the helices C and F, respectively (see section 4.4). In all 

cases, the most probable distance corresponds closely to that for the R1 side chains modeled in 

the holoMb crystal structure (PDB ID code 2MBW (21)). As the pressure is increased, there is a 

slight broadening of the distance distributions, while the relative populations at different 

distances are unchanged for most pairs (Figure 4.3). For 12R1/132R1, 31R1/70R1, 31R1/87R1, 

70R1/106R1, and 70R1/132R1 the distance distributions are nearly superimposable up to 2 kbar, 

and only a slight degree of broadening in the distance widths is observed at 3 kbar (Figure 4.3), 

reflecting the incompressibility of holoMb. 

Although the distance distributions for most pairs are nearly pressure-independent, the 

distributions for 57R1/132R1 and 41R1/132R1 exhibited a shift in populations toward longer 

distances at 2 kbar, but without the appearance of additional populations; at 3 kbar, an additional 

population appears in 41R1/132R1 at ≈36 Å (Figure 4.3C and D).  
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Figure 4.3 PR DEER distance distributions for holoMb and apoMb at pH 6. Background-corrected dipolar 
evolutions are shown in the left-hand column in black, with fits to the data (section 4.6) overlaid and color coded by 
pressure. The area-normalized distance distributions are shown in the center (holoMb) and right-hand (apoMb) 
columns for (A) 12R1/132R1, (B) 31R1/70R1, (C) 41R1/132R1, (D) 57R1/132R1, (E) 70R1/132R1, (F) 
31R1/87R1, and (G) 70R1/106R1. An inset indicates the color-coding of the distance distributions and fits to the 
dipolar evolutions. Dipolar evolutions are vertically offset for clarity. Bold labels indicate sites in each mutant in 
which structural motion as a function of pressure is attributed. 
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4.3.3 ApoMb structure exhibits strong and non-uniform pressure dependence. 

Removal of the heme to form apoMb produces structural changes relative to holoMb at 

atmospheric pressure (right column, Figure 4.3) sensed by inter-spin distance distributions. In all 

cases except for 12R1/132R1, the distributions are broadened and modified in shape relative to 

holoMb. The increase in distribution width reflects heterogeneity in the population relative to 

holoMb, which in turn mirrors increased flexibility and structural fluctuations at ambient 

temperature. In the case of the 31R1/87R1 the effect is extreme, with a dominant population 

appearing at a 15 Å shorter distance and the full distribution extending over a 25 Å range. This 

result is consistent with the dynamic disorder in helix F, where 87R1 resides, deduced from both 

NMR and SDSL in apoMb (11, 19).  

For the purposes of the work presented in this chapter, the effect of pressure at 2 kbar on 

apoMb is the most interesting, because this is the pressure at which the putative MG state is 

populated, as inferred from extreme broadening in the HSQC NMR spectrum (9) and the 

appearance of multiple components in the EPR spectra of R1. Although there are detectable 

changes in the distance distributions for all R1 pairs at 2 kbar, the effect is small for 

70R1/132R1, and the most probable distance for 31R1/70R1 is unchanged, although there is a 

shift in relative populations. Moreover, the distance distributions for 31R1/70R1 and 

70R1/132R1 display a total width of ≈10 Å, which is substantially narrower than for any other 

spin pair in apoMb reported here at high pressure. Based on these data, residues 31R1, 70R1, and 

132R1 are assigned as reference sites located in helical segments that apparently do not 

substantially change position as a function of pressure up to at least 3 kbar (right panel, Figure 

4.3). These are reference sites not in the sense that they lack conformational flexibility, but that 

they are spatially restricted on the angstrom length scale. With this tentative assignment and the 
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fact that the helical content of apoMb is unchanged up to 2.4 kbar, the inter-spin distance 

distributions can be discussed in terms of rigid body movement of helical segments relative to 

the reference sites.  

In the context of the above model, helices B, E, and H (in which the reference sites 

reside) remain relatively localized at 2 kbar compared to atmospheric pressure, i.e., additional 

states with substantial populations and different structures do not appear. Helix A, monitored by 

12R1 relative to the 132R1 reference, is not displaced at 2 kbar but has an increased spatial 

disorder indicated by the breadth of the distance distribution (Figure 4.3A). Helix F, monitored 

by 87R1 relative to the 31R1 reference, shows a dramatic shift in population from the main 20 Å 

peak at atmospheric pressure to a broad distribution of states spread from ≈20 to 50 Å at 2 kbar, 

with only small additional changes at 3 kbar. Residue 41R1 relative to the 132R1 reference 

monitors the position of helix C. At 2 kbar, the most probable distance at 23 Å remains 

unchanged, and though additional distances appear at 36 and 42 Å, they have relatively small 

populations. Helices D and G, monitored by 57R1 and 106R1 relative to references 132R1 and 

70R1, respectively (Figure 4.3D and G), show striking displacements to shorter distances with 

broad distributions at high pressure. Collectively, the data show that the high-pressure state of 

apoMb at pH 6 is spatially disordered, but not uniformly so, relative to that at atmospheric 

pressure. Interestingly, the distance distributions at high pressure also contain the discrete 

populations present at atmospheric pressure, suggesting that the high-pressure ensemble includes 

a population corresponding to the native apoMb structure. A structural model of the high-

pressure state consistent with these changes will be presented in section 4.4.  
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Figure 4.4 DEER distance distributions for the conformational ensemble of apoMb in the native state at 0 bar and 
pH 6, the pH-populated MG at 0 bar and pH 4.1, and the pressure-populated MG at 2 kbar and pH 6. Background-
corrected dipolar evolutions of the indicated mutants are shown in the left-hand column in black, with fits to the data 
(section 4.6) overlaid and color coded by state. The area-normalized distance distributions from are shown to the 
right for (A) 12R1/132R1, (B) 31R1/70R1, (C) 41R1/132R1, (D) 57R1/132R1, (E) 70R1/132R1, (F) 31R1/87R1, 
and (G) 70R1/106R1. An inset indicates the color-coding of the distance distributions and fits to the dipolar 
evolutions. Dipolar evolutions are vertically offset for clarity. Bold labels indicate sites in each mutant in which 
structural motion as a function of pressure is attributed. 
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4.3.4 Comparison of pressure- and pH-populated MG states of apoMb. As reviewed 

in section 4.2, the NMR 1H-15N HSQC spectrum was well resolved in the pH-populated MG, and 

analysis showed local unfolding in the C, D, E, and F helices as well as the N-terminal half of 

helix B (20, 33). On the other hand, the pressure-populated MG state showed extreme 

broadening of cross peaks in the 1H-15N HSQC spectrum (9), and CD and SDSL showed that this 

state maintains the full helical content of the native state. Thus, the two states cannot be 

identical, and their structural relationship is revealed in the DEER distance distributions for the 

two states shown in Figure 4.4. Despite the differences in secondary structure and dynamics 

exposed by the above studies, the DEER data show a surprising similarity in the topology of the 

two MG states, except for the location of helix F in the structure. In the pH populated MG state, 

the distance distribution resembles that of native apoMb, while the dominant population at 20 Å 

is largely depleted in the high-pressure state, being shifted to a broad distribution centered at 

greater distances (Figure 4.4F). Although similar, there are interesting differences in the 

distributions of particular pairs. For example, for 12R1/132R1, 41R1/132R1, and 70R1/106R1, 

the overall distribution widths are greater for the pressure-populated MG, reflecting greater 

spatial disorder. For 31R1/70R1, the same discrete distances are present in the two states, but 

high pressure favors the longer distances.  

Removal of the heme moiety from holoMb to form apoMb generates a large cavity, and 

pressure populates distances which are consistent with insertion of the R1 side chain in or near 

this central cavity for several spin pairs in apoMb (see section 4.4). It should be considered 

whether the interaction of the R1 side chain with the protein contributes favorably to this 

interaction, or whether native protein motion is fully responsible for the distance changes 
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observed. Recently a case was reported of the R1 side chain filling a hydrophobic cavity in a 

cavity-creating mutant of T4 lysozyme (34), and the acetamidoproxyl (AP) side chain was used 

as a comparison with R1 to evaluate the energetic contribution of the spin label to the observed 

structural changes in the protein. AP contains an amide in its linkage to the protein and lacks the 

disulfide of R1, therefore AP is a more polar label. PR DEER was performed for three of the spin 

pairs reported here for apoMb with the AP label (Figure 3.A4), and in all cases the 0 bar and 2 

kbar distance distributions were broadly similar to those collected using the R1 label. More 

importantly, the changes in the distance distributions due to pressure were strikingly similar to 

those observed with R1, particularly for 31AP/70AP. Using both labels, the distance 

distributions for this spin pair are narrow and trimodal, and pressurization to 2 kbar increases the 

probability of the middle distance.  

It is likely that the cavity in apoMb left by heme removal is hydrated, and therefore the 

hydrophobicity of R1 is less likely to produce significantly favorable interaction energy. 

Nonetheless, the comparability of the distance distributions generated from these two labels is 

sufficient to conclude that the spin label side chain provides negligible contribution to the 

pressure-populated changes observed here. 

4.4 Discussion 

One aim of the work presented in this chapter was to develop a methodology to 

kinetically trap high-pressure conformational ensembles of proteins by flash-freezing, such that 

DEER distance measurements may be employed to determine structure and structural 

heterogeneity in the ensemble. If successful, the unique advantage of DEER in this context is to 

provide global distance constraints and analytical distance distributions that directly reveal 

structural heterogeneity and the amplitude of the corresponding fluctuations that are presumed to 
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occur at ambient temperatures (14). The success of this approach relies on the ability to 

kinetically trap the high-pressure conformational equilibrium by flash-freezing to 200 K in the 

presence of glycerol as a cryoprotectant.  

There are two questions relevant in evaluating the method. First, is conformational 

exchange slow enough at 200 K so that thermal and pressure equilibration does not occur 

following depressurization during the time required to cool the sample below the glass transition 

temperature (150 K)? Second, is the cooling time to 200 K sufficiently short compared to the 

characteristic relaxation time for conformational movement so that the ensemble trapped is 

representative of the one at ambient temperature?  

Regarding the first question, it is of interest to consider the environment of the protein at 

200 K. At the cooling rates achieved here (Figure 4.A1), the amount of ice crystal formation will 

be much less than that computed from the equilibrium phase diagram of the two- component 

glycerol-water mixture at atmospheric pressure (35). If the system were at thermal equilibrium 

during cooling, ≈80% of the water would be ice crystal as predicted by the phase diagram, 

thereby concentrating the protein by a factor of ≈3 in a super-cooled water-glycerol mixture. 

Analysis of the exponential background in the DEER data gives a total spin concentration similar 

to that of the starting solution (≈300-400 µM) (36, 37), demonstrating that such concentration 

does not occur, either at atmospheric pressure or at high pressure. Thus, the bulk of the sample is 

assumed to be a super-cooled solution, whose viscosity at 200 K can be estimated as ≥3000 cP at 

atmospheric pressure (32) and presumably higher under pressure. In the context of Kramer’s 

theory (38), rate constants for conformational exchange scale as η-1e-Ea/RT (39). Thus, both the 

low thermal energy and the high viscosity conspire to dramatically slow conformational 

exchange at 200 K. Indeed, as delineated above, no relaxation of the distinct ensemble of apoMb 
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frozen under high pressure occurs at 200 K after depressurization even on a time scale of 120 

minutes. Because the pressure effect is fully reversible, i.e., thawing a pressurized sample and re-

freezing at atmospheric pressure gives the native-like ensemble, this result shows that 

conformational movements are very slow at 200 K. Because the sample is cooled below the glass 

transition temperature within ≈3 min after depressurization, it is tentatively concluded that the 

high-pressure conformational ensemble has been effectively trapped. On the other hand, small 

side chain motions can occur above the glass transition temperature on the time scale of seconds, 

and it is likely that side chain rotamers will equilibrate with respect to both temperature and 

pressure at 200 K (40). If this is the case, the rotamer population of R1 in the PR DEER 

experiment is unchanged from that at atmospheric pressure. Under any circumstance, the 

pressure independence of CW spectra for R1 in holoMb to 2 kbar strongly suggests that 

rotameric equilibria of R1 are not pressure sensitive in the pressure range investigated. 

In regard to the second question above, the cooling time to reach 200 K is, in general, 

long compared to the characteristic relaxation time for conformational motions at ambient 

temperature. However, the large temperature coefficient for the viscosity of glycerol/water 

mixtures (32), and, in some cases, large enthalpies of activation, likely slow the exchange rates 

sufficiently during cooling to result in kinetic entrapment. This is a basic assumption in all 

published DEER experiments, and considerable empirical evidence is available to justify the 

assumption (14, 24-31). In addition, distance distributions between spin pairs in T4 lysozyme 

were found to be only weakly dependent on cooling rates (22). Typically, DEER samples are 

frozen in liquid nitrogen, which is in fact slower to ≈223 K compared to the dry ice/ethanol used 

here (Figure 4.A1), and the same body of evidence as conventional DEER is relied on here to 

justify kinetic entrapment during the cooling phase. For relatively unstable MG states, one must 
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consider the possibility of cold denaturation of the protein during the early stages of the freezing 

process. The few studies of the rate of cold denaturation that have been published found the 

process to be extremely slow, on the order of minutes to hours (41-43). Although no 

measurements have been made for the MG state of apoMb, it is tentatively assumed that the rate 

of cold denaturation, as for conformational exchange, is sufficiently slow that this process does 

not occur during the freezing to 200 K.  

In addition to the cryoprotective function mentioned above, glycerol is a stabilizing 

osmolyte which favors folded states of proteins (44-47) and the effect of glycerol on the structure 

and conformational equilibria of Mb must be considered.  A systematic SDSL EPR study of the 

osmolyte effect on holoMb, apoMb, and the MG state of apoMb has been carried out for each of 

the R1 labeled sites used in the present experiments with sucrose as the osmolyte. In each case, 

addition of osmolyte had observable effects only where multicomponent EPR spectra signaled 

the existence of conformational equilibria.  The effects were a simple shift in the equilibrium and 

were relatively small; for example, the largest effects were observed for equilibria involving 

order-disorder equilibria in helix F, where 30% wt/wt sucrose resulted in a stabilization of the 

ordered state by ≈-0.3 kcal/mol (48).  Glycerol is considerably weaker than sucrose as a 

stabilizing osmolyte (49-51), and in general the perturbation of 25% vol/vol glycerol on 

conformational equilibria should be even smaller and acceptable in exchange for the 

cryoprotective function.   

Collectively, the data presented here provide a tentative empirical validation of the 

methodology for trapping high-pressure states of proteins for exploration with PR DEER 

spectroscopy. At the same time as providing validation, the data add another dimension to the 

characterization of the pressure-populated MG state of apoMb, namely the amplitude of 
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structural changes, and allow a comparison with the extensively characterized pH-populated MG 

state. The results of the experiments, beginning with holoMb, and a comparison with 

expectations from other methods are discussed below, leading to a model for the high-pressure 

state ensemble of apoMb.  

4.4.1 The apparent compressibility of holoMb is non-uniform in the structure. Five 

of the seven mutants in holoMb reported here exhibit minimal changes in distance distributions 

as a function of pressure (Figure 4.3), consistent with previous studies that showed holoMb to be 

a highly ordered and well-packed protein (11, 20, 21) with minimal pressure sensitivity at pH 6 

and in the pressure range used here (52). The only cases of significant pressure-dependent 

changes in holoMb are the mutants with R1 in the short helices C and D, which show a shift in 

population toward longer distances at high pressure. Crystallographic and SDSL studies found a 

relatively high degree of flexibility in these two helices (11, 53, 54), and the most attractive 

model consistent with the data is that the alternative packing modes of the structure around 

helices C and D, identified by the discrete populations in the PR DEER distance distributions, 

have different molar volumes. The population shift at high pressure reflects local protein 

compressibility. Interestingly, compression does not result in a decrease in the total width of the 

distributions as one might expect for simple compaction, but rather drives a slight increase in the 

distribution widths. The mechanism may be, for example, hydration of packing imperfections 

which lowers the partial molar volume, but enables alternative packing arrangements of the local 

core (55).  

4.4.2 PR DEER reveals the structural diversity of the pressure-populated MG state. 

Unlike the relatively pressure-insensitive structure of holoMb, pressurizing apoMb to 2 kbar 

results in extremely broad distance distributions in particular mutants, covering >25 Å in 5 of the 
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7 spin pairs studied here. The increased widths reflect the increase of conformational 

heterogeneity in the protein. The distance distributions include discrete states corresponding to 

native apoMb, indicating that the excited state ensemble includes the native conformation. As in 

all cases, the static distributions resolved with PR DEER are taken to reflect conformational 

fluctuations at ambient temperature. Considering that the high-pressure state has the full helical 

content of the native protein, it can be concluded that the fluctuations are comprised of 

nanometer-scale rigid body motions of helices or helical segments (with the exception of F, 

which is locally unfolded in the native state). A tentative model for the structural origins of 

conformational fluctuations involving helices D, F, and G in the pressure-populated MG of 

apoMb is presented in Figure 4.5 and discussed below. The model builds on earlier data showing 

that the helical content of the pressure-populated MG is the same as native apoMb. Since there 

are no secondary structural changes, the simple models of Figure 4.5 assume that the distance 

changes monitored by a single site in a helix reflect motion of the entire helix. In reality, 

independent segmental motions within individual helices are clearly possible, but the sparse data 

set presented here does not permit this level of interpretation.  

In the native state of apoMb, NMR, and SDSL-DEER data showed that the sequence 

corresponding to helix F undergoes conformational exchange involving non-helical states that 

probably occupy the otherwise empty heme pocket (11, 19). The extremely broad distribution of 

87R1 (helix F) with respect to the reference site 31R1 in apoMb reflects a conformational 

ensemble that involves motions of approximately 25 Å, consistent with conformational exchange 

events of this amplitude at ambient temperature. Moreover, the dominant 20 Å peak in the 

distance distribution requires a 15 Å displacement of 87R1 toward 31R1 from its position in 

holoMb (Figure 4.3F), a motion that would place 87R1 into the heme cavity. At high pressure, 
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the 20 Å peak sharply diminishes, while multiple populations at longer distances grow in a broad 

distribution, indicating a movement of 87R1 out of the heme pocket at high pressure (Figure 

4.5A); forming a distribution more similar to that for holoMb.  

 
Figure 4.5 Models for the conformational changes of selected sequences in the transition to the pressure-populated 
MG of apoMb at 2 kbar, pH 6. Panels A, B, and C show the proposed changes relative to the native structure in 
particular regions. In each panel, the model of the native state is based on the crystal structure of holomyoglobin 
(PDB ID code 2MBW (21)), except for the contiguous sequence of the F helix and N-terminus of G, which is locally 
unfolded in the native state of apoMb and is drawn in as a disordered loop in panel A; this sequence is omitted from 
panel B for clarity (56). Helices are shown in cylinder representation; helices that contain reference sites are colored 
blue, and helices that contain sites that undergo large amplitude motions in the pressure-populated MG are in 
magenta. Models for a dominant conformation in the pressure-populated MG based on PR DEER data at 2 kbar are 
superimposed and shown in red. Arrows indicate a trajectory of motion followed by each segment in the pressure-
populated native-to-MG transition. (A) The sequence of helix F moves out of the heme pocket. The native state 
position of the F helix is modeled to satisfy the most probable distance (20 Å) of 31R1/87R1 in apoMb at 0 bar. (B) 
Helix G fluctuates between the native state and a twist/tilt which inserts R1 into the heme pocket; alternatively, 
additional fraying of the N-terminal end of helix G at high pressure could result in the disordered sequence 
containing 106R1 rearranging in a number of distinct conformations which insert the nitroxide into the heme pocket. 
(C) Helix D fuses with the E helix in a motion that involves a concurrent rotation placing the 57R1 side chain near 
helix B.  

At the N-terminus of helix G, the distribution of 106R1 relative to 70R1 at atmospheric 

pressure is broader compared to holoMb (6 Å vs 3 Å width at half-maximum; Figure 4.3G), 

mirroring the disorder in the N-terminal segment of the G helix identified by NMR (19, 56, 57). 

High pressure produces a dramatic increase in overall breadth of the distribution, to over 35 Å. 

The most dominant populations are now centered at shorter distances, revealing a displacement 

of 106R1 by ≈5 Å toward 70R1, which would require 106R1 to be located in the heme cavity. 

The model shown in Figure 4.5B to account for this shift in the distribution is a twisting motion 
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of the N-terminal segment of helix G. Since 106R1 is near the end of the helical portion of G at 

atmospheric pressure, it is possible that the sequence is disordered in the pressure-populated MG, 

such that many other specific configurations could place 106R1 in the cavity. In both the 

31R1/87R1 and 70R1/106R1 distributions, there are populations corresponding to native apoMb 

at atmospheric pressure, suggesting that the F and G helix segments fluctuate between positions 

in and out of the heme cavity. 

The distance of 57R1 relative to 132R1 monitors the position of helix D. In native 

apoMb, the distance distribution is broader than that for holoMb due to the appearance of 

additional populations, reflecting the flexibility of this short helical segment in the native apoMb 

state. The striking increase in width of the distribution at 2 kbar identifies conformational 

disorder involving fluctuations of this helix with an amplitude of ≈20 Å (Figure 4.3D). The 

shorter distances in the distribution suggest a large rotation of helix D to place the nitroxide of 

57R1 closer to 132R1. A model was previously reported for the pH-populated MG state of 

apoMb wherein the D helix sequence fuses with the end of E to form a transient helical structure 

(19, 58); this structural rearrangement is consistent with the 22 Å distance in the high-pressure 

state, and is tentatively proposed for one conformer of the pressure-populated MG ensemble. 

4.4.3 Structural similarity of the pH- and pressure-populated MG states of apoMb. 

Overall, the pH- and pressure-populated MG states are more similar than different as assessed by 

distance mapping. The major difference lies in the spatial distribution of the F helix segment, 

which is located outside the heme cavity in the high-pressure state but dominated by an intra-

cavity conformation similar to that in native apoMb in the pH-populated MG. However, the N-

terminus of the G helix still occupies part of that cavity in a location similar to that in the 

pressure-populated MG, indicating that either the F and G segments occupy unique sites within 
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the cavity, or the two segments alternate between collapsed and native-like conformations out of 

phase with one another. 

The differences between the pH- and pressure-populated MG states identified by NMR, 

CD, and SDSL may appear to be at odds with the obvious global similarity of the two MGs as 

viewed by DEER distance mapping. For example, NMR describes local unfolding in the non-

core C, D, and E helices with dynamic disorder on the ns time scale in the pH-populated MG, 

while CD shows the helical content of the high-pressure state to be the same as the native 

apoMb. Based on these data, one might expect the distance distributions in the pH-populated MG 

between sites in helices found to undergo unfolding by NMR to be broader than those in the 

pressure-populated state. This expectation is rooted in a model for partial unfolding of helices 

identified by NMR in which the entire helix collectively fluctuates between a folded and 

unfolded conformation. However, this model is incompatible with the DEER data, shown in 

Figure 4.4, where the distance distributions between residues in the C, D, and E helices and 

stable references are similar in the two MGs. An alternative interpretation consistent with the 

DEER results is that dynamic disorder revealed by NMR and SDSL is not necessarily correlated 

with large amplitude motions. Partial unfolding of secondary structure elements as deduced by 

NMR 13Cα shifts may involve relatively small amplitude local distortions that migrate along 

helical sequences, fluctuating on a ns-µs time scale, that do not contribute to a large amplitude 

motion that would be observed in the DEER distance distributions.  

4.4.4 Structural transitions responsible for the reduction of volume at high pressure. 

Typically, pressure effects are attributed primarily to the elimination of internal cavities through 

hydration (59, 60), leading to local, and eventually global, unfolding (9). Based on the similar 

helical content of native apoMb and the pressure-populated MG state, it was suggested that 
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pressure populates alternative packing arrangements of the helical core rather than producing 

local unfolding in order to reduce internal cavity volume, consistent with recent studies showing 

that pressure shifts helix-coil equilibria towards the helical conformation rather than an unfolded 

state (61, 62). The PR DEER data adds the amplitude of conformational rearrangements involved 

to this model. The large degree of heterogeneity reported by the PR DEER distance distributions, 

along with the long distances populated (40-50 Å in some cases), suggest that perhaps some 

helices have lost close packing entirely in the MG state due to solvent insertion between native 

hydrophobic contacts (63). 

4.5 Conclusions 

Hydrostatic pressure is expected to access protein excited states of higher configurational 

entropy than the ground state. NMR and CW SDSL EPR spectroscopy can identify sites 

undergoing conformational fluctuations in proteins under pressure and identify a time scale, but 

they do not provide a length scale for the motion or resolve the individual members in an 

ensemble. The results presented here establish the feasibility of kinetically trapping high-

pressure conformational equilibria of spin-labeled proteins for analysis by conventional DEER 

instrumentation operated at atmospheric pressure. High-pressure EPR sample cells are not 

required, and pressures of 6.2 kbar can be explored with PR DEER using standard high-pressure 

equipment. The important feature of PR DEER is that the distance distributions directly reveal 

the structural heterogeneity of the excited states populated by pressure and provide a length scale 

for structural fluctuations. The initial results from application to the pressure-populated MG of 

apoMb both serve to validate the methodology and reveal fluctuations of helices or segments 

thereof with amplitudes as large as 25 Å. Although the data set presented is sparse and the model 

of Figure 4.5 highly schematic, systematic application of the method with judiciously selected 
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spin pairs can increase the resolution. The method should be general, and serve to map structure 

and structural heterogeneity in pressure-populated excited states in proteins of any degree of 

complexity, including membrane proteins.  

4.6 Methods 

4.6.1 Mb preparation. The plasmid pET17b (EMD Millipore) containing WT sperm 

whale Mb gene was generously provided by Steven Boxer (Stanford University). Double 

cysteine mutants were generated in the WT background using the QuickChange Method 

(Agilent) and confirmed by DNA sequencing. Four of the seven mutants reported here are 

previously published (H12C/N132C, R31C/T70C, R31C/K87C, and A57C/N132C) (11). The 

mutant plasmids were transformed into and expressed in E. coli BL21(DE3) cells, then purified 

from inclusion bodies, spin-labeled with (1-oxyl-2,2,5,5-tetramethylpyrroline-3-methyl) 

methanethiosulfonate (MTSL) reagent, gel-filtered (apoMb), and heme-reconstituted (holoMb) 

as previously described (11). Samples spin-labeled with 3-(2-iodoacetamido)-proxyl (Sigma) 

instead of MTSL were prepared according to the same protocol. The samples were concentrated 

to ≈250 µM for apoMb or ≈360 µM for holoMb and switched into a buffer containing 20 mM 

MES, pH 6.0 using Amicon ultra concentrators (10 kDa MWCO; Millipore) for DEER 

experiments. The pH-populated MG state was prepared by switching the apomygoglobin into a 

buffer containing 10 mM sodium acetate, pH 4.1, using Amicon ultra concentrators. Protein 

concentration was measured via absorption spectroscopy at 280 nm (ε280 = 15,400 L*mol-1*cm-

1) for apoMb and 409 nm (ε409 = 157,000 L*mol-1*cm-1) for holoMb. Finally, glycerol was added 

to a final concentration of 25% vol/vol just prior to DEER studies. The typical volume of DEER 

samples was 12-16 µL. 
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4.6.2 Pressurization and freezing of DEER samples. Silicone pistons were made using 

a two-part encapsulant (Sylgard 184, Dow Corning), prepared according to manufacturer’s 

instructions and allowed to cure inside clean quartz capillaries (1.4 mm ID X 1.7 mm OD, 

VitroCom Inc.). The capillaries were broken open to release the silicone after curing, which was 

then cut into ≈3 mm long pistons. PR DEER samples were loaded into the same size capillary 

tube as that used for silicone piston preparation. A silicone piston was loaded into the capillary 

and pushed into place just above the sample, minimizing air bubbles between the sample and the 

piston. Ethanol was used to wash the inside of the capillary above the piston, and then fresh 

ethanol was used to fill the capillary. A custom-built magnetic collar (416 stainless steel) was 

glued onto the outside of the capillary near the top end to allow external control of the sample 

position within the pressure bomb using a neodymium-iron-boron ring magnet on the outside of 

the bomb. The loaded capillary was sealed inside a pressure bomb (60-HM6-12, High Pressure 

Equipment Company) connected to a pressure intensifier (HUB440, Pressure BioSciences Inc.). 

The pressurization fluid inside the bomb was ethanol, while water was used in the rest of the 

high-pressure system.  

The sample capillary was positioned at the top of the bomb using the magnet. The bottom 

portion of the bomb was submerged in a dry ice/ethanol bath for 2 min to cool the lower half of 

the bomb and pressurization fluid to 200 K, while the upper half of the bomb was maintained at 

room temperature using a heat gun (the temperature setting and placement of the heat gun was 

calibrated using a mock setup of the pressure bomb and cooling bath, with a thermocouple in 

place of the capillary). The bomb was pressurized, and the sample was allowed to equilibrate for 

30 s prior to freezing. The sample was rapidly moved to the cooled portion of the pressure bomb 
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using the magnet. After 30 s, the bomb was depressurized, disconnected from the pressure 

intensifier, and fully submerged in the dry ice/ethanol bath for 2 min.  

The capillary was removed from the pressure bomb, and the portion of the capillary 

containing the sample was kept immersed in the dry ice/ethanol bath while the ethanol above the 

piston was removed with a syringe. The capillary was removed from the dry ice ethanol bath, 

and immediately submerged in liquid nitrogen to cool the sample from 200 K to 77 K. Finally, 

the magnetic collar was cut and the sample tube was loaded into the resonator for data 

acquisition.  

4.6.3 Q-band DEER. DEER measurements were performed on a Bruker ELEXSYS 580 

spectrometer equipped with a SuperQFT Q-band bridge and a 10W AmpQ Q-band amplifier. An 

ER 5107 D 2 Q-Band resonator (Bruker Biospin) was used for all data acquisition. The cryostat 

temperature was maintained at 80 K using liquid nitrogen and Oxford ITC503S temperature 

controller (Oxford Instruments). The standard 4-pulse DEER sequence: (π/2)υ,obs - τ1 - (π)υ,obs - 

T - (π)υ,pump - τ2 - (π)υ,obs – τ2 - echo, where υ,obs and υ,pump indicate the observe and the 

pump frequency, respectively, was used. The pulse durations of the (π/2)υ,obs, (π)υ,obs, and 

(π)υ,pump pulses were 16 ns, 32 ns, and 36 ns, respectively. The τ1 was selected to be 200 ns, 

while τ2 varies from 2 to 3.2 µs depending on the sample with a constant step size of 16 ns. 

Interval T was set to 100 ns in order to collect a dead-time free DEER trace. A two-step phase 

cycling (+x, -x) was carried out on the first (π/2) pulse. The microwave frequency for all 

measurements was in the range of 33.4-33.8 GHz, depending on coupling conditions. The pump 

pulse frequency was always adjusted to be consistent with the maximum peak of the Q-band 

absorption spectrum of the nitroxide labels, and the observe pulses were always applied at ≈50 

MHz lower than the pump frequency. Typical signal acquisition time was 30-60 minutes 
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depending on sample concentration. All DEER data were analyzed using the program 

LongDistances, written in LabVIEW and available at www.chemistry.ucla.edu/directory/hubbell-

wayne-l.  

 

4.7 Appendix 

 

Figure 4.A1 Freezing rates in dry ice/ethanol and liquid nitrogen. A borosilicate DEER capillary was loaded with 
≈20 µL 25% vol/vol glycerol in water, and a silicone piston was placed above the solution. A thermocouple (Omega 
COCO-001) with ≈2 ms response time was used to monitor the temperature of the solution as the capillary was 
frozen in dry ice/ethanol or liquid nitrogen. For the dry ice/ethanol test, the pressure bomb was filled with ethanol 
and pre-cooled in the dry ice bath, and the capillary was plunged into the cooled bomb exactly as in the PR DEER 
experiments reported in this dissertation. The initial temperature in the dry ice/ethanol test was 295 K, while the 
initial temperature in the liquid nitrogen test was 290 K. Upon plunging the capillary into the cooling baths, dry 
ice/ethanol has a faster cooling rate. To 273 K, dry ice takes ≈300 ms and liquid nitrogen takes ≈700 ms. A 
crossover occurs at 223 K at ≈3 seconds; after this time, liquid nitrogen cools the sample to a lower temperature at 
equivalent time points. The temperature in the dry ice/ethanol test stabilizes after ≈16 seconds at 208 K, according 
to the thermocouple reading. The thermocouple accuracy is limited at low temperature, and it is assumed that the 
true final temperature is that known for dry ice/ethanol at atmospheric pressure, 200 K.   
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Figure 4.A2 DEER distance distributions for native apoMb and holoMb at 0 bar, pH 6, generated from samples 
prepared using dry ice/ethanol and liquid nitrogen. Background-corrected dipolar evolutions of the indicated 
mutants are shown in the left-hand column in black, with fits to the data (section 4.6) color coded according to 
freezing method used. The area-normalized distance distributions are shown at the center (holoMb) and right 
(apoMb) for (A) 12R1/132R1, (B) 31R1/70R1, (C) 41R1/132R1, (D) 57R1/132R1, (E)70R1/132R1, (F) 31R1/87R1, 
and (G) 70R1/106R1. An inset indicates the color-coding of the distance distributions and fits to the dipolar 
evolutions. Dipolar evolutions are vertically offset for clarity. 
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Figure 4.A3 Reversibility of pressure-populated changes in apoMb and evaluation of conformational relaxation at 
200 K. Background-corrected dipolar evolutions are shown to the left in black, with fits to the data (section 4.6) 
color coded as indicated by an inset. The area-normalized distance distributions are shown to the right for apoMb 
57R1/132R1 in (A) the pressure-populated MG at 2 kbar, pH 6, for samples held at 200 K for variable time after 
depressurization of the frozen sample, prior to further cooling in liquid nitrogen to 77 K for data acquisition, and (B) 
the native state at 0 bar, pH 6, pre- and post-pressurization to 2 kbar. Dipolar evolutions are vertically offset for 
clarity. An inset indicates the color-coding of the dipolar evolutions and fits to the data for each panel. 
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Figure 4.A4 PR DEER distance distributions for apoMb at pH 6 labeled with AP. Background-corrected dipolar 
evolutions are shown in the left-hand column in black, with fits to the data (section 4.6) overlaid and color coded by 
pressure. The area-normalized distance distributions are shown in the right-hand column for 70AP/109AP (top 
panel), 41AP/132AP (middle panel), and 31AP/70AP (lower panel). Insets indicate the color-coding of the distance 
distributions and fits to the dipolar evolutions, and the structure of the AP side chain. Dipolar evolutions are 
vertically offset for clarity.  
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Chapter 5: A structure-relaxation mechanism for the response of T4 lysozyme cavity 
mutants to hydrostatic pressure 

 
5.1 Summary 

High pressure has emerged as a powerful tool for exploring the energy landscape of 

proteins, but structural origins of the pressure response remain controversial. A current view is 

that the volume reduction at high pressure is dominated by elimination of voids or cavities in the 

protein interior via cavity hydration, although an alternative mechanism wherein cavities are 

filled with protein side chains resulting from a structure relaxation has been suggested (1). In this 

chapter, mechanisms for elimination of cavities under high pressure are investigated in the L99A 

cavity mutant of T4 lysozyme and derivatives thereof using site-directed spin labeling together 

with variable-pressure electron paramagnetic resonance and pressure-resolved double electron-

electron resonance, as well as high-pressure circular dichroism spectroscopy. In the L99A 

mutant, the ground state is in equilibrium with an excited state of only ≈3% of the population in 

which the cavity is filled by a protein side chain (2). Here, the results show that in L99A the 

native ground state is the dominant conformation to pressures of 3 kbar, with cavity hydration 

apparently taking place in the range of 2-3 kbar. However, in the presence of additional 

mutations which lower the free energy of the excited state, pressure strongly populates the 

excited state thereby eliminating the cavity with a native side chain rather than solvent. Thus, 

both cavity hydration and structure-relaxation are mechanisms for cavity elimination under 

pressure, and which is dominant is determined by details of the energy landscape. Importantly, 

the results highlight the capability of the instrumentation and methodologies introduced in this 

dissertation to explore the structural and dynamical features of the protein conformational 

ensemble under pressure.  

5.2 Introduction  
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Pressure shifts equilibria in a direction to reduce the total volume of the system. The 

current view is that the volume reduction that accompanies pressure-modulated transitions in 

proteins, including formation of the denatured state, is dominated by the elimination of voids or 

cavities in protein interior (3-7) via hydration, although other factors contribute (8-12). For many 

proteins the “pressure-denatured” state this state retains a relatively compact fold, at least near 

neutral pH and in the absence of denaturants, and is thus distinct from the unfolded states 

produced thermally or by chemical denaturants wherein both secondary and tertiary structure are 

largely lost (3, 8, 13-17). The pressure-denatured state is often labeled as “unfolded state” (18), 

but here the term “unfolded” is reserved to describe a state with little tertiary or secondary 

structure.  

In the present communication attention is focused on moderate pressures (<4 kbar) that 

shift conformational equilibria rather than leading to a pressure-denatured state.  In the 

equilibrium between two folded conformations, ground state (G) ↔ excited state (E) for 

example, an alternative "structure-relaxation" mechanism may play a role in the pressure 

response. In this model, voids are eliminated by pressure due to an increase in the population of 

an alternative packing arrangement of the core in which cavities are filled with native side chains 

rather than solvent. This model has been suggested to play a role in certain proteins at high 

pressure (1, 19, 20), although to the author’s knowledge direct observation of structure relaxation 

under pressure has not been reported.  

 That a structure-relaxation mechanism may play a role in the pressure response is 

suggested by recent studies of cavity-creating mutants in T4 lysozyme (T4L) at atmospheric 

pressure (1). Although the crystal structures of the cavity mutants are nearly identical to those of 

the WT protein (21-24), in solution there are multiple conformations in equilibrium (1, 25). For 
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example, in the T4L cavity mutants L121A/L133A, L133G, and W138A, two conformations of 

similar free energy were identified in solution (1). Perhaps the most extensively investigated 

cavity-forming mutation is T4L L99A that enlarges a pre-existing cavity in the rigid four helix 

bundle of the protein. In this mutant, a minor conformation (E) in equilibrium with the ground 

state (G) was detected that accounted for ≈3% of the population (25, 26). Remarkably, in each of 

the above cavity-creating mutants, one member of the conformational ensemble corresponds to a 

structural rearrangement that fills the cavity with a side chain; for L99A it is Phe114 that 

occupies the engineered cavity (2). Such conformations in which cavities are absent or reduced 

are expected to have a lower molar volume, and thus may be populated by pressure.  

 The pressure dependence of the L99A mutant was recently studied with NMR methods 

by Nucci et al. (11) and independently by Maeno et al. (20). In the study of Maeno et al. (20), the 

disappearance of cross-peaks in a 1H-13C HSQC NMR experiment at pressures up to 3 kbar was 

interpreted to reflect an increase in population of the E conformation with Phe114 occupying the 

cavity, consistent with a structure-relaxation mechanism rather than cavity hydration or 

unfolding. However, based on 1H-15N HSQC NMR studies on the same protein, Nucci et al. (11) 

concluded that cavity hydration and unfolding occurred at pressures less than 2.5 kbar rather than 

populating the E conformation. Commentaries on these conflicting interpretations were recently 

published (27, 28).  

 In this chapter, the pressure dependence of T4L WT*, L99A, and L99A containing the 

additional mutations G113A and G113A/R119P is investigated. Both G113A and G113A/R119P 

have been shown to lower the free energy of the E conformation and hence increase the 

equilibrium population (2). The experimental approach is based on site-directed spin labeling 

EPR (SDSL EPR) and the technologies of high-pressure continuous wave (CW) EPR 
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spectroscopy for SDSL (29), pressure-resolved double electron-electron resonance (PR DEER) 

spectroscopy, and high-pressure circular dichroism (HP CD), described in the preceding 

chapters. 

 The results reported below indicate that at pressures up to 2.4 kbar the secondary 

structure content of T4L L99A is unchanged, eliminating the possibility of global or sub-global 

unfolding of the helical C domain, in agreement with the results of Maeno et al. (20). 

Collectively, the data do not support a large-scale shift to the E conformation of T4L L99A 

under high pressure, but rather cavity hydration and finally transition to a partially disordered 

state at pressures of 4 kbar. On the other hand, pressure strongly shifts the G ↔ E equilibrium 

towards E in the presence of the additional G113A and R119P mutations that lower the energy of 

the E conformation, thus demonstrating a structure-relaxation mechanism for the pressure 

response. Moreover, ligand binding to the engineered cavity strongly stabilizes the G 

conformation. Taken together, the results show that both cavity hydration and structure 

relaxation are valid models for the pressure dependence in proteins, and which prevails depends 

on the details of the energy landscape.  

5.3 Results 

5.3.1 Experimental strategy. An objective of this study is to monitor the structure and 

dynamics of T4L cavity mutants under pressure using SDSL EPR methods, and to determine 

whether the E conformation is populated as opposed to local or global unfolding. The structure 

of the E state of T4L L99A at atmospheric pressure and pH 5.5 determined by NMR and Rosetta 

modeling is shown in Figure 5.1 where it is compared with the WT*, or G state (2).  
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Figure 5.1 Distance mapping of the G and E conformations at atmospheric pressure and pH 5.5 with DEER 
spectroscopy. (A) An overlay in cylinder representation of the G (PDB ID code 3DMV (30)) and E (PDB ID code 
2LC9 (2)) conformations of L99A in blue and magenta, respectively. Models of the R1 side chain are shown in stick 
representation; helix H is rendered in ribbon form to show the I150R1 side chain and its parent helix J. The direction 
of movemnt of helix F in the G→E structural transition is indicated by a red arrow. The dashed lines show the 
distances measured involving residue T109R1 with respect to an R1 reference for the G state (blue) and E state 
(magenta). (B) Cylinder diagram showing the interspin distances measured between the indicated reference sites in 
the G and E conformations. (C) DEFs, model-free fits of the DEFs (dashed yellow traces), and corresponding 
distance distributions for the indicated spin-labeled mutants in the WT* (black), L99A (gray), and 
L99A/G113A/R119P (blue) backgrounds in buffer consisting of 50 mM phosphate, 25 mM NaCl, 20% vol/vol 
glycerol at pH 5.5. The DEFs and distance distributions after addition of benzene to mutants in the 
L99A/G113A/R119P background are shown in orange. The blue arrows identify distances only observed in the E 
conformation. The range of distances corresponding to the G and E conformations are indicated by brackets above 
the distributions. 
 

In the context of these models, the major structural rearrangement in the G to E transition 

involves dramatic rigid body motions of helices F and G to form a single helix, with only minor 

changes elsewhere in the structure. The motion of helices F and G place Phe114 in the cavity 

created by the L99A mutation. An R1 nitroxide side chain (31, 32) placed at position 109 in 

helix F (T109R1) is well-suited to monitor changes in the position of the F helix, and hence to 

identify the E conformation. For example, the change in environment that accompanies helix F 
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movement would in general lead to changes in the mobility of T109R1, and hence the EPR 

spectral line shape. More importantly, T109R1 would move toward helices I and J, but further 

from helices C and D. These changes can be monitored experimentally using DEER 

spectroscopy to measure the distance between T109R1 and a second R1 residue placed at a 

reference site in a helix that shows comparably little or no movement. For this purpose, residues 

D72R1 (helix C), D89R1 (helix D), N140R1 (helix I), and I150R1 (helix J) were selected (Figure 

5.1A and 1B). Residues D72R1, D89R1, and I150R1 are in helices for which NMR showed 

essentially no change in structure between G and E; residue N140R1 in helix I is displaced in E 

relative to G, but the magnitude is relatively small (≈2 Å) compared to that involving helix F. 

Thus, these sites are suitable for monitoring the position of T109R1 in the structure and 

consequently for identifying the E conformation. This simple strategy assumes the veracity of 

the NMR-based model of E, an assumption that can be checked by a quantitative comparison 

between measured and modeled distances, including distances between the references 

themselves, which should remain relatively constant independent of the position of T109R1.  

 To evaluate these ideas, and confirm the structure of the E conformation, the additional 

mutants G113A and G113A/R119P are employed in the L99A background. These mutations 

were shown to strongly shift the G ↔ E equilibrium toward E, resulting in large equilibrium 

populations of E (34% and 96% respectively, at 274 K)(2). Thus, these additional mutations 

enable a direct characterization of the E conformation at atmospheric pressure using SDSL 

technology. Armed with SDSL-based metrics for identifying the E conformation, it is then 

possible to ask whether or not this conformation is populated by pressure in L99A, and to study 

the pressure dependence of the G ↔ E equilibrium in the G113A and G113A/R119P variants. 
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The results, described below, provide new insight into mechanisms regarding the response of 

proteins to pressure.  

5.3.2 Characterization of the G and E states of T4 lysozyme with SDSL. To 

quantitatively characterize the G and E conformations at atmospheric pressure, interspin distance 

distributions were measured between seven pairs of R1 residues in the WT*, L99A, and/or 

L99A/G113A/R119P backgrounds using DEER spectroscopy. Additionally, one of the pairs was 

also engineered in the L99A/G113A background. Four of the R1 pairs measure interspin 

distances between residue T109R1 in helix F and a reference at D72R1, D89R1, N140R1, or 

I150R1 (Figure 5.1A), while three pairs measure distances between the reference sites 

themselves (Figure 5.1B).  

  Figure 5.1C (left panel) shows the dipolar evolution functions (DEFs), the model free fits 

to the DEFs, and the corresponding distance distributions for T109R1 paired with each of the 

reference R1 residues in the WT*, L99A, and L99A/G113A/R119P backgrounds. The distance 

measurements in the WT* background provide a means for assigning distances corresponding to 

the pure G state for each spin pair. The distance distributions in the WT* and L99A backgrounds 

are nearly identical for the sites investigated, as expected due to the low population of the E state 

in the L99A background. Addition of the G113A/R119P mutations drives the G ↔ E 

equilibrium strongly towards the E state; therefore the distances corresponding to the E state for 

each spin pair may be easily identified in the L99A/G113A/R119P background. Indeed, changes 

in the most probable distance are observed for all pairs involving residue T109R1 in 

L99A/G113A/R119P relative to WT* and/or L99A (Figure 5.1C). Distributions for these pairs 

reveal that in the E state, residue T109R1 moves away from residues D72R1 and D89R1, and 

closer to N140R1 and I150R1. The direction and magnitude of changes are in reasonable 
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agreement with the rotation and translation of helix F reported by NMR for the G to E transition 

(Table 5.A1). The T109R1/I150R1 pair that measures the position of helix F relative to J was 

also engineered in the L99A/G113A background. Compared to the same pair in 

L99A/G113A/R119P, the population of the G conformation is substantially increased, further 

demonstrating qualitative consistency with NMR relaxation dispersion measurements (Figure 

5.A1A) (2). Interestingly, for the T109R1/I150R1 pair in the L99A/G113A/R119P and 

L99A/G113A backgrounds, there is a minor population at ≈18 Å that does not correspond to the 

G or E states (Figure 5.1C, 5.A1A). The possible origins of this minor population will be 

discussed below.  

 Previous DEER studies have shown that analysis of complex distance distributions using 

a multiple-Gaussian model provides a means to estimate equilibrium constants and relative 

energies between states in equilibrium (33). To obtain the fractional populations of the G and E 

states from the distance distributions, the DEFs were fit to a multiple-Gaussian model for the 

distance distribution which was found to be equivalent to the model-free analysis in reproducing 

the details of the distance distributions (Figure 5.A2 and A3). Based on this metric, the energy 

difference at 295 K between the G and E (∆GG↔E) for D89R1/T109R1 and T109R1/I150R1 in 

the L99A/G113A/R119P background is ≈1 kcal/mol. For D72R1/T109R1 and T109R1/N140R1 

the states are nearly iso-energetic (left panel, Figure 5.A2). The differences in the equilibrium 

constant and derived free energy among the four doubles investigated likely arises from a 

population bias due to site-specific attractive or repulsive interactions of the spin label with the 

local protein environment. This inevitable consequence of labeling methodology has been 

previously discussed in detail, and does not influence the overall conclusions regarding shifts in 

the equilibrium due to other factors (1).  
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 The interspin distance distributions between reference pairs D72R1/D89R1, 

D89R1/I150R1, and D89R1/N140R1 in the WT* and L99A/G113A/R119P backgrounds are 

shown in Figure 5.1C (right panel). For D72R1/D89R1and D89R1/I150R1 the distance 

distributions characteristic of the G conformation are preserved in E, but with the appearance of 

small new populations at ≈27 Å that are not observed in G (arrows, right panel, Figure 5.1C), 

suggesting the presence of a conformational sub-state in the cavity mutant that is not represented 

in the structural models of Figure 5.1. The potential significance of this population will be 

discussed below. As anticipated from the models, there are small differences in the interspin 

distance distributions between the G and E conformations for reference pair D89R1/N140R1, 

corresponding to the small displacement of helix I (N140R1) in the structural models of Figure 

5.1. Under any condition, the differences in the distance distributions between the reference 

residues are small compared to those involving T109R1 and a reference residue, validating their 

use as reference sites. The origin of the strongly bimodal distribution in D89R1/N140R1 could 

arise from positional heterogeneity of the flexible helix I or rotamers of R1, as discussed 

previously (1).  

 CW EPR spectra of residue T109R1 in the WT*, L99A, and L99A/G113A/R119P 

backgrounds (Figure 5.2) support the changes of helix F position documented by DEER. For 

example, the CW spectra are essentially identical for WT* and L99A, and show two relatively 

mobile components, the possible origins of which have been previously discussed (34). 

However, in the L99A/G113A/R119P background in which the E state is stabilized, the 

spectrum becomes highly ordered showing restricted mobility of the R1 side chain, which 

confirms a change in the environment around R1 when helix F rotates and translates to a new 

position. Modeling suggests that an interaction of the nitroxide with a nearby carboxylate 
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(residue E108) may be responsible for the ordering (Figure 5.A1B). Interaction of nitroxides 

with carboxylates has been previously identified (35, 36).  

 
Figure 5.2 CW EPR spectra of T109R1 in the indicated genetic background. Spectra were recorded in 30% wt/wt 
sucrose at pH 6.8. 
 

5.3.3 Shifting the G ↔ E equilibrium at atmospheric pressure with ligand binding

and pH change. The L99A cavity mutant binds benzene with sub-millimolar affinity (21, 37-

39). Structurally, the ligand-bound state is similar to the G state (21, 25, 37), thus addition of 

benzene to the E-stabilized mutant (L99A/G113A/R119P) should shift the equilibrium 

population towards the G state. Indeed, CW spectra of T109R1/L99A/G113A/R119P and DEER 

distance distributions for all doubles involving T109R1 show shifts in population towards the G 

state upon addition of benzene (Figure 5.1C, 2, A1A, and A2) demonstrating that the distances 

assigned as G and E states represent states in equilibrium. Interestingly, benzene binding to the 

reference pair D72R1/D89R1 in the L99A/G113A/R119P background essentially eliminates the 

population of the new minor state (27 Å) observed in the apo-protein (Figure 5.1C), suggesting a 

possible role of this minor state in ligand binding (see section 5.4).  

 The equilibrium populations of G and E are not only shifted by ligand binding, but by pH 

as well. The data in Figure 5.1 were collected at pH 5.5, the same as in the NMR experiments 



198 
 

that modeled the G and E states (2). At this pH, the population is strongly biased towards E in 

the L99A/G113A/R119P background (Figure 5.1C). As will be shown below, pressure further 

populates the E state in this mutant, and in order to quantitatively investigate the pressure 

dependence of the G ↔ E equilibrium, experimental conditions are desired where the 

populations of G and E are similar so that shifts in equilibrium are readily detectable. The 

equilibrium population of the G state can be conveniently increased in the L99A/G113A/R119P 

background by an increase in the pH from 5.5 to 6.8, as assayed by the changes in distance 

distributions for all doubly labeled mutants involving T109R1 (Figure 5.A2). For 

D72R1/T109R1, D89R1/T109R1, and T109R1/N140R1 the G population is increased by 16 ± 

4% at pH 6.8 relative to pH 5.5. For T109R1/I150R1, the equilibrium is still biased towards E (E 

61%, G 21%) even at pH 6.8. The population of G is increased to 48% in the L99A/G113A 

background (without the R119P mutation), as qualitatively expected from Bouvignies et al. (2).  

 In the following sections, experiments designed to monitor pressure-dependent shifts in 

the G ↔ E equilibrium for L99A/G113A/R119P or L99A/G113A were carried out at pH 6.8 for 

the reason outlined above. Experiments designed to monitor the pressure dependence of WT* or 

L99A alone were done under the same conditions used in the NMR studies that led to the models 

of Figure 5.1, i.e., pH 5.5.  

5.3.4 Far-UV circular dichroism measurements of global secondary structure at 

high pressure. Recent development of a modified high-pressure optical cell suitable for use in 

far-UV CD allowed for monitoring global secondary structure in the range of 0-2.4 kbar (gauge 

pressure; 0 bar gauge is atmospheric pressure). The pressure dependence for L99A and 

L99A/G113A/R119P was investigated to assess whether pressure affects the global secondary 

structure. CD spectra and secondary structure composition are shown in Figure 5.3A and 3B and 
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Table A2, respectively. Both mutants exhibited expected levels of helical content (≈60%) and β-

sheet content (≈6%) at atmospheric pressure, corresponding to the WT* protein. The HP CD data 

for both indicate little change in the secondary structure content up to 2.4 kbar (≈1%), showing 

that for L99A at pH 5.5 the protein does not unfold in the pressure range investigated. The same 

conclusion applies to L99A/G113A/R119P at pH 6.8, with the addition that there is also little 

difference in secondary structure between the G and E conformations, in agreement with the 

models of Figure 5.1. 

 
Figure 5.3 High-pressure CD of T4L mutants. (A) High-pressure far-UV CD of L99A, and (B) 
L99A/G113A/R119P. Both proteins contained spin labels D89R1/T109R1. CD Spectra were recorded in 5 mM 
MES and 2.5 mM NaCl at pH 5.5 for L99A and 10 mM MES and 25 mM NaCl at pH 6.8 at the indicated pressure. 
The typical protein concentration was ≈15 μM.  
 

5.3.5 Pressure effects on conformational equilibria in WT*, L99A, L99A/G113A, 

and L99A/G113A/R119P. CW EPR spectra were collected from 0 to 2.5 kbar at pH 5.5 for the 

single R1-containing mutants D72R1 and D89R1 in the WT* and L99A backgrounds, and 

T109R1 in the WT*, L99A, and L99A/G113A backgrounds (Figure 5.4). Spectra of R1 at the 

selected sites serve to sample local backbone dynamics and conformational sub-states involving 

the inter-domain helix C, and helices D and F in the C-terminal domain, respectively. This 

pressure range corresponds to that where NMR studies reported either enhancement of 

fluctuations within a G state ensemble and an increase in the population of E (20) or unfolding 
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of the C domain of T4L L99A (11). In the WT* background, application of pressure to 2.5 kbar 

results in a slight reduction in nanosecond nitroxide motion as evidenced by a minor line 

broadening in the spectra of R1 at each site. Such effects have been previously reported and 

interpreted to reflect a limited compressibility of the protein in the region of the label site (29). In 

the L99A background, the pressure-dependent changes are of substantially larger magnitude. 

Indeed, for D72R1 and T109R1, pressure produces an increase in spectral intensity 

corresponding to partially immobilized states of the nitroxide (arrows, Figure 5.4), clearly 

evident at 2.5 kbar, that signals a corresponding increase in the population of conformational 

sub-states not detected in the WT*. Consistent with HP CD data, the CW spectra in L99A 

unequivocally show that the C terminal domain is not globally unfolded at 2.5 kbar; in that case 

the CW resonance line shape would consist of sharp resonance lines rather the reversible 

appearance of components corresponding to immobile states of R1 (Figure 5.A1C) (29). As 

shown below, the new conformational sub-states sensed by R1 in L99A at 2.5 kbar are not 

related to the E conformation, but likely reflect low amplitude structural fluctuations within the 

ground state ensemble of L99A (but see section 5.4). Within the context of this model, the 

enhanced pressure dependence of L99A relative to WT* is interpreted to arise from an increased 

compressibility due to the presence of the cavity, in agreement with Maeno et al. (20).  

Singular value decomposition of the variable-pressure CW spectra was performed 

according to the procedure described in chapter 3. Plots of the component amplitudes vs. 

pressure are shown in Figure 5.4 (right column), along with fits to determine values of ∆V�o and 

∆Gο where indicated.  
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Figure 5.4 Variable-pressure CW EPR and SVD analysis of T4L mutants. EPR spectra of (A) D72R1, (B) D89R1, 
and (C) T109R1 in the indicated genetic background at 0 and 2.5 kbar are shown in black and magenta traces, 
respectively, in the left column. For clarity, the low field lines in the spectra of D72R1/L99A and T109R1/L99A are 
amplified. Arrows identify a new component observed at 2.5 kbar. Variable-pressure spectra are shown in the center 
column and are color-coded as indicated. Spectra were recorded in 25% wt/wt Ficoll-70 at pH 5.5. Plots of 
component amplitudes vs. pressure for the indicated mutants, with fits to a two-state equilibrium model to measure 
the indicated values of ∆V�o and ∆Go, are shown in the right column.  
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The amplitudes were more linear with pressure in the WT* background compared to the same 

site in the L99A or L99A/G113A backgrounds. However, the amplitudes of D72R1 displayed 

weak curvature in the WT* background (Figure 5.4A), and the possibility of a localized 

conformational transition involving low-amplitude structural changes cannot be ruled out. The 

amplitudes for all sites in the L99A background were well-fit with a two-state equilibrium 

model, although the values of ∆V�o and ∆Gο varied significantly from site-to-site, indicating 

heterogeneity in the transition.  

For T109R1 in the L99A/G113A background, the spectral lineshape at 2.5 kbar (Figure 

5.4C) is very similar to that of the same residue in the L99A/G113A/R119P background at 0 bar 

(Figure 5.2), where the E state is highly populated. This supports the conclusion that the E state 

is populated by pressure, and that the local protein dynamics near residue T109R1 are relatively 

unchanged in the range of 0-2.5 kbar. Component amplitudes from SVD of the T109R1 spectra 

in the L99A/G113A background are well-fit to a two-state transition with ∆V�o = -30 mL/mol and 

∆Gο = +0.15 mL/mol (right column, Figure 5.4C). These values are consistent with an equal 

population of the G and E states at atmospheric pressure, as expected for the L99A/G113A 

background based on NMR, and predominance of the E at 2.5 kbar in accordance with results 

from PR DEER (see below). 

 Although the CW spectra qualitatively identify protein compression, they do not directly 

reveal the magnitude of structural changes with pressure. For this purpose, PR DEER is required. 

In this method, high-pressure states of a protein are trapped by rapid freezing in dry-ice/ethanol 

(200 K) (section 5.6) and the distance and distance distributions between pairs of R1 residues 

introduced into the protein are measured with DEER after depressurization to atmospheric 

pressure. In agreement with previous work, freezing in dry-ice/ethanol and the more 
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conventional liquid nitrogen results in similar distance distributions for T4L doubly-labeled 

mutants in the WT*, L99A, and L99A/G113A/R119P backgrounds at atmospheric pressure 

(Figure 5.A4).  

 For reference, the effect of pressure on the WT* protein was investigated to 3 or 4 kbar 

with PR DEER and four pairs of R1 residues that sampled distances between a reference pair 

(D89R1/N140R1) and distances that monitored the position of T109R1 in helix F 

(D72R1/T109R1, T109R1/N140R1 and D89R1/T109R1). Remarkably, the distance distributions 

at 3 or 4 kbar were essentially identical to those at atmospheric pressure (Figure 5.A5), showing 

that the tertiary fold of the WT* protein throughout the broad domain sampled by the above sites 

(Figure 5.1A and 1B) is unchanged. Therefore, any pressure dependence observed in the L99A, 

L99A/G113A, and L99A/G113A/R119P backgrounds can be attributed to conformational 

changes in the protein due to the presence of the cavity.  

 The effect of pressure on L99A was explored with DEER using R1 pairs 

T109R1/N140R1 and D89R1/T109R1 (Figure 5.5 and 5.A7A). As shown above (Figure 5.1C) 

distances between R1 residues in these pairs monitor the position of helix F and are diagnostic 

for the formation of the E state. In the range of 0-3 kbar (Figure 5.5), only subtle shifts in the 

relative population of individual distances are observed for the two mutants. While this sparse 

data set is insufficient to draw global conclusions about the protein conformation, it serves to 

demonstrate that the E conformation characterized by NMR is not substantially populated with 

pressure up to 3 kbar. At 4 kbar, the distance distributions begin to broaden in L99A (full width 

>30 Å), but not in WT*, suggesting a transition to a non-native state for L99A in the regions 

sampled by the R1 sites. The 4 kbar conformation is not fully unfolded, because in this case the 

distance distribution would be far broader, as illustrated by that for the doubly-labeled T4 
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lysozyme mutants in the guanidine hydrochloride-unfolded state (Figure 5.A1C). Additional PR 

DEER data will be needed to draw conclusions regarding the global fold, but for the spin pairs 

investigated, discrete distances corresponding to a highly populated E conformation (as 

illustrated in Figure 5.1C) are not observed in the L99A background at any pressure, in 

agreement with Nucci et al. (11). The pressure response for the two mutants in the L99A was 

fully reversible (Figure 5.A6). 

 
Figure 5.5 Effect of pressure on L99A monitored with DEER using spin pairs (A) T109R1/N140R1 and (B) 
D89R1/T109R1. DEFs and model-free fits (dashed yellow traces) (left panel) and corresponding distance 
distributions (right panel) are shown from 0-4 kbar. The DEFs and distance distributions are color-coded as 
indicated. The approximated distances corresponding to the G and E states are indicated with brackets above the 
distributions. PR DEER experiments were conducted in buffer consisting of 50 mM MES, 25 mM NaCl, 20% 
vol/vol glycerol at pH 5.5. The red and black bars indicate the upper limit of reliable shape and distance of the 
distribution, respectively (see section 5.6). 
 
 Of particular interest is the effect of pressure on L99A/G113A/R119P, the mutant that 

lowers the free energy of the E state. In this mutant, the position of helix F is again monitored 

using spin pairs involving T109R1 and one of the reference sites D72R1, D89R1, N140R1, or 

I150R1 at pH 6.8. Distances between reference pairs D72R1/D89R1 and D89R1/N140R1 are 
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rather weakly dependent on pressure to 3 kbar, although there are small shifts in populations 

(Figure 5.6A) in the latter; in D72R1/D89R1 a minor population at ≈27 Å, also observed at 

atmospheric pressure and pH 5.5 (Figure 5.1C), is increased by pressure (arrows, Figure 5.6A). 

For D89R1/I150R1 populations at short distances (≈22 and 27 Å), also observed at atmospheric 

pressure and pH 5.5 (Figure 5.1C), are substantially enhanced (arrows, Figure 5.6A); the 

significance of states identified by these distances will be considered below.  

 The PR DEER data for D89R1/T109R1, T109R1/N140R1, and D72R1/T109R1 that 

define the position of helix F in the L99A/G113A/R119P background are shown in Figure 5.6B 

and 5.A7B. The primary effect of pressure on the distance distributions of these mutants is to 

shift the two-state G ↔ E equilibrium towards the E conformation as can be seen by comparison 

with the data in Figure 5.1C (note that the data in Figure 5.1 was obtained at pH 5.5, whereas 

those in Figure 5.6 are for pH 6.8 at which the population of the G conformation is increased). 

For the three R1 pairs, the population of the E state is already substantially increased at 1 kbar. 

In all cases, pressures up to 3 kbar shift the equilibrium without populating new states, and the 

widths of individual populations in the distributions do not increase. A similar result was 

observed for T109R1/I150R1 in the L99A/G113A background, where the distance distribution 

shows a nearly complete shift to the E conformation at 2 kbar (Figure 5.A7C).  

 For D72R1/T109R1, D89R1/T109R1, and T109R1/N140R1, the distance distributions 

remain narrow up to 4 kbar, showing that introduction of the G113A/R119P mutations in L99A 

dramatically stabilizes the protein against the pressure-dependent structure changes seen in L99A 

alone. Remarkably, distributions for D72R1/T109R1 and D89R1/T109R1 remain narrow even to 

6 kbar, with only T109R1/N140R1 showing an increased breadth, likely due to local structural 

changes in the short helix I in which N140R1 resides (Figure 5.A7) (see section 5.4). 
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Figure 5.6 The effect of pressure on the G ↔ E equilibrium in L99A/G113A/R119P. PR DEER was used to map 
distance changes between (A) indicated reference sites and (B) between T109R1 and selected references to monitor 
the position of helix F. DEFs, model-free fits of the DEFs (dashed yellow traces), and corresponding distance 
distributions are shown at various pressures between 0 and 4 kbar. DEFs and distance distributions are color-coded 
as indicated. The black arrows identify populations in reference pairs increased by pressure. The approximate 
distance ranges corresponding to G and E are indicated by brackets above the distributions. PR DEER data were 
collected for the protein in buffer consisting of 50 mM MOPS, 25 mM NaCl, 20% vol/vol glycerol at pH 6.8. The 
red and black bars indicate the upper limit of reliable shape and distance of the distribution, respectively (see section 
5.6). (C) Plots of ln(K/K(0)) vs. pressure for the indicated mutants, and fits (red trace) using a two-state model to 
measure ∆V�o for the G → E transition.  
 
 The pressure dependence of the G ↔ E equilibrium constant (K) was determined using 

fits of the DEF to multiple-Gaussian distance distributions as described in section 5.6. Figure 

5.A8A and A8B contain a subset of the fits and associated multiple-Gaussian distance 

distributions along with their model-free counterparts, highlighting the similar goodness-of-fit 

for the two methods. Plots of ln(K/K(0)) vs. pressure (P) for T109R1/N140R1 and 
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D89R1/T109R1 in the L99A/G113A/R119P background (Figure 5.6C) and T109R1/I150R1 in 

the L99A/G113A background (Figure 5.A8C) were fit to determine the change in partial molar 

volume (∆V�o) for the G to E transition as described in section 5.6. Values of ∆V�o were -31, -40, 

and -29 mL/mol, respectively. It is noted that for this analysis, the data set was fit in the low 

pressure range (≤1.5 kbar) to eliminate contributions from compressibility of the individual 

states.  

5.4 Discussion  

 The present study was undertaken to elucidate the response of T4L cavity mutants to 

hydrostatic pressure, with the expectation that the results will have general applicability to 

proteins with native cavities or packing imperfections. The structural origins of the volume 

changes that underlie the shift in equilibrium between folded conformations at moderate 

pressures are of particular interest, rather than those that lead to a pressure-denatured state (3, 8, 

13-17), or to an unfolded state formed at high pressure in the presence of a chemical denaturant 

(4, 40). In the present study unfolding will refer to a process in which loss of tertiary and 

secondary structure occurs.  

 The interpretations of the pressure-dependent EPR data rely on the NMR/Rosetta models 

of the G and E conformations of T4L L99A. Collectively, all SDSL and CD data for WT*, 

L99A, and L99A with G113A or G113A/R119P at atmospheric pressure are in good agreement 

these models (Figure 5.1-3 and 5.A1; Table 5.A1 and A2). In particular, the essentially identical 

CD spectra as a function of pressure for the L99A and L99A/G113A/R119P mutants, which 

differ greatly in the populations of the G and E states, indicate that the global secondary 

structure of the two states is the same, as expected from the models, and any changes in 

intramolecular distances measured by DEER must arise from changes in tertiary structure. The 
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distinctive distance changes involving movement in the F helix detected by DEER distance 

mapping are in good agreement with the models. Thus, the models of Figure 5.1 are assumed to 

reliably reflect the salient features of the G and E conformations, and that the SDSL EPR data 

can be interpreted in the context of these models. The structural change involving the F helix, 

readily identified by DEER distance mapping, is used as a "fingerprint" to identify the E state 

population upon pressure application. In addition, the overall breadth of distance distributions 

reflects structural heterogeneity, while CW EPR spectra of single R1 residues monitor backbone 

dynamics and identify regions in conformational exchange on a time scale long compared to ns 

(41, 42). The main conclusions employing this strategy are discussed in relationship to the earlier 

NMR results of Maeno et al. (20) and Nucci et al. (11) in the sections to follow. It is noted that 

the conclusions refer only to the C-terminal domain of T4L that contains the engineered L99A 

cavity.  

5.4.1 Pressurization of L99A drives cavity hydration and an increase in structural 

heterogeneity. Distance distributions in L99A that monitor the position of helix F show only 

subtle changes between 0 bar and 3 kbar (Figure 5.5) and HP CD reveals no secondary structure 

changes up to 2.4 kbar (Figure 5.3A and Table 5.A2). These data unambiguously show that the 

folded conformation of T4L L99A is maintained to 2.4 kbar, without loss of global secondary 

structure or tertiary structure in the regions sampled. This conclusion is strongly supported by the 

CW EPR data, which reveal no detectable dynamic disorder in the form of sharp resonance line 

shapes (Figure 5.A1C), but instead indicate structural fluctuations of the tertiary fold within the 

ground state ensemble of L99A at pressures in the range of 0-2.5 kbar (Figure 5.4). Interestingly, 

SVD of the variable-pressure CW spectra indicate the presence of a conformational exchange 

that is heterogeneous across the structure. Taken together with the HP CD and PR DEER results 
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on L99A, the transition identified by SVD likely corresponds to small amplitude fluctuations the 

position of the helices accompanying hydration of the cavity.  

These fluctuations correspond to an increased compressibility in L99A relative to WT*, 

possibly resulting from hydration of the L99A cavity (see below). Interestingly, the structural 

fluctuations inferred from the line shapes of T109R1 and D72R1 must be of small amplitude 

because the DEER distance distributions involving these sites show only small changes in the 

same pressure range. This reinforces a previous conclusion that the line shapes of single R1 

residues with multiple components are exquisitely sensitive to very small changes in structure 

due to the r-6/r-12 dependence of attractive/repulsive interactions of the nitroxide with the local 

environment (41). 

  The above results are in general agreement with Maeno et al. (20) but apparently at odds 

with the conclusions of Nucci et al. (11), who interpret the responses observed for the C domain 

of L99A under pressure in the range of 1-2.5 kbar in terms of local unfolding of secondary 

structural elements. The HP CD data obtained in the present study show no significant loss of 

secondary structure up to 2.4 kbar, while the PR DEER show the tertiary fold to be intact.  

 Interestingly, large changes in tryptophan fluorescence were reported in the pressure 

range of 1-3 kbar at neutral pH with a midpoint at 2.4 kbar. As discussed by Ando et al. (3), 

these changes apparently correspond to cavity hydration. The fact that PR DEER detects no 

rearrangements in the tertiary fold in this pressure range shows that the putative hydrated cavity 

ground state (GH) has essentially the same conformation as that for the empty cavity (G), at least 

in the domains sampled by the spin labels. This is in accord with the previous high pressure 

crystallography of L99A (5) and NMR studies of the same mutant contained in inverse micelles 

(11), although this result might not be anticipated considering that the available conformational 
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space in a crystal lattice and trapped in an inverse micelle is highly limited. Overall, the 

fluorescence, HP CD, CW EPR, and PR DEER data are consistent with a model wherein the 

L99A cavity becomes hydrated in the range of 2-3 kbar, concomitant with the onset of 

conformational flexibility involving small-amplitude tertiary structure fluctuations without 

unfolding.  

 The PR DEER data do not show discrete distances corresponding to the E conformation 

in L99A within the detection limit of the experiment (≈10%) in the pressure range of 0-3 kbar, 

apparently at odds with the conclusions of Maeno et al. (20). However, the E state is an 

established member of the conformational ensemble (2) and is surely present at some level, so 

the differences may be quantitative rather than qualitative. Maeno et al. note that, in addition to 

an increase in the E state population, pressure-dependence of the G ↔ E exchange rates could 

also account for their data and this would be consistent with the PR DEER data presented here. 

At pressures above ca. 3 kbar, the distance distributions for D89R1/T109R1 and 

T109R1/N140R1 in the L99A background become markedly broadened, with a full distribution 

width of ≈30-35 Å at 4 kbar, reflecting the onset of significant structural heterogeneity. The 

relatively broad distance distributions may arise from local/global unfolding driven by internal 

hydration and the formation of a “wet” molten globule state, as was recently observed for 

apomyoglobin by PR DEER. 

5.4.2 Distance mapping in L99A/G113A and L99A/G113A/R119P supports a 

structure-relaxation mechanism rather than cavity hydration for the pressure response. In 

the G113A and G113A/R119P mutations in L99A, the energy of the E state is lowered relative 

to G (2) and the G ↔ E equilibrium is readily resolved at atmospheric pressure using DEER 

distance mapping (Figure 5.1). Remarkably, the equilibrium is shifted towards the E 
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conformation with increasing pressure in the range of 0-3 kbar (Figure 5.6B), with no new states 

appearing as judged by the shift in position of helix F, the constancy of the CD spectra (to 2.4 

kbar) (Figure 5.3B), and the lack of substantial distance change between reference sites (Figure 

5.6A) (but see below). SVD of the variable-pressure EPR spectra of T109R1 in the L99A/G113A 

background (Figure 5.4C) reports a conformational transition with values of ∆V�o and ∆Gο that 

are fully consistent with the G to E transition characterized by PR DEER, and the spectral 

lineshape at 2.5 kbar is similar to that observed for T109R1 in the E state at atmospheric pressure 

(Figure 5.2). Thus, the G and E structures are tentatively concluded to be essentially pressure 

independent at low pressures, and the primary effect of pressure is to shift the G ↔ E 

equilibrium. In the context of this model, the data show that the E conformation has a lower 

partial molar volume compared to G and they provide direct experimental evidence for a 

structure-relaxation mechanism as the basis for the volume reduction.  

 Interestingly, the ∆V�o estimates for the G to E transition are in the range of -30 to -40 

mL/mol, close to the molar volume of the Phe114 side chain that occupies the cavity in the E 

state (42 mL/mol). The ∆V�o for the G to E transition is similar in the presence and absence of 

R119P (Figure 5.6C and A8C), further reinforcing that the G113A and R119P mutations shift the 

relative energies of G and E without significantly altering their structures. Moreover, the widths 

of the distance distributions for peaks corresponding to the G and E conformations are 

essentially pressure independent (Figure 5.6B), suggesting that the two states have similar 

flexibility in the structural elements sampled by the distance measurements. Viewed in 

combination with the results from HP CD, this indicates that, in the case of equilibria involving 

nearly iso-energetic states, pressure may populate a conformational state with similar backbone 

configurational entropy to the G state. For truly excited states with substantially higher energy 
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than the ground state, a large body of evidence suggests that the excited state has higher 

configurational entropy (the “volume rule” (43)). 

 A remaining question regarding ligand binding to L99A is the ingress/egress pathway for 

ligand exchange (2). The structure of the T4L L99A G state shows the cavity to be completely 

solvent inaccessible, and in the E state the ligand binding site is occupied by Phe114. Access to 

the empty cavity must then be via an as yet unresolved conformation, distinct from both the G 

and E states, as suggested by Bouvignies et al. (2). Interestingly, three of the R1 pairs 

(D72R1/D89R1, D89R1/I150R1, T109R1/I150R1) show populations at distances not 

corresponding to the E or G states in the L99A/G113A/R119P background (Figure 5.1C), and 

the size of those populations increases with pressure (Figure 5.6A and 5.A7C). This suggests that 

both pressure and the additional G113A and R119P mutations populate not only the E state, but 

also the putative ligand binding state to a small extent. For the one case investigated involving 

reference sites (D72R1/D89R1), the new additional distance disappears upon ligand binding. 

While the data are too sparse draw conclusions regarding possible structures, the third state 

observed may correspond to the ligand accessible conformation that must exist to enable rapid 

(≈ms) binding of ligands to the otherwise buried cavity (39). Because D89R1 is common to the 

two reference pairs that reveal the new populations and it is located at a helix (helix D) closest to 

the engineered cavity, it is tentatively suggested that it is helix D that moves in the new state, 

closer to I150R1 and further from D72R1. Such a motion could open a direct path to the cavity. 

Interestingly, structural analysis using Caver (44, 45) reveals putative tunnels in the interface 

between helices D and G that could enable ligand entry (Figure 5.A1D). This pathway is 

different than that identified by MD simulations for water penetration and escape from the L99A 

cavity (5).  
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5.4.3 The thermodynamic basis for hydration vs. structure-relaxation. Collectively, 

the above data suggest that pressure hydrates the enlarged cavity in the L99A mutant, but shifts 

the conformation from G to E in L99A/G113A/R119P and L99A/G113A. Why is the cavity not 

hydrated by pressure in these latter mutants? A likely explanation for this difference lies in 

details of the energy landscape. The combination of atmospheric and high-pressure data from 

NMR, fluorescence, X-ray crystallography, and EPR suggest an equilibrium model for L99A and 

L99A/G113A/R119P with at least four states in the pressure range of 0-3 kbar, namely E, G, GH, 

and L, where L is a proposed conformation where the ligand has access to the cavity, and GH is 

a state wherein the L99A cavity is hydrated. At higher pressures, the putative molten globule 

state would be included. To illustrate a simple model that can account qualitatively for structure 

relaxation vs. cavity hydration, consider a 3-state equilibrium excluding a minor L state.  

𝐄⇔ 𝐆⇔𝐆𝐻 

 Although thermodynamically distinct, the protein is structurally similar in GH and G 

based on high-pressure crystallography (5), HP CD (Figure 5.3), and PR DEER at 2 kbar (Figure 

5.5). To compute pressure-dependent free energy changes, values for free energy differences 

between states at atmospheric pressure (ΔGo) and corresponding volume changes (∆V�o) are 

needed. ΔGo can be estimated from NMR (2, 25), fluorescence (3), and the DEER data presented 

above. ∆V�o values corresponding to the transitions are obtained from the pressure dependence of 

the corresponding equilibria. For the G → GH transition, a value of -75 mL/mol was taken 

because it generates landscapes that illustrate the main features of the experimental results 

presented above. This value is intermediate between that for complete cavity elimination (-100 

mL/mol) and a value of -56 mL/mol measured from fluorescence at pH 7. The ∆V�o for the G → 

E transition identified by PR DEER is ≈-36 mL/mol, and since the G and E states are expected 
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to be structurally similar in L99A, L99A/G113A/R119P, and L99A/G113A based on the 

evidence presented above, it is assumed that ∆V�o is the same for all three genetic backgrounds. 

With these values, free energy profiles as a function of pressure can be generated and are shown 

in Figure 5.7 for 0 bar and 2 kbar. These landscapes are not intended to reproduce the 

experimental data in detail because of the neglect of other conformations and compressibility 

effects, but only to illustrate a concept with realistic values of ΔGo and ∆V�o. 

 
Figure 5.7 Effect of pressure on the equilibrium between the GH, G, and E states of T4L mutants L99A (left panel) 
and L99A/G113A/R119P (right panel). Relative configurational free energies (∆Go) are shown for 0 and 2 kbar; 
values for the GH and E states are relative to G. Values for ∆V�o and ∆Go are -36 mL/mol and -0.2 kcal/mol, 
respectively, for the G to E transition (based on PR DEER of L99A/G113A/R119P), and -75 mL/mol and 2.5 
kcal/mol, respectively, for the G to GH transition (based on high-pressure tryptophan fluorescence of L99A (3) and 
the total L99A cavity volume). Populations of each state are indicated in the local minima of the landscape. 
Structural models for the C domain are shown below the corresponding energy minima. Helix F is shown in red. The 
location of Phe114 (red spheres) in the G and E states are indicated. The empty cavity is shown in gray surface 
representation. A blue surface is used to represent pressure-populated hydration of the cavity in the L99A mutant. 
Green spheres at the Cα are used to indicate the position of G113A and R119P mutants in the E state structure (PDB 
ID code 2LC9 (2)). 
 
 The volumetric contribution to stabilization of the E state under pressure is less than that 

for hydration, and pressure will drive hydration instead of repacking unless the ∆Go for 

repacking is markedly smaller than ∆Go for hydration. This is not the case for the L99A mutant, 

so pressure populates the GH state. The addition of G113A and R119P mutations lowers ∆Go for 
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formation of the E conformation (2) sufficiently that pressure drives the equilibrium to the E 

state in the L99A/G113A and L99A/G113A/R119P mutants.  

 The preference for repacking in L99A/G113A/R119P rather than hydration has important 

implications regarding the stability of proteins under pressure. For example, the spin pairs 

T109R1/N140R1 and D89R1/T109R1 have narrower distance distributions in 

L99A/G113A/R119P backgrounds compared to the L99A background at 4 kbar (Figure 5.5 and 

6B), suggesting increased disorder in L99A but not in L99A/G113A/R119P. Thus, hydration of 

the cavity in L99A at intermediate pressures leads to destabilization compared to 

L99A/G113A/R119P, because in the E conformation that dominates L99A/G113A/R119P, the 

side chain of Phe114 occupies the cavity and must be displaced before water can penetrate the 

protein. Similarly, both cavity-filling mutations and ligand binding have been found to stabilize 

proteins against denaturation at high pressure (7, 46, 47). In the context of this model, cavities in 

flexible proteins that can repack are expected to be more stable to pressure than a corresponding 

rigid protein in which the cavity will hydrate with pressure. Indeed, repacking has been proposed 

to explain the stabilizing effect of proline-to-glycine mutations against pressure-denaturation 

observed in staphylococcal nuclease (48). In that study, the authors speculated that the increased 

flexibility caused by the mutations could have allowed the protein to sample alternative, more 

stable packing modes. Evolutionarily, mutations like G113A and R119P that modify the energy 

landscape to stabilize or expand the number of accessible conformations that the protein can 

sample within the native state ensemble may prove advantageous for adaptation to various 

environmental stresses such as pressure and temperature, and give rise to new functionality. 

5.5 Conclusions 
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 Collectively, the data presented here show that a protein can respond to pressure by 

structure relaxation to fill a cavity or by the established mechanism of cavity solvation. In 

principle, any cavity-containing protein can have conformational sub-states in equilibrium in 

which the core is rearranged to fill or partially fill the cavity with protein atoms, thus reducing 

the partial molar volume. If the strain energy involved in forming such a conformation is high, 

cavity hydration will be of lower energy. This appears to be the case for L99A in solution. If the 

strain energy is lower than hydration, structure relaxation will be favored over hydration. The 

strain energy will be low in proteins that have nearly iso-energetic conformational sub-states, at 

least one of which has an alternative packing mode that fills the cavity. This is the case with 

L99A containing the additional mutations G113A and G113A/R119P that relieve steric 

hindrance for forming the cavity-filled conformation (the E conformation) (2). Although the 

principles were elucidated with cavity-creating mutants, they are expected to apply to proteins 

with naturally occurring packing imperfections.  

5.6 Methods 

5.6.1 Construction, expression, and purification of T4L mutants. All the mutations 

designed for this study were introduced to the T4L gene (pET11a vector) using the QuikChange 

site-directed mutagenesis method. All of the mutants contain the pseudo wild type (WT*) 

mutations C54T and C97A. Mutations were verified by sequencing. Expression, purification, and 

spin labeling of cysteine mutants in the WT* background was done as previously described (32). 

All the cysteine mutants in the L99A background were purified from inclusion bodies as 

described in López et al. (1). 

5.6.2 EPR spectroscopy. CW EPR spectra of spin-labeled proteins were recorded at X-

band in a Bruker ELEXSYS 580 spectrometer at room temperature in buffer at pH 5.5 (50 mM 
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MES and 25 mM NaCl) or pH 6.8 (50 mM MOPS and 25 mM NaCl) containing 30% wt/wt 

sucrose or 25% wt/wt Ficoll-70 (Sigma). These concentrations of sucrose and Ficoll-70 cause an 

equivalent increase in the effective viscosity of the solution, and are thus equally effective in 

reducing the contribution of rotational diffusion of the protein to the spectral lineshape (29, 49, 

50). Protein concentrations were in the range of 100-500 μM. For ligand binding studies, 

benzene was added via vapor diffusion as described in López et al. (1). Atmospheric pressure 

CW samples were loaded into glass capillaries (0.60 ID X 0.84 OD; VitroCom Inc., NJ). 

Variable-pressure CW EPR spectra were recorded at room temperature using ceramic sample 

cells and a computer-controlled pressure intensifier (HUB440-Cer and HUB440; Pressure 

BioSciences, Inc.) as described in chapter 3. SVD of variable-pressure EPR spectra was 

performed according to methods described in chapter 3, and the component amplitudes were fit 

to determine the reported values of ∆V�oand ∆Go. 

Four-pulse DEER data at 80 K were obtained on a Bruker ELEXSYS 580 operated at Q-

band as described in chapter 4. The protein concentration was at or below 200 μM. For DEER 

measurements at atmospheric pressure, samples of 12-20 μL in 50 mM phosphate and 25 mM 

NaCl at pH 5.5 or buffer at pH 6.8 containing 20% vol/vol glycerol were loaded in a glass 

capillary (1.4 ID X 1.7 OD; VitroCom Inc., NJ) and flash-frozen in liquid nitrogen. A glycerol 

solution in the appropriate buffer was used as a stock in all cases. The materials and detailed 

protocol for PR DEER experiments up to 3 kbar are described in chapter 4. For PR DEER above 

3 kbar, a Barocycler HUB880 pressure intensifier (Pressure BioSciences, Inc.) was used with 

100,000 psi-rated pressure tubing and connectors (Maxpro Technologies) according to the same 

protocol. Pressures specified in this dissertation are gauge pressure, i.e., 0 bar is equal to 

atmospheric pressure. All pressure-resolved DEER experiments were done in buffer at pH 6.8 
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containing 20% vol/vol glycerol, except for mutants in the L99A background, for which the 

buffer used consists of 50 mM MES, 25 mM NaCl, 20% vol/vol glycerol at pH 5.5. The upper 

limit of reliable distance (r) and width determination (σ) for each mutant in nanometers was 

calculated using the following equations (51): 𝑟𝑚𝑎𝑥,〈𝑟〉 ≈ 5 �𝑡𝑚𝑎𝑥/2𝜇𝑠3  ; 𝑟𝑚𝑎𝑥,〈𝜎〉 ≈

4 �𝑡𝑚𝑎𝑥/2𝜇𝑠3 , where tmax is the maximum time domain recorded for each sample. Model-free 

and model-based distance distributions were obtained from the raw dipolar evolution data using 

the program “LongDistances” available at http://www.chemistry.ucla.edu/directory/hubbell-

wayne-l. 

5.6.3 Model-based Gaussian fit of DEER data. Fits of the background-corrected DEER 

dipolar evolution functions (Figure 5.A2, A3, and A8) to a multiple-Gaussian model for the 

distance distribution were performed using the software LongDistances, written in LabVIEW 

and available for download at: http://www.chemistry.ucla.edu/directory/hubbell-wayne-l. Initial 

estimates for each Gaussian mean were obtained by extracting the most probable distances for 

each peak observed in the model-free fit with the lowest chi-square value. During the first 

iteration of the fitting process for atmospheric pressure data, the mean for each Gaussian was 

fixed and the amplitudes and widths were allowed to vary. During subsequent iterations, the 

mean of each Gaussian was allowed to vary up to 0.5 Å to improve the fit. In a few cases, the 

lowest chi-square value from Gaussian-based fit to the time domain data was obtained after 

further optimization of the baseline correction. The width of the Gaussians was in the range of 

1.03-5.30 Å. For fitting of the high-pressure data, the mean and width of each Gaussian obtained 

at atmospheric pressure were kept constant and only the relative amplitudes were allowed to 

vary. 
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5.6.4 Thermodynamic analysis of the G ↔ E equilibrium. The use of multiple-

Gaussians to represent DEER distance distributions and relative populations of states has been 

previously described (33). Fits presented here were performed using LongDistances for 

D89R1/T109R1 and T109R1/N140R1 in the L99A/G113A/R119P background and for 

T109R1/I150R1 in the L99A/G113A background in the range of 0–1.5 kbar. The data were fit as 

a function of pressure according to a two-state equilibrium, G ↔ E, where 1-2 individual 

Gaussians were used to account for each state at each pressure. The fractional population of G 

and E (fG and fE) were calculated using the sum of the integrated areas for the individual 

Gaussians corresponding to the given state, normalized to the total area for all Gaussians. Errors 

reported by LongDistances for the areas of individual Gaussians were propagated throughout the 

analysis. The equilibrium constant (K) is given by [5.1]. 

K = fE fG⁄                     [5.1] 

A first order approximation for the pressure dependence of the Gibbs free energy (∆G), [5.2] and 

[5.3], was utilized due to the relatively low pressures used in this analysis. 

∆G = ∆G° + ∆V�o(P)  [5.2] 

∆G = −RT ln(K)  [5.3] 

Combining [5.2] and [5.3] yields [5.4], where R is the gas constant and T is temperature. The 

temperature was set to 298 K, which was the holding temperature for all samples prior to rapid 

freezing for DEER. 

ln � K
K(0)

� = −∆V�o

RT
(P)  [5.4] 

Plots of ln(K/K(0)) vs. pressure (P) were fit to [5.4] to solve for the change in partial molar 

volume (∆V�o) associated with the pressure-populated transition from G to E.  
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5.6.5 High-pressure far-UV CD spectroscopy. High-pressure far-UV CD was done as 

described in chapter 3. The sample concentration was 12-16 μM in buffer consisting of 10 mM 

MES, 25 mM NaCl at pH 6.8 for D89R1/T109R1/L99A/G113A/R119P and 5 mM MES, 2.5 

mM NaCl at pH 5.5 for D89R1/T109R1/L99A. For both buffers, the baseline as a function of 

pressure was recorded and used for correction. The path length of the optical cell was 0.5 mm, 

the scan rate used was 50 nm/min with a response time of 1 second. The sample was allowed to 

equilibrate for 5 minutes at each pressure prior to data collection. Each spectrum shown is an 

average of 9 scans. Reversibility was verified by data collection after depressurization. The 

changes in secondary structure were quantitatively analyzed using the CONTIN algorithm (52, 

53). 

5.7 Appendix 

Table 5.A1 Expected and experimentally observed changes in distances from residue T109R1 to the indicated 
reference in the G → E transition. The expected changes in distances are based on modeling the R1 side chain in G 
and E (Figure 5.1A).  

Mutant ∆rG→E (Å) Modelinga ∆rG→E (Å) Experimental 
D72R1/T109R1 + 5.0 + 3.5 
D89R1/T109R1 + 7.0 + 6.5 

T109R1/N140R1 - 7.5 - 6.8 
T109R1/I150R1 - 5.0 - 7.0 

aThe R1 side chains at sites 72, 89, 109, and 140 were modeled using one of the most commonly observed R1 
rotamers on X-ray structures of R1 in T4L that most closely match the experimentally determined distances. For site 
150, the R1 rotamer modeled was that observed in the X-ray structure of I150R1 (54). 
 

Table 5.A2 Secondary structure of indicated T4L mutants as a function of pressure determined from CD. 
Mutant Pressure 

(kbar) 
α-Helix* β-Sheet Turn Unordered 

D89R1/T109R1/L99A 0 .58 .09 .14 .19 
2.4 .59 .08 .14 .19 

D89R1/T109R1/ L99A/G113A/R119P 0 .57 .06 .14 .23 
2.4 .59 .05 .15 .21 

L99A† N/A .62 .07   
L99A/G113A/R119P‡ N/A .59 .07   

† and ‡: Values for α-helix and β-sheets obtained from deposited PDB structures 1L90 (55) and 2LC9 (2).  
* Fraction of secondary structure at each pressure was estimated using the CONTIN algorithm (52, 53). 
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Figure 5.A1 DEER distance distributions for T109R1/I150R1 in different genetic backgrounds at atmospheric 
pressure, models of T109R1 side chain structure, characteristic CW spectra and DEER distance distributions of a 
fully unfolded protein, and putative tunnels in T4L L99A that could allow ligand access. (A) DEFs and 
corresponding distance distributions for T109R1/I150R1 in the WT* (black), L99A/G113A/R119P (blue), 
L99A/G113A (magenta), and L99A/G113A with benzene (orange). The data show that the shift to the E 
conformation is smaller in L99A/G113A compared to L99A/G113A/R119P. (B) Model of T109R1 in the G and E 
states showing possible non-classical H-bonding interaction of the 4-H in the R1 nitroxide ring with E108 in the E 
conformation; the distance of the 4-H to E108 is too long for interaction in the G conformation. (C) Examples of 
CW EPR spectra (left panel) and DEER distance distributions (right panel) for fully folded (black) and unfolded 
T4L WT* in 6 M GdnHCl (red). (D) Ribbon diagram of T4L L99A structure showing two putative tunnels to the 
cavity identified by Caver analysis (44, 45) in the interface between helices D and G. The tunnels are shown in red 
surface representation.  
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Figure 5.A2 Multiple Gaussian distance distributions of the indicated mutants. (A) Distance distributions of the 
indicated mutants at pH values of 5.5 and 6.8. (B) Distance distributions in the presence of benzene at pH 6.8. The 
black line is the overall distance distribution based on Gaussian fits. The Gaussians representing distances of G and 
E and a third state are shown in gray, blue, and red, respectively.  
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Figure 5.A3 Comparison of model-free and multiple Gaussian fits in the indicated mutants. Left Panel: Model-free 
fits (gray) and multiple Gaussian fits (black) to the DEFs (blue) of the indicated mutants. Right panel: 
Corresponding distance distributions based on model-free fit (shaded) and multiple Gaussian fit (black trace) of the 
indicated mutants.  
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Figure 5.A4 Comparison of dry ice/ethanol and liquid nitrogen freezing prior to DEER. DEFs, model-free fits of the 
DEFs (dashed yellow traces), and corresponding distance distributions are shown for the indicated mutants prepared 
using dry ice/ethanol and liquid nitrogen at atmospheric pressure. The DEFs and distance distributions are color-
coded as indicated. The red and black bars indicate the upper limit of reliable shape and distance of the distribution, 
respectively (see section 5.6). 
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Figure 5.A5 PR DEER in the WT* background. DEFs, model-free fits of the DEFs (dashed yellow traces), and 
corresponding distance distributions are shown for the indicated doubles in the WT* background. The DEFs and 
distance distributions are color-coded as indicated. The red bar indicates the upper limit of reliable shape of the 
distribution (see section 5.6). 
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Figure 5.A6 Reversibility of changes observed with PR DEER. DEFs, model-free fits of the DEFs (dashed yellow 
traces), and corresponding distance distributions are shown for the indicated mutants at 0 bar pre- and 
postpressurization (data for each mutant at either 4 or 6 kbar is shown for comparison). Excellent reversibility is 
observed for all mutants except D89R1/T109R1 in the L99A and L99A/G113A/R119P backgrounds, which are only 
partially reversible after pressurization to 6 kbar. The DEFs and distance distributions are color-coded as indicated. 
The red and black bars indicate the upper limit of reliable shape and distance of the distribution, respectively (see 
section 5.6). 
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Figure 5.A7 PR DEER in the (A) L99A, (B) L99A/G113A/R119P, and (C) L99A/G113A backgrounds. DEFs, 
model-free fits of the DEFs (dashed yellow traces), and corresponding distance distributions are shown for the 
indicated doubles. The DEFs and distance distributions are color-coded as indicated. The red and black bars indicate 
the upper limit of reliable shape and distance of the distribution, respectively (see section 5.6). 
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Figure 5.A8 Comparison of model-free and multiple Gaussian fits of the DEF from PR DEER. Model-free fits 
(gray) and multiple Gaussian fits (black) to the DEF (blue) of (A) T109R1/N140R1/L99A/G113A/R119P and (B) 
D89R1/T109R1/L99A/G113A/R119P are shown for the indicated pressures. Corresponding distance distributions 
are overlaid to the right of the DEF, and are color-coded according to the inset. The red bar indicates the upper limit 
of reliable shape of the distribution (see section 5.6). (C) Plot of ln(K/K(0)) vs. pressure for the indicated mutant, 
and fit (red trace) using a two-state model to measure ∆V�o for the G → E transition. 
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