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Abstract

Current models of cognitive control frame its allocation as a
process of expected utility maximization. The benefits of a
candidate action are weighed against the costs of that con-
trol allocation (e.g., opportunity costs). Recent theorizing has
found that it is normative to account for the value of learn-
ing when determining control allocation. Here, we sought to
test whether learning expectations could explain people’s ini-
tial control allocation in a standard dot-motion perceptual task.
We found that subjects’ initial skill level and learning rate in a
first block were able to predict their initial willingness to ac-
cumulate evidence in a second block, interpreted as a greater
control allocation for the task. Our findings support the hy-
pothesis that agents consider the learnability of a task when
deciding how much cognitive control to allocate to that task.

Keywords: learning; decision making; cognitive control; drift
diffusion model

Introduction
Typing technique falls into two categories: the easy way
(hunting and pecking), and the hard way (touch typing). Why
would anyone ever take the hard way? Because, with enough
practice, the hard way will lead to faster typing (Logan, Ul-
rich, & Lindsey, 2016), a better result in the long term. Sev-
eral considerations underlie this form of intertemporal choice
we face throughout our lives. How long into the future will
one be typing, much will one get paid for it, and how quickly
can one gain proficiency? Driving these questions are param-
eters that shape a hidden dynamical dimension of the speed-
accuracy tradeoff: more time on task (deliberation time in in-
terrogation paradigms) may be suboptimal in the short term,
but optimal in the long term because it allows agents to reach
proficiency faster (Ması́s, Musslick, & Cohen, 2021; Ması́s,
Chapman, Rhee, Cox, & Saxe, 2023; Tsetsos, 2023).

The strategic nature of the choice of how to manage this dy-
namical speed-accuracy tradeoff suggests there may be con-
trol mechanisms that manage such decisions. It has been
stipulated that cognitive control allocation adjudicates be-
tween motivational factors (e.g., reward) by allocating con-
trol according to its expected value (Kool, McGuire, Rosen,
& Botvinick, 2010; Kurzban, Duckworth, Kable, & Myers,
2013; Shenhav, Botvinick, & Cohen, 2013). Part of that value
is near term rewards that would come from immediate perfor-
mance, the component of reward that is considered in most
models (Musslick, Shenhav, Botvinick, & Cohen, 2015; Mus-
slick et al., 2017; Verguts, Vassena, & Silvetti, 2015; Leng,

Yee, Ritz, & Shenhav, 2021). What has been less fully con-
sidered is the potential value of increases in future reward
that would come from improvements in performance through
learning. The most direct test of the allocation of cognitive
control in the service of learning comes from a study in which
rats were found to strategically manage their learning, trading
current rewards for faster learning (Ması́s, Chapman, et al.,
2023). However, to our knowledge, a similar test has yet to
be carried out in humans.

Here, we sought to examine whether people allocate cog-
nitive control as a function of their learning expectations. To
generate model-based predictions, we combined a recent se-
quential sampling model, the learning drift-diffusion model
(LDDM; Ması́s, Chapman, et al., 2023), with another model
that addresses the expected value of control for learning
(EVCL model; Ması́s et al., 2021). The LDDM is a process
model that imbues the standard drift-diffusion model (DDM)
with the ability to learn based on experience. In LDDM,
longer deliberation times lead to faster learning because feed-
back signals are more informative when there is more stim-
ulus evidence available to interpret them. As such, slower
reaction times can actually be normative. The EVCL pro-
vides a metacognitive objective to direct LDDM’s learning
by proposing that agents consider their own potential learn-
ing trajectories when deciding how much control to allocate
to a particular task. The combined EVCL-LDDM model pre-
dicted that learning expectations (composed of initial skill
level, learning rate and their interaction) determined opti-
mal cognitive control allocation (implemented by adjusting
the evidence accumulation threshold or, effectively, average
deliberation times, to optimize reward rate; Bogacz, Brown,
Moehlis, Holmes, & Cohen, 2006). To test these predictions,
we used a classic perceptual decision making task, the ran-
dom dot kinematogram, the difficulty of which was manip-
ulated by the motion coherence of a moving dot stimulus.
In a first block, participants completed a difficult, but learn-
able set of trials with the aim of inducing a set of learning
expectations. In a second block, we measured participants’
early evidence thresholds and deliberation times. We found
that participants’ performance in the first block (i.e., their ini-
tial skill levels and learning rates) predicted their early evi-
dence thresholds and deliberation times in the second block.
These results suggest that people allocate cognitive control as
a function of their learning expectations.
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Figure 1: Graphical description of EVCL-LDDM model.
Model contains a standard decision making and learning
component (LDDM, b & c) and a component that sets a
threshold policy by evaluating the expected value of control
for learning (EVCL, a). (c) A recurrent linear neural network
implements a standard DDM. (b) Network undergoes error
corrective learning. Adjusting network’s weights is equiva-
lent to adjusting attentional component of the drift rate of a
DDM. (a) A threshold policy controls the evidence accumula-
tion threshold across trials. If the threshold is set to maximize
cumulative reward over some time horizon, it is equivalent to
an optimal EVCL model that accounts for the effects of learn-
ing, and uses threshold as the control variable.

EVCL-LDDM Model

We formulated a model with three required elements: 1) a
process mechanism to make choices; 2) a learning mecha-
nism to improve choices with experience; and 3) a control
mechanism that specifies some objective, such as maximizing
total cumulative reward, that it will seek to optimize while
taking into account its learning expectations. The EVCL-
LDDM model meets these requirements by nesting two pre-
vious models working at different levels of abstraction. First,
the learning drift-diffusion model (LDDM; Ması́s, Chapman,
et al., 2023) expands the DDM, a process model for making
choices (Ratcliff & Rouder, 1998), with a mechanism that al-
lows learning through experience. Second, the expected value
of control for learning model (EVCL; Ması́s et al., 2021) pro-
vides a control mechanism that can be added to LDDM in the
form of an objective, such as the maximization of total cu-
mulative reward, in order to shape its learning prospects and
performance.

Learning drift-diffusion model (LDDM)
The DDM is often implemented as a static model without
time-varying parameters. However, learning is an inherently
dynamic process, and a model of learning should have a
mechanism for modifying its parameters over time. For ex-
ample, for a stimulus of constant difficulty, learning can be
represented as an increase in drift rate. The LDDM (Ması́s,
Chapman, et al., 2023) takes this approach, implementing
a DDM in the form of a simple linear recurrent neural net-
work model, in which changes in drift occur through changes
in connection strengths as a function of a standard error-
driven (backpropagation) learning algorithm. Furthermore,
the model has an analytical solution for the average learning
dynamics that can be used to determine the parameters that
optimize a specified objective or control policy, without re-
quiring computationally-intensive simulations.

Expected Value of Control for Learning (EVCL)
Threshold is a critical factor that determines how much in-
tegration takes place. In previous work, it has been shown
that, for a given set of parameters, and assuming a fixed drift
rate, there is a single optimal threshold that maximizes reward
rate (Bogacz et al., 2006). However, to the extent that drift
rate changes with learning, it merits considering how people
adapt their threshold to take account of this. Furthermore, to
the extent that threshold controls the amount of integration
(and thereby accuracy of the response) on each trial, a higher
threshold may lead to more effective learning. This obser-
vation suggests that in settings where the agent anticipates it
may be able to learn, it may be optimal to set a higher than
optimal threshold initially in order to promote integration and
learning that may compensate by yielding better performance
and therefore higher rewards in the future.

If we consider threshold setting to be a cognitive control
process, then threshold choice can be modeled with a nor-
mative theoretical model for the allocation of cognitive con-
trol, the EVCL model (Ması́s et al., 2021), an extension of
the well-supported opportunity-cost based model of control,
the Expected Value of Control theory (EVC; Shenhav et al.,
2013), in which the agent considers the impact of its control
choices on its future self in the form of its skill level or auto-
maticity and the corresponding impact on the agent’s reward.
Following Ması́s et al. (2021), the expected value of control
for a particular control signal in a particular state is given by
the difference between the expected payoff of control in that
state and the cost of that control signal

EVC(signal,state) =
E[Payoff(signal,state)]−Cost(signal) (1)

Here we use threshold in the LDDM as the control signal.
The agent’s current skill level, error rate and decision time,
and completed trials thus far comprise its state. The expected
payoff is computed as the expected value of possible out-
comes (correct and incorrect, indexed by i) given the control
signal and state, weighted by their respective probabilities
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E[Payoff(signal,state)] =

∑
i

P(outcomei|signal,state) ·Value(outcomei) (2)

The value function is, in turn, comprised of two elements

Value(outcome) = R0(outcome)+
γ ·max

j
[EVC(signal j,outcome)] (3)

The first (R0) is the immediate reward for the current out-
come, and the second (γ ·max j[EVC], where j indexes the
possible control signals, i.e., possible evidence thresholds) is
the future discounted reward for the control signal that yields
the greatest expected reward when the outcome of the current
state is used as the next state. The discount factor γ controls
whether the model is fully myopic (γ = 0) or forward-looking
with no discounting (γ = 1).

We define the immediate reward R0 in our model (eq. 3) as
the instantaneous or current reward rate iRR

R0 ≡ iRR =
1−ER−qER

DT+Dtot
(4)

where ER is error rate, DT is decision time, and Dtot captures
the response-to-stimulus intervals and the non-decision com-
ponent of reaction time, and we allow for a reward penalty q
for errors, referred to as an accuracy bias (Zacksenhouse, Bo-
gacz, & Holmes, 2010; Bogacz, Hu, Holmes, & Cohen, 2010;
Balci et al., 2011). Further, because the cost of a high thresh-
old is implicitly included in the agent’s reward rate payoff (a
higher threshold would lead to a higher average decision time,
and thus a lower reward rate), we do not include an explicit
cost to the agent’s threshold choice (eq. 1).

Because the value function uses outcome of the current
state (eq. 4) to compute the EVC for the next state (see
eq. 3), EVCL can be used to recursively simulate the conse-
quences of its control choices over a reasonable range of con-
trol signals (threshold choices) and up to some tractable fu-
ture time horizon. The optimal control signal signal∗ (thresh-
old choice) for the current state is then chosen by selecting
the control signal with the maximum EVC.

signal∗← argmax
i

[EVC(signali,state)] (5)

Threshold Control Policies
As a benchmark, we compare the EVCL policy (that maxi-
mizes the integral of reward over some predetermined time
window) with a simple “greedy” policy (the maximization of
instantaneous or current reward rate, Gold & Shadlen, 2002).
For the greedy policy, we set the discount factor γ = 0 in eq. 3
to make the model fully myopic, and thus choose the thresh-
old that maximizes current reward rate. For the EVCL pol-
icy, we set the discount factor γ = 1 to make the model value
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Figure 2: Study rationale & design. (a) The EVCL-LDDM
model predicts that initial skill level & estimated learning
rate (learning expectations) are used to determine the opti-
mal threshold (control allocation) and thereby decision time
(see Fig. 3e). (b) Thus, we hypothesize that initial drift rate
& change in drift rate (used to estimate learning rate) during
block 1 should predict initial threshold (control allocation) &
decision time at the start of block 2. (c) To test our hypoth-
esis, we will fit the initial drift rate & change in drift rate
over block 1 and test the extent to which these predict initial
threshold and decision time during the start (first 25 trials) of
block 2.

rewards at the end of the horizon as much as immediate re-
wards, and thus choose the threshold that maximizes total cu-
mulative reward.

For tractability in threshold optimization, while forward
looking simulations sampled different possible thresholds,
threshold was kept fixed over the duration of each simulation
(i.e., over its temporal horizon). Finally, because we are only
interested in evaluating the impact of learning expectations
on early threshold setting, we report the optimal threshold at
the beginning of the horizon.

Study Description
Rationale
The EVCL-LDDM model predicts (see Fig. 3e) that partic-
ipants’ learning expectations (learning rate and initial skill
level) will determine their allocation of control (optimal
threshold and therefore also decision times) (Fig. 2a). The
model determines optimal thresholds through an offline opti-
mization procedure, which is likely not what people do. In-
stead, people may, after some experience with a task, generate
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a prior on their learning expectations for that task and use that
prior to estimate their optimal control allocation when faced
with a sufficiently similar task again.

To test this prediction, we sought to design a study with
two components: an inducement period, during which par-
ticipants could generate their learning expectations, followed
by a measurement period, during which participants’ control
allocation could be measured as a function of those learning
expectations. Making use of a task that could be modeled
using the DDM, we hypothesized that subjects’ learning ex-
pectations (learning rate and initial skill level), operational-
ized as initial drift rate and change in drift rate shaped during
a first inducement block, should predict their cognitive con-
trol allocation, reflected in their choice of early threshold and
decision time during a second measurement block (Fig. 2b).

Design

To test this hypothesis, we designed a study composed of
two blocks of equal length (200 trials) of random dot motion
(Fig. 2c). During block 1, the inducement period, partic-
ipants were presented with motion coherences of 5%, 10%
or 15%. Pilot studies that included confidence judgments
and surveys (not shown here) indicated that in this coherence
range participants reliably learned but were not reliably aware
of their learning. Operating just beyond participants’ aware-
ness of learning would allow us, we reasoned, to measure
control allocation while reducing the interference of overt
strategies. During block 2, the measurement period, partic-
ipants were presented—unawares—with a motion coherence
of 0%, i.e., random noise, in a direction orthogonal to what
they saw in block 1. The change in motion direction and the
equal block length (despite the fact that we would only con-
sider early trials in our analysis) were chosen to communi-
cate that block 2 contained a very similar but distinct task to
block 1. Presenting participants with random noise in block 2
served a twofold purpose. First, it would allow us to measure
participants’ choice of early thresholds (e.g., first 25 trials)
based on—we hypothesized—learning expectations (or pri-
ors) formed during block 1 before they were updated with
new evidence from block 2. Second, it would allow us to use
decision time as a secondary measure of control allocation: a
motion coherence of 0% all but guarantees a drift rate of 0,
which means that decision time depends entirely on thresh-
old choice. We chose 25 trials in an attempt to balance our
experimental desire for few early trials with the reliable and
accurate recovery of latent participant parameters. Figure 2c
includes a summary of our theoretical and empirically mea-
sured and fitted variable correspondences.

Participants We collected data online from 197 partici-
pants, each receiving $4.80USD (∼$10.77 per hour), using
Prolific (prolific.co). Participants provided written in-
formed consent in accordance with the relevant Institutional
Review Board. After basic engagement exclusions, 159 par-
ticipants remained. Of these, 58, 50, and 51 performed the 5,
10 and 15% coherence conditions during block 1.

Analysis During block 1, we regressed drift rate and thresh-
old on trial to estimate their evolution over the block.

drift rate / threshold∼ 1+ trial+(1+ trial|participant) (6)

Participant drift rate intercepts (initial drift rate) and slopes
(change in drift rate) were used as measures of initial skill
level and learning rate. To account for and measure effects
above and beyond the potential autocorrelation of threshold
in block 1 and 2, we computed an inferred final threshold
for each participant with their threshold intercept and slope
estimates to be included in the regressions for block 2.

During the first 25 trials of block 2, we regressed threshold
on initial drift rate, change in drift rate, their interaction, and
inferred final threshold from block 1.

threshold∼ 1+ initial drift rate∗ change in drift rate+
inferred final threshold+(1|participant) (7)

Additionally, we regressed the log of mean decision time dur-
ing the first 25 trials of block 2 with the same predictors using
mixed effects linear regression.

logDT∼ 1+ initial drift rate∗ change in drift rate+
inferred final threshold+(1|participant) (8)

We fit DDM regressions to the data using the HDDM-
LAN(nn) extension (Fengler, Govindarajan, Chen, & Frank,
2021) of the Hierarchical Drift Diffusion Model (HDDM)
package in Python (Wiecki, Sofer, & Frank, 2013). Mixed
effects linear regressions were carried out with the pymer4
package for Python (Jolly, 2018).

Results

Model Predictions

We computed optimal thresholds under two contrasting ob-
jectives: a greedy policy that maximized current reward rate,
and an EVCL policy that maximized total cumulative reward
over a given time horizon. We first qualitatively fit the base
model to the behavioral data (Fig. 4), and then used those pa-
rameters to simulate the model under each objective. Figure
3a-c shows a simple example of the optimization procedure.

A greedy policy (myopic) will not consider the learning
trajectory. As such, the agent’s learning rate is irrelevant (Fig.
3d). In contrast, for the range of parameters explored (see
Discussion), the EVCL policy makes three distinct predic-
tions (Fig. 3e). First, optimal threshold increases as a func-
tion of initial skill level to perform the task. Second, opti-
mal threshold increases as a function of learning expectation
(predicted learning rate). Third, the effect of learning expec-
tation on optimal threshold is mediated by initial skill level:
the greater the initial skill level, the smaller the effect of learn-
ing expectation.
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Figure 3: EVCL-LDDM model predictions for optimal
control allocation (optimal threshold) as a function of ini-
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reward rate, and (e) a policy maximizing total cumulative re-
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(slope of drift rate). Threshold was allowed to vary (bottom
panels, a & b) and generally decreased over trials.

Initial skill level & learning rate scale with difficulty
Group-level DDM regression posterior estimates revealed
that, as expected, both initial drift rate (initial skill level)
and change in drift rate (learning rate) increased as functions
of stimulus difficulty (Fig. 5a & b, top panels), indicating
that our aim of inducing a learning prior based on learning
outcomes was effective. Group-level posterior estimates for
threshold indicated that initial threshold values largely over-
lapped across coherence, with a trend for a larger threshold
for the 10% coherence condition (5a, bottom panel.) Thresh-
olds decreased over the experiment, with a trend towards a
larger decrease for the easiest 15% coherence condition (5b,
bottom panel). It is not uncommon for thresholds to decrease
over the course of a simple perceptual task, which may reflect
factors such as boredom and fatigue not considered here.

Learning expectations determine initial control
allocation
Qualitative model fits to block 1 used to generate optimal de-
cision times for block 2 suggested participants’ improvement
(learning) in block 1 determined their initial decision time
(control) in block 2 (an EVCL policy; Fig. 4). We next sought
to quantitatively test the prediction that initial drift rate (initial
skill level), change in drift rate (learning rate) and their inter-
action during block 1 would all determine initial threshold
setting (control allocation) at the start of block 2, beyond the
expected autocorrelation with threshold at the end of block 1
(see Analysis; Fig. 6b, bottom right panel).

We found that initial drift rate and change in drift rate both
had positive effects on threshold (Fig. 6b, left middle and
left bottom panels), and the interaction of initial drift rate and
change in drift rate had a negative effect on threshold (Fig.
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6b, middle right panel). These results are consistent with the
predictions made by the EVCL threshold policy that maxi-
mizes cumulative reward, and not with the greedy threshold
policy that maximizes current reward (Fig. 3d & e).

As part of our experimental design, subjects saw 0% mo-
tion coherence in block 2 in order to measure threshold as a
function of learning expectations set in block 1. We verified
this experimental manipulation by finding that the posterior
density of drift rate was centered around 0 (Fig. 6a, top right
panel). Because drift rate was 0 during block 2, decision time
depended solely on threshold choice, and as such served as
an additional proxy measure for control allocation. A mixed
effects linear regression to test the effects of initial drift rate
(initial skill level; p ≤ 0.001), change in drift rate (learning
rate; p = 0.001) and their interaction (p = 0.1) during block
1 on decision time at the start of block 2 yielded results con-
sistent with model predictions (Fig. 6b).

Discussion
The work here suggests that people selectively allocate cog-
nitive control in response to their learning expectations. We
implemented a computational model (EVCL-LDDM) that
combines a robust sequential sampling model that can learn

(LDDM) with the normative objective of cumulative re-
ward maximization from a cognitive control allocation model
(EVCL) and found that experimental results adhered to the
model’s predictions, and not to those based on a simpler nor-
mative objective (instantaneous reward rate maximization).
We reported evidence for learning expectations shaping men-
tal effort allocation in a relatively short time span, indicat-
ing that people’s biases for learning may form at multiple
timescales. Most importantly, our results suggest that people
allocate their mental resources in order to modify their own
cognitive bounds, as expressed in a recent account of bounded
optimality and rationality (Musslick & Ması́s, 2023).

The notion of adaptive control in humans has been ex-
plored in other settings, particularly reinforcement learning,
sharing principles with our study. One prominent research ef-
fort has investigated whether people explore randomly (e.g.,
with an information bonus) or strategically (e.g., prioritizing
exploration when it has greater potential to improve future
rewards, such as when time horizons are longer) (Wilson,
Geana, White, Ludvig, & Cohen, 2014). From this effort,
work on information seeking (a type of learning) found that
people traded immediate reward (exploitation) for informa-
tion (exploration) when information had more potential to
help (Geana, Wilson, Daw, & Cohen, 2016), while work
grounded in control theory found that people strategically
weighed the costs and benefits when deciding whether to ex-
plore unknown actions (e.g., a jam session with friends is bet-
ter suited for trying silly new sounds on one’s musical instru-
ment than a recital) (Schulz, Klenske, Bramley, & Speeken-
brink, 2017). Overall, people do seem to explore strategically,
that is, explore when they estimate greater benefits and fewer
costs to that exploration. This general finding is in line with
the theory we have tested here: the decision to allocate cog-
nitive control in the service of learning should consider the
extent to which learning is possible and useful.

Future work may wish to explore other tasks (perceptual
and value-based) and broader ranges of difficulties than those
explored here. Such work should consider that the range of
parameters can affect the direction of the relationships be-
tween learning expectations and control allocation. For ex-
ample, with a sufficiently high skill level, a large threshold is
not optimal, and thus this relationship is not strictly monoton-
ically increasing. In this study, we utilized difficult stimuli for
which these relationships were relatively simple and testable
with linear regressions. Future work wishing to explore these
relationships across a broader range of difficulties should con-
sider potential non-monotonicities and use appropriate meth-
ods to account for them (e.g., quadratic regressions).

Future work may also wish to explore whether the lower-
level decision-making process (assumed to be the DDM in
this study) may itself have mechanisms that yield effective
learning without the explicit need for a metacognitive con-
troller, as suggested by recent work proposing that choices
are made when a mix of information and reward per unit time
is maximized (Ması́s, Melnikoff, Barrett, & Cohen, 2023).
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