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ABSTRACT OF THE DISSERTATION 

 

Solid Oxide Electrolysis Cell (SOEC) and System Technology for Widespread Use with 

Renewable Energy 

by 

Alireza Saeedmanesh 

Doctor of Philosophy in Mechanical & Aerospace Engineering 

University of California, Irvine, 2021 

Professor Jack Brouwer, Chair 

 

Sustainable energy conversion requires zero emissions of greenhouse gases and 

criteria pollutants using primary energy sources that the earth naturally replenishes quickly, 

like renewable resources. Solar and wind power conversion technologies have become cost 

effective recently, but challenges remain to manage electrical grid dynamics and to meet end-

use requirements for energy dense fuels and chemicals. Renewable hydrogen can be made 

at very high efficiency using electrolysis systems that are dynamically operated to 

complement renewable wind and solar power dynamics and to provide feedstocks for 

chemicals and energy-dense fuels. 

A solid oxide electrolysis system is a highly efficient high temperature system that is 

suitable for large-scale hydrogen production. It has shown inherently high energetic and 

exergetic efficiencies for production of both hydrogen and other synthetic gases (e.g., 

methane synthesized from renewable hydrogen and captured CO2) via electrolysis and co-
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electrolysis processes. The high operating temperature of these systems eliminates the need 

for expensive catalysts and increases conversion efficiency and system integration 

opportunities. 

In this dissertation, first, a quasi-3D spatially and temporally resolved solid oxide 

electrolysis cell model is developed. A solid oxide electrolysis system including stack and 

balance of plant components, and its required control strategies is designed, modeled, and 

developed. A comparative analysis of an SOEC system for a stepwise dynamic operation 

under two different thermal control strategies is performed, by analyzing the overall system 

performance at different stack power loads. Moreover, the dynamic behavior of a SOE system 

which uses transient PV generated power as an input to produce compressed renewable 

hydrogen to be stored or injected directly into the natural gas network is analyzed under 

sunny and cloudy days scenarios. 

Next, a dynamic model is developed to evaluate the dynamic dispatch of solid oxide 

electrolysis system into the UCI microgrid to support high renewable use in the UCI 

microgrid. Also, an optimization model is developed to minimize imported electricity and 

natural gas consumption for different PV installed capacity scenarios in the UCI microgrid. 

Finally, a solid oxide short stack is experimentally evaluated in electrolysis mode in 

steady state and dynamic perspectives. Effects of different operating parameters i.e., 

operating temperature and fuel composition on the performance of the short stack are 

investigated. The capability of the short stack to operate dynamically under different input 

profiles is explored. Electrochemical impedance spectroscopy technique is employed to 

characterize the short stack in both cell and stack levels. 



 

1 

1 Introduction 

 Motivation 

The world population is steadily increasing, expected to reach 9.7 billion by 2050 [1]. 

Additionally, modern societal living standards, the industrialization and urbanization of 

developing nations, long-distance travel, shipping, and freight transport are experiencing 

rapid growth [2–6]. Hence, global demands for energy services, including transportation, 

residential and commercial buildings, electricity generation, and industrial applications, will 

increase substantially over this century [7–14]. 

Since the Industrial Revolution, the vast majority of energy converted in society has been 

obtained from fossil fuels -coal, natural gas, and petroleum- which require tremendously 

long times for earth and the power of the sun to produce. This trend is widely expected to 

continue in coming decades [15–18]. Although the available global quantity of these fuels is 

extremely large, they are nevertheless finite and so will inevitably ‘run out’ at some near 

future time as we consume them much faster than the earth produces them [19]. A primary 

reason for their continued use is economics – energy from fossil fuels has been more cost 

effective than most other sustainable forms of energy, including renewable resources. 

In addition, the continued use of fossil fuels is associated with increased criteria pollutant 

and greenhouse gas (GHG) emissions [20]. Emissions from fossil fuel combustion degrade 

air quality, pose human health risks, and drive global climate change. In 2017, global energy-

related CO2 emissions reached an historic high of 32.5Gt as a result of global economic 

growth, reduced fossil-fuel prices and weaker energy efficiency efforts [21]. Figure 1 shows 

the emissions associated with different energy sector for the whole US. According to 

Environmental Protection Agency (EPA) [22], although the US emissions have increased 

about 1.3% from 1990 to 2017, emissions associated with some of the energy sectors have 

increased e.g., transportation and agriculture sectors. However, emissions associated with 

other energy sector have decreased e.g., electricity generation, industry, residential and 

commercial sectors. 
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Figure 1: Emissions associated with different energy sectors in the US from 1990 to 2017 [22]. 

 

Figure 2: Different parts of the emissions in the US from 1990 to 2017 [22]. 
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Figure 3: Energy Sectors and their contribution in emissions in the US in 2019 [22]. 

Figure 2 shows different species of the emissions from 1990 to 2017. According to figure 2, 

CO2 is responsible for most of the emissions in the US. Other emissions that build a small 

portion of the whole US emissions include methane, nitrous oxide, and fluorinated gas. 

According to Figure 3, in 2019, in the US, transportation is responsible for 29% of emissions, 

followed by electricity generation with 28% contribution. The industry, agriculture, 

commercial and residential sectors are responsible for 22%, 9%, 6% and 5% respectively. 
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Figure 4: (a) Solar PV global weighted average LCOE 2010-2017, (b) Onshore wind global weighted average 

LCOE 2010-2017 [23]. 

Additionally, the uneven geographic distribution of energy resources is associated with 

conflicts between nations. Given these issues, it is clear that eventually societies across the 

world must accomplish all energy conversion from renewable resources [24,25,34–

43,26,44–53,27–33]. 
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Figure 5: Renewable electricity capacity growth by technology 1994-2022 [23]. 

While the earth rapidly and naturally replenishes many forms of primary energy (solar, 

wind, geothermal, hydropower, biomass, biogas, and wave and tidal energy), this study will 

focus upon photovoltaic (PV) and wind power as they have become increasingly competitive 

in the power generation market [54,55,64–69,56–63]. The global weighted average 

Levelized Cost of Electricity (LCOE) from both solar PV and an onshore wind turbines in 

2017 were in the middle of fossil fuel cost ranges, and will be close to the lower end of this 

range by 2022 (Figure 4) [70]. Reductions in LCOE are making renewable energy from solar 

PV panels and wind turbines more desirable than other renewable resources, and even 

preferred over fossil resources [71,72]. As a result, renewable electricity capacity growth has 

largely been associated with solar PV and wind (Figure 5) [73]. 
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Figure 6: Annual Cumulative Installed Renewable Capacity [74]. 

 

Figure 7: Total Renewable Generation Serving California Load [74]. 

California has been installing a huge amount of renewable resources, specifically solar and 

wind, since 2000. According to Figure 6, California had 30 GW of renewable installed capacity 

[74]. Also, according to Figure 7, about 100 TWh of California’s electricity was generated by 

renewable resources in 2018 [74]. 

In 2018, the California governor signed SB100 billed through which California is mandated 

to produce 50% of its electricity with renewable resources by 2025 and 605 of it by 2030. 
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Also, it mandates California to have zero-carbon electricity generation by 2045. Moving 

towards SB100, California will have much more of renewable installation in the near future. 

While integrating wind and solar power into electric grids at low levels has been 

accomplished throughout the world, integrating increasing amounts is challenging. First, the 

intermittent and uncontrollable nature of some renewable resources (particularly solar and 

wind) increases the dynamics of electrical grid operation, which can have major impacts on 

the performance of the system [75–78]. Moreover, the integration of renewable energy 

sources into existing electric power systems increases the interdependence between natural 

gas and electricity transmission networks, and as a result the required dynamic operation of 

the gas grid increases [79,80]. Integrating high levels of solar and wind power into electric 

grids requires various types of technologies that can provide instantaneous, hourly, daily, 

weekly and seasonal storage, power generation, and ancillary services to ensure the stability 

of the grid [81]. Moreover, characterizing resource variability and implementing different 

balancing strategies in different regions with different resources requires detailed planning 

by utility providers and other stakeholders [82]. The potential use of and interactions 

between firm low-carbon resources (e.g., natural gas with carbon capture and 

sequestration), variable renewable resources, and highly dynamic electric resources (short-

duration battery energy storage and demand-side flexibility) must likely all contribute to a 

highly renewable electric grid [83]. However, due to lack of energy storage facility and rapid 

increase in renewable installation, California has curtailed a huge amount of solar and wind 

generated electricity in 2018, 2019, and 2020 according to the California Independent 

System Operator (CAISO) [84]. According to Figure 8, 500 GWh of energy was curtailed in 

2018 in California while this number almost doubled in 2019 by having 950 GWh of curtailed 

renewable energy and tripled in 2020 by having 1500 GWh curtailment (Figure 8). Finding 

a promising solution to store inexpensive and otherwise curtailed, large-scale renewable 

energy produced during peak generation times and seasons, followed by use in later demand 

periods is an increasingly important issue. 
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Figure 8: Wind and solar curtailment in California in 2018, 2019, and 2020 [84]. 

On the other hand, in many energy markets the peak demand occurs after sunset, when solar 

power is no longer available. In locations where a substantial amount of solar electric 

capacity has been installed, the amount of power that must be generated from sources other 

than solar or wind displays a rapid increase around sunset and peaks in the mid-evening 

hours, producing a graph that resembles the silhouette of a duck. The duck curve operation 

makes different challenges for operation of dispatchable conventional electricity generation 

resources since they were not designed to operate high ramp up and ramp down rates. 

Figure 9, depicts the duck curve in California electric grid during a day in February 2020. 
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Figure 9: Demand and net demand in a day in February showing the duck curve [84]. 

California needs a mature technology to enable storing inexpensive and otherwise curtailed 

renewable electricity. Different forms of energy storage can be used in various levels and for 

various purposes in the electric grid to ensure that the supply of power generation matches 

power demand at every instant. Energy storage technologies include thermal storage, 

compressed air, pumped hydroelectric storage, flywheels, batteries, flow batteries, 

capacitors, and hydrogen [85,86,95–100,87–94]. 

Battery energy storage is a good candidate for small, isolated power systems to store small 

amounts of excess renewable electricity for short durations (hours to days). [101–103]. 

However, for large-scale and long duration storage, it must be considered that lithium-ion 

battery systems will be limited due to immutable features of: (1) insufficient global reserves 

of lithium and cobalt to produce enough batteries to meet all of the storage required [104–

107], (2) challenges with self-discharge that preclude seasonal storage [108–115], (3) 

challenges with recycling and waste [113,116], and (4) lithium-ion battery energy density 

may not become sufficient to meet some end-uses [117–119]. 

P2G technology, which involves the conversion of electrical power into a gaseous energy 

carrier, is a promising prospect for future energy systems seeking sustainability, as it can 

address many of the challenges associated with 100% renewable systems [120,121]. 

Integrating high levels of solar and wind requires a large storage capacity which can be 

provided by hydrogen production via a P2G approach [122–128]. Hydrogen can be supplied 

completely from excess renewable energy using P2G, which benefits both balancing the 
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electrical grid with high use of variable, unpredictable renewable power, and providing high 

capacity, long-term energy storage for seasonal shifting [129–137]. Hydrogen production via 

P2G has also been shown to be the most cost-effective approach for long-term energy storage 

[138]. Newly developed smart energy systems provide more efficient, more cost-effective, 

and more sustainable solutions by combining both renewable energy sources and hydrogen 

energy systems [139]. Energy management strategies, as well as predictive controllers, are 

important components of combined renewable energy sources and hydrogen energy 

systems because they allow hydrogen production using surplus renewable energy and 

power production from hydrogen when renewable energy is insufficient [140–143]. 

P2G has shown considerable potential in transitions to 100% renewable energy systems in 

different countries [144–153]. While the emergence of hydrogen over other low-carbon 

technologies will require reductions in cost [154], these reductions can be facilitated with 

appropriate policies that support development of infrastructure to transition to a hydrogen 

economy. 

A recent study that has been done by NREL proves that when the duration of storage goes 

higher than around 13 hours, then fuel cell + hydrogen tank storage and fuel cell + geological 

storage would be financially more reasonable and suitable compared to li-ion batteries. 

Figure 10 shows the mentioned study from NREL for comparing P2G and battery energy 

storage performance for long duration of storage [155]. 

 

Figure 10: Importance of P2G in long duration of storage compared to battery energy storage [155]. 
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According to [23], there is a long duration of storage required for the California electricity 

grid to reach to 100% renewable grid. Figure 4 shows residual load resulting from 

simulations of a 100% renewable California electric grid, hourly matching demand with 

available solar and wind resources. Two cases are considered: (1) wind dominant, and (2) 

solar dominant. While the amount of electric energy produced is slightly greater than the 

demand, it is clear that massive and seasonal energy storage is required. 

 

Figure 11: 1-year hourly simulation of the load and power generation dynamics of a 100% renewable grid in 

California, and the capacity of different storage technologies for (a) wind dominant case (37GW solar capacity 

and 80GW wind capacity installed) and (b) solar dominant case (162GW solar capacity, 5.6GW wind capacity 

installed) [23]. 
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Options for storage technologies are also presented in Figure 11 showing that both the 

power and energy capacity of hydrogen energy storage in current gas infrastructure 

(pipelines and storage facilities) is the only option that can technically balance renewable 

power and energy with load on an annual basis. The magnitude of hydrogen energy storage 

compared to existing pumped hydro and to lithium-ion batteries (from complete 

electrification of the light and medium duty fleet of 21 million vehicles) is the only one 

sufficient to hourly and seasonally balance load and generation. This fact, together with the 

lack of self-discharge or evaporation, and separate power and energy scaling that enables 

cost effective seasonal storage, make hydrogen essential for achieving our zero-emission 

goals. While seasonal storage appears more clearly required for the wind dominant case, 

similar amounts of seasonal storage and more daily storage are required for the solar 

dominant case. 

Many research efforts have suggested that the bulk of future energy conversion could be 

generated by renewables (largely wind and solar power) in combination with energy storage 

(including large-scale battery energy storage) and the electrification of end-use sectors, e.g., 

transportation, residential and commercial buildings, and industry [156–158]. Indeed, a 

significant body of research exists regarding technologies, costs and performance analysis of 

electrification options, with technology projections in the various sectors [159,160,169,161–

168]. 

Figure 12 presents the U.S. subsector primary energy conversion shares in 2015 [170]. While 

in the transportation sector, initial electrification of light duty vehicles is occurring now, 

complete electrification of the light duty fleet and electrification of heavy duty transportation 

face challenges including upfront costs, range limitations, payload requirements, and 

infrastructure development [171–173]. The residential and commercial building sectors are 

widely amenable to electrification and should be electrified as much as possible using 

various, potentially cost effective technologies [174–178]. For the industrial sector, studies 

examining the potential electrification of its subsectors, including cost and performance 

analysis, are limited due to the complexity and challenges associated with the industrial 

sector [178–182]. 
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It must be considered that electrification of all end-use sectors will be potentially more 

expensive and less resilient than transforming both electricity and fuel production to zero 

emissions technologies [163,183]. In addition, some end-uses such as aviation, long-haul 

trucking, shipping, heavy industry (e.g., cement, steel production) and the fertilizer industry, 

which account for roughly 30% of global carbon emissions, are difficult to electrify [184–

187]. Furthermore, demands for these sectors are expected to grow substantially in the 

coming decades. Hence, it is essential to find a solution for these difficult-to-electrify energy 

services [5,188–190]. It is required to find a zero carbon and zero emissions fuel that could 

be used for difficult-to-electrify end-users seeking for sustainability. The mentioned fuel 

could be renewable hydrogen that produced from renewable generated electricity via P2G. 

Renewable hydrogen provides the best opportunity for a zero carbon and zero criteria 

pollutant emissions fuel across its life cycle, from production to end-use [191–198]. P2G 

enables the production of a clean feedstock that can be used in difficult to electrify 

applications [199,200]. P2G can also support the utilization of intermittent renewables in 

decarbonizing the industrial sector [201–203]. 

P2G is also a means of coupling renewable electricity and the transportation sector by 

producing a renewable fuel that can be used in state-of-art fuel cell vehicles with 

considerable environmental benefits [204–209]. Also, renewable hydrogen can be 

methanated with CO2 to produce synthetic fuels like methane and methanol as alternative 

fuels for heavy duty transport [210–214]. In addition, P2G provides a path to store large-

scale excess renewable electricity in the form of methane by using CO2 capture process, 

which can be used in different applications e.g., combine cycle gas turbine power plants 

[215–221]. 

Although electrification is a good option for residential and commercial sectors, hydrogen as 

an energy carrier appears to be feasible in residential and commercial applications, as well 

as in microgrids and for cases when long duration or large magnitude storage is required 

[222–226]. Hydrogen can be used in different residential and commercial applications e.g., 

as an environmentally sustainable cooking fuel relative to conventional cooking fuels 

typically used in developing countries, such as liquefied petroleum gas, charcoal, and 
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firewood. The use of produced renewable hydrogen via P2G can reduce carbon emissions 

between 2.5-14 times (0.04kg CO2eq/MJ) compared to firewood (0.1kg CO2eq/MJ) and 

liquefied petroleum gas (0.57kg CO2eq/MJ) [227]. 

 

Figure 12: Depiction of U.S. primary energy consumption and electricity penetration shares for different energy 

subsectors in 2015 [23]. 

The global industrial demand for hydrogen has been increasing a lot since 1980 as shown in 

Figure 13 [228]. Hydrogen is used as feedstock for different industries including chemical 

(ammonia, polymers and resins), refining (hydrocracking and hydrotreating), iron & steel 

(annealing, blanketing gas and forming gas), and general industry (semiconductor, 

propellant fuel, glass production, hydrogenation of fats and cooling of generators). According 

to [229], most of the industrial hydrogen demand is produced with natural gas and coal via 
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steam methane reformation and coal gasification as shown in Figure 14. However, there are 

cleaner and more sustainable ways to produce hydrogen e.g., biomass gasification, nuclear 

based Cu-Cl cycle, electrolysis using solar and wind, and photo-electrochemical water split. 

According to [229], the cost associated with the mentioned sustainable ways are higher than 

cost associated with the conventional method. But the global warming potential of 

conventional hydrogen production methods are much higher than sustainable ones. In order 

to move towards having sustainable society, the hydrogen production industry should be 

also decarbonized. So, the policy makers and stakeholders should focus more on sustainable 

hydrogen production ways to decarbonize this sector of energy economy. The cost of 

hydrogen production using electrolysis technology is mainly associated with electrolyzer 

price which can be decreased when there is a huge demand for electrolyzers. Electrolyzer 

price would decrease when the electrolyzer manufacturing rate increases. 

 

Figure 13: Global industrial demand for hydrogen [228]. 
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Figure 14: Global hydrogen production feedstock and global warming potential and costs associated with 

different pathways [229]. 

Due to all of the reasons that have been discussed so far in this Chapter, it could be concluded 

that P2G will be the heart of the future energy system as shown in Figure 15. P2G provides 

different benefits to the energy sector. First, it transfers renewable electricity into other 

energy sectors (difficult-to-electrify sectors). For example, in transportation sector, the 

hydrogen-driven fuel cell vehicle, buses, trucks, and trains have been already developed and 

commercialized. Second, it provides flexibility for the electricity grid to accommodate more 

renewable resources. Third, it provides usage of natural gas infrastructure for large-scale 

long-term energy storage. Forth, it provides large-distance energy transmission when the 

electricity grid is inadequate. 



 

17 

 

Figure 15: Schematic of future energy network showing P2G as a heart of the system [23]. 

Hydrogen storage, transmission and distribution are regarded as critical issues that must be 

solved before a technically and economically viable hydrogen economy can be established. 

Various hydrogen storage-delivery scenarios have been evaluated in terms of cost, 

performance and environmental impacts for both large-scale and small-scale hydrogen 

production [230–234]. Blending increasing amounts of hydrogen into the existing natural 

gas pipeline network has been proposed as a low cost means of handling renewable 

hydrogen, which makes large-scale hydrogen storage and distribution possible [235,236]. 

Hydrogen also enables Transmission and Distribution (T&D) of energy over long distances, 

which is simpler to manage and less costly than electric grid T&D. 

P2G is the only energy storage concept that addresses massive energy storage in a range of 

more than 100GWh [237] in addition to T&D by using the existing natural gas system, which 

should provide the lowest cost solution for massive storage capacity. Using the gas network 

in this manner avoids unwanted installation of electric T&D infrastructure to manage the 

electric grid [238]. This strategy of storing and delivering renewable energy to markets 

appears to be viable without significantly increasing risks associated with gas end-uses (such 

as household appliances), overall public safety, or the durability and integrity of the existing 

natural gas pipeline network [239–242]. 
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Over time, as hydrogen concentrations increase there may be some required alterations to 

current natural gas pipelines, including replacement of some pipelines, and adding new 

compressor stations and pressure management equipment to assure safety [243]. This 

should be followed by piecewise conversion of some pipelines to 100% hydrogen over time, 

until the entire gas network is converted to a zero-emissions hydrogen storage and delivery 

system. The dynamics for transferring hydrogen through a long natural gas transmission 

pipeline appear to be viable without significantly increasing risks in the gas system [244]. 

More studies and long-term measurements and demonstrations are required to further 

understand and address the impacts of increased hydrogen injection on existing natural gas 

infrastructure and to evaluate the required changes for metering systems and other 

components [245]. However, it is clear from historical use of town gas (containing primarily 

hydrogen and carbon monoxide) [246], from the safe operation of existing hydrogen storage 

and T&D infrastructure throughout Europe, the south-eastern US (from Texas to Florida), 

and in California [247], and from the current standards for hydrogen injection into the 

natural gas system that have already been set in Germany, Japan, Canada, England and other 

jurisdictions [135,248,249], that this evolution of the gas system is possible. 

 

Figure 16: Schematic of cost-effective Geological storage for storing hydrogen [google images]. 
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Geological storage such as salt caverns, on the other hand, is the one of the most cost-

effective approach for storing large amounts of energy (Figure 16) because of the separate 

scaling of power and energy and massive size (each cavern can be individually sized to store 

between 2 million and 40 million cubic feet of natural gas, compressed air, liquid energy 

product, or hydrogen). Geological storage has a very low cost per unit of stored energy in 

comparison to other forms of energy storage. And unlike battery storage systems, geological 

storage systems incur a cost to provide a given rate of charge or discharge (rate) but incur 

very little additional cost for storing more energy (quantity). Long-term storage of hydrogen 

in geological formations is fully proven. Two large salt-cavern hydrogen storage facilities in 

Texas, operated by Praxair and Air Liquide, are interconnected with a vast hydrogen pipeline 

network. Beyond its storage function, hydrogen can also be transported to demand areas for 

use as a zero-emission vehicle fuel. This “sector coupling” allows hydrogen to be optimally 

dispatched for use as fuel for electricity generation or as vehicle fuel based on demand and 

price dynamics. 

 General Background 

One of the ways to implement P2G is high-temperature highly efficient Solid oxide 

Electrolysis (SOE) technology. SOE technology has attracted considerable attention as an 

efficient large-scale hydrogen production system that can create a sustainable pathway to 

hydrogen production [250]. A vast body of research has been aimed at developing 

electrochemical, thermodynamic, and fluid mechanics models to investigate the effects of 

operating conditions, component materials, as well as cell geometry on the performance of 

SOE cells. They showed inherently high energetic and exergetic efficiencies for using SOE 

systems for both hydrogen and other synthetic gases (e.g., methane synthesized from 

renewable hydrogen and captured CO2) via electrolysis and co-electrolysis processes [251–

254]. The high operating temperature of SOE cells, i.e., 800–1300 K, eliminates the need for 

expensive catalysts and increases conversion efficiency (Figure 17) and system integration 

opportunities. The high operating temperature also allows use of thermal inputs to reduce 

the electrical power demand of the SOE system (Figure 18) and enhance the hydrogen 

production by using thermal energy for water to steam conversion [255,256]. These 

electrolysis systems can be operated dynamically to well complement renewable wind and 
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solar power dynamics [257,258]. One of the main challenges associated with operating at 

high-temperature is degradation of materials, but, recent studies have shown that the mixed 

conductor and proton conductor SOE cells are more stable and showing lower degradation 

rate [259,260]. 

 

Figure 17: Comparison of SOE, Alkaline and PEM electrolyzers in terms of cost and efficiency [261]. 

 

Figure 18: Total energy demand, electric demand and heat demand for electrolysis at different temperature 

[262]. 
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The electrochemical reaction is achieved in an SOE cell by flowing superheated high 

temperature steam over a cathode and applying a voltage high enough across the cathode 

and anode to drive the reaction forward. Oxygen ions separate from the water at triple phase 

boundary on cathode side and travel across the electrolyte and combine at triple phase 

boundary on the anode side to create oxygen gas. Meanwhile in the cathode, hydrogen is 

created and remains mixed with steam (Figure 19). In a cell of given length, the 

concentration of hydrogen increases along the length of the flow direction of steam while the 

water concentration decreases. 

 

Figure 19: SOE individual cell and its compartments [263]. 

Three operating modes can be distinguished for a high temperature electrolysis (HTE) 

system: thermoneutral, endothermal, and exothermal. The HTE operates at thermal 

equilibrium (1.286V at 800°C) when the electrical energy input equals the total energy 

demand, and the electrical-to-hydrogen conversion efficiency is 100%. In the thermoneutral 

mode, the heat demand Q=TΔS necessary to sustain the endothermic water splitting equals 

the heat released by the joule heating (ohmic losses) within the cell. In the exothermal mode, 

the electric energy input exceeds the enthalpy of reaction, corresponding to an electrical 

efficiency below 100%. In this mode, heat is generated from the cell and can be reused in the 
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system to preheat the inlet gases. This mode has also the advantage to operate at higher 

current density allowing decreasing the size of the system. However, it could be a source of 

prematurely ageing of the system components. Finally, in the endothermal mode the electric 

energy input stays below the enthalpy of reaction which means a cell voltage below the 

thermoneutral one (<1.286V at 800°C). Therefore, heat must be supplied to the system to 

maintain the temperature. This mode means electrical-to-hydrogen conversion efficiencies 

of the SOEC above 100%. This operation mode also allows minimal long-term degradation 

rates since it is achieved at the lowest power densities. Figure 20 shows these three 

operating modes for steam high temperature electrolysis at 800°C. 

 

Figure 20: Three operating modes of high temperature solid oxide electrolysis cell [264]. 

 

Figure 21: Methanation process [google images]. 
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Figure 22: Fischer-Tropsch process [google images]. 

Because high operating temperature, solid oxide electrolyzer is also liable to electrolyze 

different compounds, and not only steam. For instance, carbon dioxide can also be 

electrolyzed, as well as a mixture of H2O and CO2 which produces syngas, that is to say H2+CO 

[265–267]. The produced H2+CO can be utilized for production of synthetic natural gas 

through methanation process (Figure 21). The synthetic natural gas can then be injected to 

natural gas grid network for later use. The other possible way of using H2+CO is to produce 

liquid fuels through Fischer-Tropsch processes (Figure 22). Fischer-Tropsch processes 

convert synthesis gas with a given hydrogen to carbon monoxide ratio into hydrocarbon 

liquids with water as a coproduct via a stepwise polymerization process. The process is 

carried out in the presence of an iron or cobalt catalyst at moderate temperature (200–

350°C) and pressure (20–50 bar). The sequential addition of carbon, followed by hydrogen 

to form hydrocarbon groups, allows the nascent hydrocarbon chain to grow. Selective 
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production by the FT process is dependent on the ability of the catalyst to promote chain 

elongation and to prevent termination reactions. In addition to the hydrocarbon products, 

very small quantities of oxygen-containing hydrocarbons and some light gases (methane, 

ethane, etc.) are formed. The produced synthetic liquid fuel can then be used in difficult-to-

electrify end users seeking for sustainability. 

 Research Goal 

The goal of this dissertation is to theoretically and experimentally develop and evaluate the 

advanced high-temperature solid oxide electrolysis cell (SOEC) system technology for 

widespread use with renewable energies. SOEC systems could be dynamically dispatched on 

the electric grid or microgrids (as a P2G technology) to store inexpensive or otherwise 

curtailed renewable electricity in the form of hydrogen. Moreover, advanced SOEC systems 

could be integrated with renewable resources to produce a zero carbon and zero emissions 

fuel like hydrogen for difficult-to-electrify end-users.  

 Objectives 

To meet this dissertation goal, the following objectives will be completed:  

1. Conduct an extensive continuous literature review on SOEC technology in both 

modeling and experimental perspectives. 

2. Develop stack-level and system-level dynamic models and control strategies of SOEC 

system that simulates physical operation of the SOEC system. 

3. Evaluate dynamic operation of SOEC system in different input conditions. 

4. Perform theoretical analysis for integration of SOEC system into microgrids to 

support high renewable use. 

5. Develop and operate an experimental setup to evaluate the steady state and dynamic 

performance characteristics of an SOEC short stack and analyze experimental results 

to validate the developed model. 
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 Approach 

This dissertation encompassed five key tasks, one established for each of the objectives 

described previously. This section describes how each task, and specific activities, maps to 

the Chapters constituting this dissertation. 

Task 1: Background (Chapter 2) 

An extensive, continuous literature review on the topics below was made throughout this 

research. 

• Solid oxide electrolysis cell/stack level analytical and numerical simulation models 

including 0-D, 1-D, 2-D, and 3-D spatially and temporally resolved models. 

• Steady state and dynamic analytical and numerical simulation of solid oxide steam 

electrolysis and steam + carbon dioxide co-electrolysis system. 

• Dynamic simulation and control strategies of integrated solid oxide electrolysis 

system with intermittent renewable resources like solar and wind. 

• Integrated solid oxide electrolysis system with microgrids to support high renewable 

penetration. 

• Steady state and dynamic experimental analysis of solid oxide electrolysis cell/stack. 

• Electrochemical impedance spectroscopy and other characterization methods on 

both cell and stack level. 

Task 2: Develop stack-level and system-level dynamic models and control strategies of 

SOEC system that simulates physical operation of the SOEC system (Chapter 3) 

• Develop a quasi-3D dynamic model of solid oxide steam electrolysis and steam + 

carbon dioxide co-electrolysis. 

• Design a 300-kW solid oxide electrolysis system. 

• Develop dynamic model of balance of plant components. 

• Develop various control strategy to control dynamic operation of solid oxide 

electrolysis system.  

• Evaluate steady-state and dynamic behavior of solid oxide electrolysis system under 

different developed control strategies (stack level and system level). 
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Task 3: Evaluate dynamic operation of the developed solid oxide electrolysis system 

model and control strategies integrated with renewable electricity from solar PV for two 

different scenarios (Chapter 4) 

• Process solar PV annual data from the UCI microgrid. 

• Determine sunny and cloudy profiles with 15-min time resolution to be given to the 

model as a power input. 

• Evaluate the dynamic operation of the developed solid oxide electrolysis system and 

the performance of the developed control strategies both in stack and system levels. 

• Compare performance characteristics of solid oxide electrolysis system under two 

different scenarios. 

Task 4: Perform theoretical analysis on dynamic dispatch of solid oxide electrolysis 

system into the UCI microgrid to support high renewable use (Chapter 5) 

• Collect thermal load, electric load, solar PV profile, gas turbine and steam turbine 

characteristics profiles of the UCI microgrid 

• Develop representative model of different components in the UCI microgrid e.g., gas 

turbine, steam turbine, and heat recovery steam generator model. 

• Implement governing equations for conservation of electrical and thermal energy in 

the UCI microgrid. 

• Develop dynamic dispatch strategies for dispatching solid oxide electrolysis system 

to support high renewable use in the UCI microgrid. 

• Develop optimization model to minimize imported electricity and natural gas 

consumption based on linear programming optimization tool in Matlab software. 

• Analyze the outcomes of the optimization model e.g., gas turbine generation, steam 

turbine generation, PV generation, solid oxide electrolysis system capacity, and its 

dynamic operation for different renewable installed capacity scenarios. 

• Calculate CO2 emissions reduction and natural gas consumption reduction by feeding 

mixed renewable hydrogen and natural gas to the gas turbine.  

• Analyze the possibility of using the produced renewable hydrogen in the local 

hydrogen refueling station. 
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Task 5: Develop and operate an experimental setup to evaluate the steady state and 

dynamic performance characteristics of an SOEC short stack and analyze experimental 

results to validate the developed model (Chapter 6) 

• Develop and install all the components and connections of a six-cell short stack solid 

oxide system which can operate in both fuel cell and electrolyzer modes. 

• Develop test matrices for both steady state and dynamic characterization of the 

system. 

• Develop post processing tool to post process and analyze the experimental 

measurements during different tests. 

• Investigate the effect of operating temperature on V-j characteristics curve. 

• Investigate the effect of fuel composition on V-j characteristics curve. 

• Investigate the dynamic behavior of the system under step, PV sunny, PV cloudy and 

wind profiles. 

• Investigate the durability performance of the system under thermal cycles. 

• Analyze the degradation of the system under the durability test. 

• Calibrate the develop model in previous task with one set of steady-state 

experimental data and validate the model with all other sets of data including steady-

state and dynamic ones. 

• Install and deploy a potentiostat and booster to evaluate characteristics of the system 

in both cell and stack levels for a wide range of operating current densities. 

• Characterize cell and stack performances using different state of the art techniques 

e.g., electrochemical impedance spectroscopy.  

 Structure of this Dissertation 

Chapter two intends to provide an extensive literature review on all the subparts of the 

literature review conducted during the course of this dissertation. 

Chapters three to six map directly to the second task to fifth task. A summary section at the 

end of each chapter identifies the major points and insights from the results. Lastly, Chapter 

seven consolidates all the most relevant findings and provides the main conclusions of this 

work. 



 

28 

It should be mentioned that the results and analysis of most chapters of this dissertation 

were submitted to prestigious peer-reviewed journals and conferences, as mapped below. 

• Chapter 1: 

o Hydrogen is Essential for Sustainability, Saeedmanesh, A., McKinnon, M., 

Brouwer, J. Current Opinion in Electrochemistry, 2018. 

• Chapter 3: 

o Dynamic Modeling of a Solid Oxide Electrolyzer System under Two Different 

Thermal Control Strategies, Saeedmanesh, A., Brouwer, J. European Fuel Cell 

Forum, 2018. 

• Chapter 4: 

o Dynamic Behavior of a Solid Oxide Steam Electrolyzer System Using Transient 

Photovoltaic Generated Power for Renewable Hydrogen Production, 

Saeedmanesh, A., Colombo, P., McLarty, D., Brouwer, J. Journal of 

Electrochemical Energy Conversion and Storage, 2019. 

• Chapter 5: 

o Dynamic dispatch of solid oxide electrolysis system for high renewable energy 

penetration in a microgrid, Colombo, P., Saeedmanesh, A., Santarelli, M., 

Brouwer, J. Journal of Energy Conversion and Management, 2020 
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2 Background 

High temperature electrolysis of steam via a solid oxide steam electrolysis (SOSE) system is 

a promising technology due to its potential higher efficiency compared to current 

electrolysis technologies. Much research has been carried out focusing upon the steady state 

and dynamic operation of SOEC in cell/stack level. Ni et al. successfully developed a 

theoretical model to investigate the overpotentials of a reversible solid oxide cell, which can 

perform dual functions as a SOSE for hydrogen production and as a SOFC for power 

generation using hydrogen fuel [268]. An electrochemical model was developed by Ni et al. 

to simulate the J-V characteristics of an SOSE used for hydrogen production. They considered 

activation, concentration, and ohmic overpotentials as the main factors for voltage loss 

[269]. A theoretical model was developed by Ni et al. to study the electrical characteristics of 

a solid oxide steam electrolyzer (SOSE) for hydrogen production. The activation and 

concentration overpotentials at the electrodes as well as the ohmic overpotential at the 

electrolyte were considered as the main sources of voltage loss. They performed a 

parametric analyses to study the effects of material properties and operating conditions on 

the anode-supported SOSE cell performance [270]. Zahadat et al. applied artificial neural 

network to model the electrical behavior of SOEC. They used experimental data from 

different available sources for making the model [271]. Udagawa et al. developed a model, 

which consists of an electrochemical model, a mass balance, and four energy balances, and 

employed to study the steady state behavior of an SOEC stack at different current densities 

and temperatures [272]. Udagawa et al. reported the development of a one-dimensional 

dynamic model of a cathode-supported planar intermediate temperature SOEC stack with 

air flow introduced through the cells. Their model, which consists of an electrochemical 

model, two mass balances, and four energy balances, was employed to study the prospect of 

the stack temperature control through the variation of the air flow rate [273]. Nieminen et 

al. present a comprehensive overview of comparative performance characteristics of Proton 

Exchange Membrane (PEM) and SOSE based on a thermodynamic analysis. They found that 

the main factors which influence electrolyzer energy and exergy efficiencies were 

temperature, summation of overpotentials, applied voltage, and to a lesser extent pressure. 

Also, they found that anodic overpotentials make up a majority of the total overpotentials in 
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both electrolyser types studied and therefore further development of catalysts to reduce the 

overpotentials was recommended [274]. Ni et al. developed two models to investigate the 

performance of a solid oxide electrolysis cell (SOEC) for CO2 electrolysis at different levels. 

The first model is a one-dimensional model which is basing on a previously developed 

electrochemical model for steam electrolysis and considered all overpotentials in the SOEC. 

The second model is a two-dimensional thermal-fluid model consisting of the 1D model and 

a Computational Fluid Dynamics (CFD) model [275]. Xie et al. developed a solid oxide 

electrolysis cell model for syngas generation using a button cell test system as a physical 

base. Their model coherently bridged the multi transport processes of charge, mass, 

momentum, and energy with detailed surface chemistry. They validated their model using 

experimental polarization curves [276]. Luo et al. developed one-dimensional elementary 

reaction kinetic model for solid oxide fuel-assisted steam electrolysis cell, which is coupling 

heterogeneous elementary reactions, electrochemical reaction kinetics, electrode 

microstructure and transport processes of charge and mass. Their model was calibrated and 

validated by experimental data from a button cell [277]. Kazempour et al. developed a 

dynamic cell model that coupled the reversible electrochemistry, reactant chemistry, and the 

thermo-fluidic phenomena inside a cell channel. Their model was calibrated and validated 

using available experimental and numerical data for button cells, single cells, and multi-cell 

stacks supplied with either steam or syngas [278]. Menon et al. investigated the performance 

of a SOEC during co-electrolysis by focusing on the interactions between transport processes 

and electrochemical parameters. They modeled electrochemistry at the three-phase 

boundary by a modified Butler–Volmer approach that considers H2O electrolysis and CO2 

electrolysis, individually, as electrochemically active charge transfer pathways [279]. Luo et 

al. developed a dynamic model to predict the dynamic response of H2O/ CO2 co-electrolysis 

in tubular SOEC. Their developed dynamic model comprehensively considered the 

macroscopic fluid flow, microscopic diffusion, heat transfer and electrochemical/chemical 

reactions in the tubular SOEC [280]. Duhn et al. optimized design of a gas distributor to 

distribute gas flow into parallel channels for SOEC, with respect to flow distribution, using 

CFD modelling. They found out that a temperature gradient along the parallel channels does 

not affect the flow uniformity, whereas a temperature difference between the channels does 

[281]. Tanaka et al. developed a quasi-1D simulation model to estimate total area-specific 
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resistance for overvoltages and cell voltage by separating gas conversion impedance from 

overall real-part impedance in high temperature steam electrolysis with a solid oxide cell 

[282]. Xu et al. studied the effects of fuel-assisting on CO2/H2O co-electrolysis numerically 

using a 2D model. Their model was validated with the experimental data for CO2/H2O co-

electrolysis [283]. Ni developed a 2D computational fluid dynamics model to study the 

performance of a planar SOEC for hydrogen production. The governing equations for mass 

continuity, momentum conservation, energy conservation and species conservation were 

discretized with the finite volume method [284]. Grondin et al. proposed a multi-physics 

model to predict the SOEC behavior, based on similar charge, mass, and heat transport 

phenomena as for SOFC [285]. Jin et al. developed a 2D CFD SOEC model and utilized it to 

investigate the sensitivity of electrolysis performance to delamination occurred at oxygen 

electrode/electrolyte interface. Their results indicated that delamination significantly 

influence local charge current density distributions since the charge transport path is cutoff. 

In both parallel flow and counter flow settings, electrolysis performance is more sensitive to 

the delamination occurred at the center of the cell than those occurred at the edges of the 

cell [286]. Laurencin et al. developed a 2D multi-physic in-house-model to analyze the 

performances of SOEC stack. Their model encompassed a combined electrochemical and 

thermal description of the electrolyzer. They implemented an analytical solution for multi-

species diffusion across the porous cathode in their model [287]. Ni developed a 2D thermal 

model to study the heat/mass transfer and chemical/electrochemical reactions in SOEC for 

H2O/CO2 co-electrolysis. The developed model was based on 3 sub-models: a CFD model 

describing the fluid flow and heat/mass transfer; an electrochemical model relating the 

current density and operating potential; and a chemical model describing the reversible 

water gas shift reaction and reversible methanation reaction [288]. Hawkes et al. created a 

three-dimensional computational fluid dynamics electrochemical model to model high-

temperature electrolysis stack performance and steam electrolysis in the Idaho National 

Laboratory Integrated Lab Scale experiment. Their model was made of 60 planar cells 

stacked on top of each other operated as SOEC [289]. 

According to the literature, much research has been carried out focusing upon the steady 

state operation of SOEC in system level. Ni et al. conducted energy and exergy analysis to 
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investigate the thermodynamic–electrochemical characteristics of hydrogen production by 

a solid oxide steam electrolyzer plant. All overpotentials involved in the SOEC cell have been 

included in their thermodynamic model. The waste heat in the gas stream of the SOSE outlet 

was recovered to preheat the H2O stream by a heat exchanger. The heat production by the 

SOEC cell due to irreversible losses has been investigated and compared with the SOSE cell's 

thermal energy demand [290]. Sigurvinsson et al. developed a techno-economic 

optimization model for a high-temperature electrolysis process which includes SOEC stack 

as well as a high temperature heat exchanger network. They investigated the integration of 

geothermal energy with SOEC to reduce the electrical energy consumption by using 

geothermal available heat [291]. Jensen et al. indicated that the SOEC technology has a 

promising potential to produce hydrogen from renewable energy sources. However, they 

mentioned that before this potential can be realized more R&D is required. Their ongoing 

research and development was addressing stability of the SOEC in order to assure sufficient 

long life time of a high performance SOEC system [262]. Gopalan et al. showed through 

modeling and simulation that the efficiency of hydrogen production can be further increased 

by operating the SOEC at the optimum combination of operating conditions. Specifically, 

their analysis of a recuperative SOEC that utilizes the thermal energy from the exhaust gases 

revealed that operating the electrolysis cell above the thermoneutral voltage increased the 

efficiency of hydrogen production [292]. Stoots et al. performed CO2/H2O electrolysis 

experiments using button cells and three different 10-cell planar solid oxide stacks. Their 

results included electrolysis performance at various temperatures, gas mixtures, and 

electrical settings [293]. O’Brien et al. developed a process model to evaluate the potential 

performance of a large-scale high-temperature co-electrolysis plant to produce syngas from 

steam and carbon dioxide. The process model was developed using the UniSim system-

analysis code. Using this code, a detailed process flow sheet was defined that included all the 

components that are present in an actual plant such as pumps, compressors, heat 

exchangers, turbines, and the electrolyzer [294]. Wang et al. measured the steam electrolysis 

performance of an SOEC at various steam concentrations. They showed that the system 

efficiency reached a higher heating value of 98% due to the effective recovery of thermal 

energy from exhaust gas [295]. Stoots et al. assessed the feasibility of using solid oxide-based 

electrolysis cell technology for high temperature electrolysis of steam for large-scale 
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hydrogen production. In parallel, they studied simultaneous electrolysis of steam and carbon 

dioxide for syngas (hydrogen/carbon monoxide mixture) production. They mentioned when 

SOEC linked to a nuclear power source, this technology provides a carbon neutral means of 

producing syngas while consuming CO2 [296]. Jensen et al. presented results of a cell test 

with pressures ranging from 0.4 bar to 10 bar. The cell was tested both as an SOEC and as an 

SOFC. They showed that the SOFC performance increases with pressure. The SOEC 

performance, at 750 °C, was found to be weakly affected by the pressure range in their study, 

however the internal resistance decreased significantly with increasing pressure [297]. 

Zhang et al. with the help of the typical model of a water electrolysis hydrogen production 

system, which mainly includes the electrolysis cell, separator, and heat exchangers, 

compared and evaluated three expressions of the system efficiency in literature [298]. 

Graves et al. examined the initial performance and durability of a solid oxide cell applied for 

co-electrolysis of CO2 and H2O. Their study introduced the use of the distribution of 

relaxation times to study cell degradation without relying on a model. The durability was 

tested at consecutively higher current densities [265]. Graves et al. reviewed the many 

possible technological pathways for recycling CO2 into fuels using renewable or nuclear 

energy, considering three stages— CO2 capture, H2O and CO2 dissociation, and fuel synthesis. 

One of the dissociation methods they considered is high temperature SOEC co-electrolysis of 

CO2 and H2O [261]. Ebbesen et al. studied electrolysis of steam and co-electrolysis of steam 

and carbon dioxide SOEC stacks composed of Ni/YSZ electrode supported SOECs. Their 

result showed that long-term electrolysis is feasible without notable degradation in the SOEC 

stacks. The degradation of the electrolysis cells was found to be influenced by the adsorption 

of impurities from the applied inlet gases, whereas the application of chromium containing 

interconnect plates and glass sealing do not seem to influence the durability [299]. Mougin 

et al. described their recent promising results obtained in terms of performance and 

durability in stack environment, because the use of protective coatings on one hand, and of 

advanced cells on the other hand. They demonstrated that the integration of protective 

coatings was mandatory to decrease the degradation rate in high-temperature steam 

electrolysis stacks [300]. Brisse et al. presented a summary of the experimental results with 

a focus on the observation of cell and stack degradation [301]. Dillig et al. analyzed the 

thermal balance of a solid oxide electrolyzer cell to enable highly transient operation at high 
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temperatures and high storage efficiencies. Furthermore, they proposed a thermal 

balancing, heat supply and removal mechanism via high temperature heat pipes integrated 

into the solid oxide cell stacks [302]. Kim et al. investigated effects of the operating 

temperature and the humidity on the performance of high-temperature electrolysis. They 

manufactured flat-tubular solid oxide electrolysis cells with a ceramic interconnector in a 

body to minimize the stack volume and eliminate metallic components [303]. Kim et al. 

presented degradation mechanism of the electrolyte and air electrode for solid oxide 

electrolysis cells. Degradation behavior in the impedance spectra was characterized as 

growth of mid-frequency arc at the initial stage, gradual increase of ohmic resistance 

throughout the operation, and sharp rise of low frequency resistance at the final stage, 

followed by catastrophic cell failure [304]. Petipas et al. described the steady-state behavior 

of a SOEC system operated at different power loads without an external heat source and 

producing compressed hydrogen (3 MPa) [305]. Diethelm et al. characterized two short 

SOEC stacks (6-cells) in steam-electrolysis mode. The first was based on Ni-YSZ supported 

cells with LSCF-based air electrodes. The second included LSC-based air electrodes. The 

stacks were fed with a 90% steam, 10% hydrogen mixture, and characterized between 600 

and 700°C [306]. Ferrero et al. designed and modeled a hydrogen production system based 

on SOEC and compared to the performance of a more mature system based on PEM 

technology. Their SOEC system mainly consisted of an SOEC stack, a heat recovery system, 

and a hydrogen compression section. They utilized experimental data measured in steam 

electrolysis tests performed on single solid oxide cells into the model to characterize the 

stack performance. Their model carried out a thermodynamic analysis in order to calculate 

the energy efficiency and the exergetic consumption of the system [307]. Petipas et al. 

investigated the performance of a solid oxide electrolysis cell, by performing tests on a single 

SOEC for 600 hours. Tests were performed at the reference current of 20A, corresponding to 

the thermoneutral voltage (1.28V) [308]. Momma et al. electrochemically investigated the 

effect of operating pressure on the performance of SOEC under pressurized and 

depressurized conditions (0.01-1.0 MPa) using practical size single cells [309]. Zhang et al. 

did an experimental investigation on the performance and durability of single solid oxide 

cells. They noticed that degradation is a more significant issue when operating SOCs in the 

electrolysis mode. In order to understand and mitigate the degradation issues in high 
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temperature electrolysis, single SOCs with different configurations from several 

manufacturers were evaluated for initial performance and long-term durability by them 

[310]. Li et al. tested H2O– CO2 co-electrolysis performance and mechanisms in solid oxide 

electrolysis button cells at different operating temperature (550–750°C) [311]. Li et al. 

developed a one-dimensional elementary reaction model of CO2/H2O co-electrolysis in SOEC 

coupled with heterogeneous elementary reactions, electrochemical reactions, electrode 

microstructure, and the transport of mass and charge. Their model validated with the 

experimental performance of H2O electrolysis, CO2 electrolysis and CO2/H2O co-electrolysis 

at 700°C, showing to be a useful tool for understanding the intricate reaction and transport 

processes within SOEC electrode and the electrode structure design and optimization [312]. 

Dasari et al. evaluated electrochemical performance of Ni–YSZ electrode, which is widely 

used as the anode for solid oxide cells, is evaluated for hydrogen production in SOEC [313]. 

Lay-Grindler et al. built an in-house micro model to describe the electrochemical 

mechanisms governing both H2 and O2 electrodes operating in SOEC mode. A special 

attention was paid to take into account the microstructure properties of the ionic, electronic 

and gas phases as well as the processes occurring therein [314]. Ozturk et al. conducted 

thermodynamic analysis of a renewable-based multi-generation energy production system 

which produces several outputs, such as power, heating, cooling, hot water, hydrogen, and 

oxygen. Their solar-based multi-generation system consisted of four main sub-systems: 

Rankine cycle, organic Rankine cycle, absorption cooling and heating, and hydrogen 

production and utilization. Exergy destruction ratios and rates, power or heat transfer rates, 

energy and exergy efficiencies of the system components were carried out in their study 

[315]. Klotz et al. presented the combination of two established models: (i) a physically 

motivated zero-dimensional model that described the static behavior of planar anode 

supported SOECs with high precision in the whole range of technically relevant operating 

conditions and (ii) a performance model for large area SOEC which expands the behavior of 

a small cell to a large cell by a discretization of the gas channel. They mentioned that the 

combination yields the possibility to make predictions of performance and efficiency of an 

SOEC stack operated in technically relevant operating conditions [316]. Sanz-Bermejo et al. 

analyzed an integrated SOEC and a linear Fresnel reflector field for grid management. They 

considered thermal oil to be retained as heat transfer fluid avoiding phase change through 
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the solar receiver. Also they considered the heat is stored during the day for later use by the 

SOECs [317]. Stempien et al. reported a thermodynamic analysis and simple optimization of 

a combined SOEC and Fisher–Tropsch synthesis processes for sustainable hydrocarbons fuel 

production is reported. They employed their model to describe effects of temperature, 

pressure, reactant composition and molar flux and flow on the system efficiency and final 

production distribution [318]. Stempien et al. proposed and analyzed a possible pathway for 

renewable and sustainable methane production from captured carbon dioxide, water (or 

seawater) and renewable electricity. Their proposed system included SOEC combined with 

ex-situ methane synthesis reactor comprising Sabatier, Methanation and Water-Gas Shift 

reactions. They used A well validated electrochemical model to describe the behavior of the 

electrolyzer for steam/carbon dioxide co-electrolysis [319]. Reytier et al. carried out 

experiments at stack level in both electrolysis and co-electrolysis modes. They tested a 10-

cell stack and a 25-cell stack in electrolysis mode [320]. Bernadet et al. with a goal of 

improving the electrolysis efficiency, adopted an experimental and modeling approach to 

better understand the basic underlying mechanisms of pressurized electrolysis operation. 

Experiments were carried on two different single commercial solid oxide cells at 800 °C in 

the pressure range of 1–10 bar [321]. Aicart et al. highlighted an experimental and modeling 

approach devoted to a better understanding of H2O and CO2 co-electrolysis mechanisms at 

800°C. A standard Cathode Supported Cell was used in their study. Through numerical 

adjustments on experimental polarization curves, the cathode microstructural parameters 

and exchange current densities for H2O and CO2 reductions were determined and 

subsequently implemented in an in-house co-electrolysis model [322]. Pozzo et al. proposed 

and analyzed a novel process design of a plant integrating a dimethyl ether (DME) synthesis 

unit with a woody biomass gasifier and a high-temperature co-electrolysis unit. The plant 

foresees a two-stage gasifier that produces a CO2-rich syngas, which is further upgraded to a 

product gas with a higher energy content through a high temperature co-electrolysis section 

consisting of a SOEC module. The energy system analysis of the whole process was developed 

by them, also taking into account the kinetic mechanisms for the syngas conversion to DME 

in a catalytic reactor [323]. Peters et al. investigated different system configurations and 

operating conditions to study the efficiencies of producing hydrogen by solid oxide 

electrolysis. They mentioned that important factors for system efficiencies are the voltage at 
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which the stack is operated, the source of heat for the water evaporation, the pressure level 

of the hydrogen storage, and the system configuration. Based on these factors, they defined 

four efficiencies taking into account the different conditions and configurations [324]. 

Cacciuttolo et al. analyzed the pressure influence on the electrochemical reactions occurring 

in high temperature steam electrolyzer. The behavior of half-cells constituted by YSZ 

electrolytes and Ni/YSZ cathodes or LSCF anodes was simulated by COMSOL multiphysics®. 

Their model highlighted that the limiting current density due to the lack of steam is shifted 

towards higher steam conversion rates by increasing the operating pressure, without 

negative thermodynamic effect at high current density [325]. Zhang et al, presented the 

results of 4 kW high temperature steam electrolyzer long-term test completed in a multi-kW 

test facility recently developed at the Idaho National Laboratory. Their 4-kW steam 

electrolyzer unit consisted of two solid oxide electrolysis stacks electrically connected in 

parallel, each of which included 40 electrode-supported planar cells. A current density of 

0.41 A.cm−2 was used for their long-term operating at a constant current mode, resulting in 

a theoretical hydrogen production rate about 23 standard liter per minute. A demonstration 

of 830-hour stable operation was achieved with a degradation rate of 3.1% per 1000 h [326]. 

Sanz-Bermejo et al. implemented a complete model of a solid-oxide electrolysis process has 

been developed to optimize the design of the process and its operation at part load. Different 

thermodynamic cell operational modes (constant cell inlet temperature vs. thermoneutral 

following point) and operational strategies (constant steam conversion vs. constant flow 

rate) were analyzed by them. Additionally, three different temperature-dependent area 

specific resistance equations were implemented in order to analyze the influence of the 

dependency of the ionic conductivity of the electrolyte on temperature over the performance 

of the process [327]. Shariatzadeh et al. proposed a new power plant plan which 

simultaneously generates heat and electricity using a solar chimney with solid oxide fuel 

cells and solid oxide electrolysis cells. In one hand, in their proposed system, the solar 

chimney generates electricity by sunlight and supplies a part of demand. Then, additional 

electricity is generated through the high temperature electrolysis which produces hydrogen 

that is stored in tanks and converted into electricity by solid oxide fuel cells [328]. Buttler et 

al. investigated the effect of high temperature heat utilization in solid oxide electrolysis on 

efficiency and hydrogen specific cell area based on a detailed 1D electrochemical model 
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validated with literature data. Their first feasibility analysis indicated that the mean heat 

transfer required to maintain isothermal conditions as a function of heat integration shows 

a maximum with 1426 W/m2 at a heat utilization of 0.34 kWh/Nm3 H2, which seemed to be 

technically achievable [329]. Visitdumrongkul et al. studied the effect of operating 

parameters of non-catalytic partial oxidation reaction (i.e., the oxygen to carbon ratio, 

operating temperature, and pressure) on SOEC performance, including exergy analysis of the 

process. Their study indicated that non-catalytic partial oxidation could enhance the 

hydrogen production rate and efficiency of the system. In terms of exergy analysis, the non-

catalytic partial oxidation reactor was demonstrated to be the highest exergy destruction 

unit due to irreversible chemical reactions taking place, whereas SOEC is a low exergy 

destruction unit [330]. Cinti et al. described and analyzed the results of experiments on a 

SOEC with and without the supply of a fuel to the oxygen producing electrode. In their 

experiments a 5 × 5 cm2 SOFC was used operating in electrolyzer mode. They tested the 

influence of varying reactant utilization (i.e., steam utilization) and fuel utilization in fuel 

assisted electrolysis. In particular the effect of insufficient fuel supply was studied 

experimentally as well as theoretically [331]. Zhang et al. calculated the overall efficiency of 

the high temperature co-electrolysis system through electrochemical and thermodynamic 

analysis. A thermodynamic model in regards to the efficiency of the HTCE system was 

established by them and the effects of five key parameters, electricity generation efficiency 

of high temperature gas-cooled reactor, electrolysis efficiency of CO2, electrolysis efficiency 

of H2O, thermal efficiency and co-electrolysis temperature on the overall efficiency were 

investigated in detail [332]. Seitz et al. designed an electrolysis system with solid oxide 

electrolyzer stacks. They used a solar thermal receiver to produce the steam supplied to the 

electrolyzer stacks. On the other hand, a thermal energy storage, using a phase change 

material, was considered for the extension of the operational hours during the nighttime. 

The system was optimized to minimize the levelized costs of hydrogen and compared to a 

system without a thermal energy storage [333]. AlZahrani et al. reported the design and 

thermodynamic performance of an SOEC system at a capacity of 1 MW, from which various 

renewable electricity resources can be utilized to produce hydrogen and oxygen from water. 

To investigate the standalone operation and eliminate they examined the need for external 

heat, the SOE while operating in an exothermic mode, where heat is internally generated, 
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and in an endothermic mode, where heat is provided by electric heaters. Additionally, a 

network of heat exchangers was optimized to increase the system efficiencies and enable an 

efficient standalone operation. Thus, the SOE system can be adapted for renewable hydrogen 

production applications, such as wind and Photovoltaic (PV) farms. The influences of 

operating conditions on efficiencies, power demand, and exergy destruction rates of the SOE 

system were also assessed, including a case of 15 MPa hydrogen storage [252]. For both 

steam- and co-electrolysis, Wang et al. comprehensively and comparatively investigated 

several critical design issues of a solid-oxide electrolyzer based power-to-methane system 

with fixed-bed methanation reactor and membrane-based methane upgrading: (1) system-

level heat integration, (2) the impacts of operating variables (e.g., operating voltage, reactant 

utilization, anode/cathode feed ratio, and operating pressure of the methanation reactor and 

membrane) on system performances, (3) the competitiveness of the electrolyzer operation 

with pure oxygen production, and (4) the possibility of avoiding electrical heating, which is 

necessary for thermoneutral operation to heat up the electrolyzer feeds to the required 

temperature. To achieve this target, they employed a multi-objective optimization platform 

with integrated heat cascade calculation with experimentally-calibrated component models 

[214]. Kupecki et al. presented a conceptual power-to-gas system based on a high 

temperature electrolysis unit. They presented a 10 kW-class power-to-gas system and the 

efficiency of the system assessed and discussed from an energy point of view. Accepting the 

current assumptions related to the performance of cells making up the electrolysis unit, they 

reported that the system can achieve efficiency in excess of 74% [334]. Schiller et al. reported 

on the successful integration of solar heat into a solid oxide electrolyzer. Their experimental 

setup of the prototype system consisting of a solar simulator, a solar steam generator, a 

steam accumulator and a solid oxide electrolyzer as well as first results with regard to solar 

steam generation and electrochemical performance of the electrolyzer were presented 

[335]. Mastropasqua et al. proposed a plant which is conceived to supply hydrogen for a 

small refueling station. Their proposed plant was based on solid oxide electrolyzer cell 

technology, which performs water electrochemical reduction, to produce a target of 150 kg 

per day of hydrogen. The plant was integrated with a parabolic dish solar field designed to 

provide both electricity and thermal energy, necessary for the electrolysis reaction to take 

place. Specifically, a modular multi-dish configuration was selected, in which electric power 
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is produced by 30kW solarized micro-gas turbines placed in the dishes focus [336]. Chen et 

al. developed a numerical model for a novel reactor combining a SOEC section with a Fischer 

Tropsch like section for methane production under pressurized & temperature-gradient 

condition. Governing equations for mass, momentum, charge transport were solved with 

finite element method. The chemical reaction kinetics of reversible water gas shift reaction 

and reversible methanation reaction in Ni/YSZ cathode were also fully considered. Their 

model was validated by comparing simulation results with experimental data. Parametric 

simulations were also conducted to understand the physical-chemical processes in the 

reactor with a focus on the pressure effect [337]. Posdziech et al. summarized Sunfire's 

recent developments in the fields of reversible solid oxide cells and pressurized SOEC. 

Sunfire could demonstrate large technology steps towards a marketable product. The 

durability and robustness at cell and stack level were proven with long-term stationary and 

ambitious cycling tests. Within the last 3 years, Sunfire has developed two largescale 

reversible solid oxide cell generators in cooperation with Boeing and other partners. The 

world-first reversible SOC system was demonstrated in the Boeing/US Navy facilities in 

California. The system was designed as an electrochemical electricity storage using 

pressurized hydrogen. They mentioned that in contrast to batteries, the hydrogen storage 

capacity is more or less infinite due to low costs of storage vessels [338]. Roeb et al. analyzed 

the coupling of solar central receiver systems and the nuclear pressurized water reactor with 

an SOEC unit as well as the solar tower technology with ambient air as heat transfer fluid. 

They also investigated central receiver systems with direct steam generation [339].  
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3 Solid Oxide Steam Electrolysis System Design 

A Solid Oxide Steam Electrolyzer (SOSE) system model has been developed in Matlab 

software based upon a previously developed model in Matlab/Simulink software at National 

Fuel Cell Research Center (NFCRC) [340]. The developed model is comprised of a temporally 

and spatially resolved quasi-3D sub-model for an SOSE stack and Balance of Plant (BoP) 

dynamic sub-models for different BoP components, such as heat exchangers, compressors, 

electric heaters, valves, and air blower. 

 SOEC Stack Model 

The stack is comprised of 2500 cathode-supported crossflow planar SOE unit-cells that are 

assumed to be assembled into identically operating stacks, creating a 300kW electrolyzer 

stack module. In the developed Matlab model of a single repeating unit-cell is assumed to be 

representative of the behavior of all cells in each of the stacks. Therefore, the input and 

output flows and power are multiplied by the number of cells in the stack to obtain the stack 

values. The cell is modelled considering 5 different layers i.e., steam side interconnect, steam 

flow channels, Positive Electrode-Electrolyte-Negative Electrode (PEN), air flow channels 

and air interconnect.  

 

Figure 23: Schematic of Cross-flow SOE Unit-Cell [341]. 
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To capture temporal and spatial behavior properties, various spatially distributed states are 

calculated at each time in time span using MATLAB ODE solver. To implement material and 

energy balances as well as polarization model, each layer is discretized into an 8×8 nodes 

and control volumes. In this study, the following assumptions are made on SOSE stack 

modeling: 

• Electrochemical reactions occur instantaneously, due to fast kinetics of electrochemical 

reactions compared to thermal time scales. 

• Electrical current only flows in one direction (from one electrode to the other along the 

PEN), due to the iso-potential electrode surfaces. 

• Gases behave as an ideal gas, due to high operating temperature and atmospheric 

pressure operating conditions. 

• For each discrete gaseous nodal control volume, temperature and species concentrations 

are averaged between inlet and outlet and assumed constant in the node for calculation 

purposes. 

• Both cathode and anode streams are in a laminar flow regime based upon the low 

Reynolds number in the flow channels, due to the low gas flow rate and the small cross-

sectional area of the channels on both sides. 

• Stack heat losses to the environment are neglected. 

Figure 23 shows a schematic of a 10cm×10cm crossflow planar SOE unit-cell. 

3.1.1 Governing Equations 

To solve the operating parameters of the SOEC stack, governing equations need to be solved. 

The governing equations can be expressed as follows: 

3.1.1.1 Electrochemical Model 

The Nernst potential is the minimum electrical potential required to split steam which 

accounts for species concentration, operating temperature and pressure, and extent of 

reaction as well at each node (Equation 1). 
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𝑉𝑁𝑒𝑟𝑛𝑠𝑡|𝑁𝑜𝑑𝑒 = 𝐸0|𝑁𝑜𝑑𝑒 +
𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
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𝑋𝐻2𝑂,𝑏|
𝑁𝑜𝑑𝑒

)

+
𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒

2 𝑛𝑒 𝐹
× 𝐿𝑛(𝑃𝐴|𝑁𝑜𝑑𝑒) 

Equation 

1 

Where 𝐸0|𝑁𝑜𝑑𝑒 (𝑉) is a standard reversible voltage of each node, R is a universal gas constant 

equal to 8.314 (𝐽/𝑚𝑜𝑙𝑒. 𝐾), 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 (𝐾) is temperature of each node on the PEN, 𝑛𝑒 (mole 

of electron/moles of steam) is number of moles of electron transferred per unit mole of 

steam equal to 2, 𝐹 (𝐶/𝑚𝑜𝑙𝑒) is Faraday constant equal to 96485, 𝑋𝑖 is species molar fraction 

and 𝑃𝐴|𝑁𝑜𝑑𝑒 (𝑎𝑡𝑚) is pressure of each node along the anode stream. 

The standard reversible voltage (𝐸0|𝑁𝑜𝑑𝑒) of each node is calculated based upon the Gibbs 

energy change of reaction at the node temperature and standard pressure 

(∆𝐺|𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
,𝑃𝐴𝑚𝑏

(𝐽/ 𝑚𝑜𝑙𝑒)) according to Equation 2: 

𝐸0|𝑁𝑜𝑑𝑒 =

∆𝐺 (𝐻2𝑂 → 𝐻2 +
1
2 𝑂2)|

𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
,𝑃𝐴𝑚𝑏

𝑛𝑒 𝐹
 

Equation 

2 

Where G (H2O → H2+ ½ O2) is the Gibbs free energy change for steam splitting at the nodal 

temperature (TPEN,Node) and pressure (PAmb), 𝑛𝑒 (mole of electron/moles of steam) is number 

of moles of electron transferred per unit mole of steam equal to 2, 𝐹 (𝐶/𝑚𝑜𝑙𝑒) is Faraday 

constant equal to 96485.  When the current is non-zero in the electrolyzer, the cell operating 

voltage is greater than the Nernst voltage due to the overpotentials. These overpotentials 

can be described as follows: ohmic overpotentials governed by ohm’s law, activation 

overpotential governed by Butler-Volmer equation and concentration overpotential. 

The Butler-Volmer equation is typically employed to characterize electrochemical activation 

overpotential associated with charge transfer reactions at the operating conditions of the 

cell. 

𝐽|𝑁𝑜𝑑𝑒 = −𝐽0,𝐶𝑎|
𝑁𝑜𝑑𝑒

× {𝑒𝑥𝑝 (
𝛼 𝑛𝑒 𝐹 𝜂𝑎𝑐𝑡,𝐶𝑎|

𝑁𝑜𝑑𝑒

𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
) − 𝑒𝑥𝑝 (−

(1 − 𝛼) 𝑛𝑒 𝐹 𝜂𝑎𝑐𝑡,𝐶𝑎|
𝑁𝑜𝑑𝑒

𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
)} 

Equation 

3 
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𝐽|𝑁𝑜𝑑𝑒 = −𝐽0𝐴𝑛|𝑁𝑜𝑑𝑒

× {𝑒𝑥𝑝 (
𝛼 𝑛𝑒 𝐹 𝜂𝑎𝑐𝑡,𝐴𝑛|

𝑁𝑜𝑑𝑒

𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
) − 𝑒𝑥𝑝 (−

(1 − 𝛼) 𝑛𝑒 𝐹 𝜂𝑎𝑐𝑡,𝐴𝑛|
𝑁𝑜𝑑𝑒

𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
)} 

Equation 

4 

Where 𝐽0𝐴𝑛|𝑁𝑜𝑑𝑒 is the exchange current density, 𝛼 is the transfer coefficient, 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 is the 

nodal temperature, 𝐹 is the Faraday constant, 𝑅 is the universal gas constant, 𝑛𝑒 is number 

of moles of electron transferred per unit mole of steam equal, and 𝜂𝑎𝑐𝑡|𝑁𝑜𝑑𝑒 is the nodal 

activation overpotential. 

The exchange current density is a kinetic parameter measuring the local electrode current 

density at open circuit conditions i.e., at equilibrium conditions when no net current density 

is consumed or produced within the cell. Equations (5) and (6) are employed to calculate the 

exchange current density. 

𝐽0,𝐶𝑎|
𝑁𝑜𝑑𝑒

= (1.344 × 1010) × 𝑒𝑥𝑝(−
1 × 105

𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
) 

Equation 

5 

𝐽0,𝐴𝑛|
𝑁𝑜𝑑𝑒

= (2.051 × 109) × 𝑒𝑥𝑝(−
1.2 × 105

𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
) 

Equation 

6 

Where 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 is the nodal temperature, 𝐹 is the Faraday constant, and 𝑅 is the universal 

gas constant. 

The value of transfer coefficient is usually 0.5 for fuel cell and electrolyzer applications. With 

𝛼 = 0.5, Equation 3 and Equation 4 can be expressed as: 

𝜂𝑎𝑐𝑡,𝐶𝑎|
𝑁𝑜𝑑𝑒

=
𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒

𝐹
× 𝑠𝑖𝑛ℎ−1(

−𝐽|𝑁𝑜𝑑𝑒

2 𝐽0,𝐶𝑎|
𝑁𝑜𝑑𝑒

 
) 

Equation 

7 

𝜂𝑎𝑐𝑡,𝐴𝑛|
𝑁𝑜𝑑𝑒

=
𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒

𝐹
× 𝑠𝑖𝑛ℎ−1(

−𝐽|𝑁𝑜𝑑𝑒

2 𝐽0,𝐴𝑛|
𝑁𝑜𝑑𝑒

 
) 

Equation 

8 
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Where 𝐽0𝐴𝑛|𝑁𝑜𝑑𝑒 is the exchange current density, 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 is the nodal temperature, 𝐹 is the 

Faraday constant, and 𝑅 is the universal gas constant. 

Ohm’s law is employed to evaluate the cell ohmic overpotential. Ohmic overpotential 

consists of cathode, anode, and electrolyte ohmic overpotentials as well as interconnect 

ohmic overpotentials and contact ohmic overpotential which has the effect of ohmic 

resistance in the contact region between electrodes and interconnect plates. Equation 9 to 

Equation 13 describe the ohmic overpotential different components: 

𝜂𝑜ℎ𝑚,𝐶𝑎|
𝑁𝑜𝑑𝑒

= (1.05 × 10−8) × 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 × 𝑒𝑥𝑝(
1150

𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
) × 𝛿𝐶𝑎 × (−𝐽|𝑁𝑜𝑑𝑒) 

Equation 

9 

𝜂𝑜ℎ𝑚,𝐴𝑛|
𝑁𝑜𝑑𝑒

= (2.38 × 10−8) × 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 × 𝑒𝑥𝑝(
1200

𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
) × 𝛿𝐴𝑛 × (−𝐽|𝑁𝑜𝑑𝑒) 

Equation 

10 

𝜂𝑜ℎ𝑚,𝐸𝑙|
𝑁𝑜𝑑𝑒

= (2.99 × 10−5) × 𝑒𝑥𝑝(
10300

𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒
) × 𝛿𝐸𝑙 × (−𝐽|𝑁𝑜𝑑𝑒) 

Equation 

11 

𝜂𝑜ℎ𝑚,𝐼𝑐|
𝑁𝑜𝑑𝑒

= (1.075 × 10−7) × 𝑇𝐼𝐶|𝑁𝑜𝑑𝑒 × 𝑒𝑥𝑝(
1100

𝑇𝐼𝐶|𝑁𝑜𝑑𝑒
) × 𝛿𝐼𝑐 × (−𝐽|𝑁𝑜𝑑𝑒) 

Equation 

12 

𝜂𝑜ℎ𝑚,𝐶𝑜𝑛𝑡|
𝑁𝑜𝑑𝑒

= 0.1 × 10−4 × (−𝐽|𝑁𝑜𝑑𝑒) 

Equation 

13 

Where 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 is the nodal temperature, 𝐹 is the Faraday constant, 𝛿 is the thickness of 

different compartments, 𝑇𝐼𝐶|𝑁𝑜𝑑𝑒 is the nodal temperature of interconnect. 

Due to diffusion resistance in porous electrodes, the concentration of reactant and product 

species changes between three phase boundary, electrode surface and bulk flow in both 

anode and cathode channels. Diffusion overpotential at anode and cathode side channels can 

be calculated as: 
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𝜂𝑐𝑜𝑛𝑐,𝐶𝑎|
𝑁𝑜𝑑𝑒

=
𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒

2 𝐹
× 𝑙𝑛(

𝑋𝐻2𝑂,𝑏|
𝑁𝑜𝑑𝑒

 𝑋𝐻2,𝑇𝑃𝐵|
𝑁𝑜𝑑𝑒

𝑋𝐻2,𝑏|
𝑁𝑜𝑑𝑒

 𝑋𝐻2𝑂,𝑇𝑃𝐵|
𝑁𝑜𝑑𝑒

) 

Equation 

14 

𝜂𝑐𝑜𝑛𝑐,𝐴𝑛|
𝑁𝑜𝑑𝑒

=
𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒

4 𝐹
× 𝑙𝑛(

𝑋𝑂2,𝑇𝑃𝐵|
𝑁𝑜𝑑𝑒

𝑋𝑂2,𝑏|
𝑁𝑜𝑑𝑒

) 

Equation 

15 

Where 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 is the nodal temperature, 𝐹 is the Faraday constant, 𝑅 is the universal gas 

constant, 𝑋𝑏 is molar fraction of different species at bulk level, and 𝑋𝑇𝑃𝐵 is molar fraction of 

different species at triple phase boundary level. 

The mole fractions employed in these equations are at both the Triple Phase Boundary (TPB) 

and bulk fluid locations. Hence, to evaluate the cell concentration overpotential, it is 

necessary to estimate the concentration of the reactant and product gas species in the bulk 

flow and at the TPB for each computational element. Fick’s law is implemented to calculate 

the mole fraction differences between the bulk flow and electrode surfaces: 

𝑋𝑂2,𝑠|
𝑁𝑜𝑑𝑒

= 1 + (1 − 𝑋𝑂2,𝑏|
𝑁𝑜𝑑𝑒

) × 𝑒𝑥𝑝(
𝑅 𝑇𝐴|𝑁𝑜𝑑𝑒  𝐽|𝑁𝑜𝑑𝑒

4 𝐹 𝑃𝐴|𝑁𝑜𝑑𝑒  𝐷𝑂2
|
𝑁𝑜𝑑𝑒

×
𝐻𝐶𝐻,𝐴

2
) 

Equation 

16 

𝑋𝐻2,𝑠|
𝑁𝑜𝑑𝑒

= 𝑋𝐻2,𝑏|
𝑁𝑜𝑑𝑒

−
𝑅 𝑇𝐹|𝑁𝑜𝑑𝑒 𝐽|𝑁𝑜𝑑𝑒

2 𝐹 𝑃𝐹|𝑁𝑜𝑑𝑒 𝐷𝐻2
|
𝑁𝑜𝑑𝑒

×
𝐻𝐶𝐻,𝐹

2
 

Equation 

17 

𝑋𝐻2𝑂,𝑠|
𝑁𝑜𝑑𝑒

= 𝑋𝐻2𝑂,𝑏|
𝑁𝑜𝑑𝑒

+
𝑅 𝑇𝐹|𝑁𝑜𝑑𝑒 𝐽|𝑁𝑜𝑑𝑒

2 𝐹 𝑃𝐹|𝑁𝑜𝑑𝑒 𝐷𝐻2𝑂|
𝑁𝑜𝑑𝑒

×
𝐻𝐶𝐻,𝐹

2
 

Equation 

18 

Where 𝑇𝐴|𝑁𝑜𝑑𝑒 is the nodal temperature of air stream, 𝑇𝐹|𝑁𝑜𝑑𝑒 is the nodal temperature of fuel 

stream, 𝐻𝐶𝐻 is height of the channel, 𝑅 is the universal gas constant, 𝐹 is the Faraday constant, 

𝑋𝑏 is molar fraction of different species at bulk level, 𝑃|𝑁𝑜𝑑𝑒 is pressure of air/fuel stream 

side, and is 𝐷|𝑁𝑜𝑑𝑒 diffusion coefficient of different species. 
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The air and fuel temperatures are considered in the above equations since the processes 

occur in flow channels. As the cathode and anode gas flows consists of different components, 

each cathode and anode gas species diffusivity are calculated. 

𝐷𝑂2
|
𝑁𝑜𝑑𝑒

=
1 − 𝑋𝑂2,𝑏|

𝑁𝑜𝑑𝑒

𝑋𝑁2,𝑏|
𝑁𝑜𝑑𝑒

𝐷𝑂2 ,𝑁2
|
𝑁𝑜𝑑𝑒

= 𝐷𝑂2 ,𝑁2
|
𝑁𝑜𝑑𝑒

 
Equation 

19 

𝐷𝑖|𝑁𝑜𝑑𝑒 =
1 − 𝑋𝑖,𝑏|

𝑁𝑜𝑑𝑒

∑
𝑋𝑗,𝑏|

𝑁𝑜𝑑𝑒

𝐷𝑖 ,𝑗|
𝑁𝑜𝑑𝑒

𝑗

              (
𝑖𝑓 𝑖 = 𝐻2  → 𝑗 ∈ {𝐻2𝑂, 𝐶𝐻4, 𝐶𝑂, 𝐶𝑂2}

𝑖𝑓 𝑖 = 𝐻2𝑂 → 𝑗 ∈ {𝐻2, 𝐶𝐻4, 𝐶𝑂, 𝐶𝑂2}
) 

Equation 

20 

Where 𝐷|𝑁𝑜𝑑𝑒 diffusion coefficient of different species, 𝐷𝑖 ,𝑗|
𝑁𝑜𝑑𝑒

 is binary diffusion coefficient 

of different species, and 𝑋𝑖,𝑏|
𝑁𝑜𝑑𝑒

 is the molar fraction of different species at bulk level. 

These diffusivities are calculated based upon the binary diffusion coefficients that are also 

calculated based upon Fuller equation: 

𝐷𝑂2 ,𝑁2
|
𝑁𝑜𝑑𝑒

= (1 × 10−4) ×

(1 × 10−3) × (𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒)1.75 × (
1

𝑀𝑂2

+
1

𝑀𝑁2

)
0.5

𝑃𝐴|𝑁𝑜𝑑𝑒 × [𝑉𝑂2

1
3 + 𝑉𝑁2

1
3 ]

2  

Equation 

21 

𝐷𝑖 ,𝑗|
𝑁𝑜𝑑𝑒

= (1 × 10−4) ×

(1 × 10−3) × (𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒)1.75 × (
1

𝑀𝑖
+

1
𝑀𝑗

)
0.5

𝑃𝐹|𝑁𝑜𝑑𝑒 × [𝑉
𝑖

1
3 + 𝑉

𝑗

1
3]

2          

(𝑖, 𝑗 ∈ {𝐻2, 𝐻2𝑂, 𝐶𝐻4, 𝐶𝑂, 𝐶𝑂2}) 

Equation 

22 

Where 𝐷𝑖 ,𝑗|
𝑁𝑜𝑑𝑒

 is binary diffusion coefficient of different species, 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 is the nodal PEN 

temperature, 𝑃|𝑁𝑜𝑑𝑒 is pressure of air/fuel stream side and 𝑀 is the molar mass of different 

species. 

Calculation of gaseous mole fractions at the TPB is complicated by the presence of multi-

component species transfer, as well as the porous electrode microstructure. Fick’s model can 

be used to within a good approximation as follow: 
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𝑋𝑂2,𝑇𝑃𝐵|
𝑁𝑜𝑑𝑒

= 1 + (1 − 𝑋𝑂2,𝑠|
𝑁𝑜𝑑𝑒

) × 𝑒𝑥𝑝(
𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 𝐽|𝑁𝑜𝑑𝑒

4 𝐹 𝑃𝐴|𝑁𝑜𝑑𝑒  𝐷𝑂2

𝑒𝑓𝑓
|

𝑁𝑜𝑑𝑒

× 𝛿𝐴𝑛) 

Equation 

23 

𝑋𝐻2,𝑇𝑃𝐵|
𝑁𝑜𝑑𝑒

= 𝑋𝐻2,𝑠|
𝑁𝑜𝑑𝑒

−
𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 𝐽|𝑁𝑜𝑑𝑒

2 𝐹 𝑃𝐹|𝑁𝑜𝑑𝑒  𝐷𝐻2

𝑒𝑓𝑓
|

𝑁𝑜𝑑𝑒

× 𝛿𝐶𝑎 

Equation 

24 

𝑋𝐻2𝑂,𝑇𝑃𝐵|
𝑁𝑜𝑑𝑒

= 𝑋𝐻2𝑂,𝑠|
𝑁𝑜𝑑𝑒

+
𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 𝐽|𝑁𝑜𝑑𝑒

2 𝐹 𝑃𝐹|𝑁𝑜𝑑𝑒  𝐷𝐻2𝑂
𝑒𝑓𝑓

|
𝑁𝑜𝑑𝑒

× 𝛿𝐶𝑎 

Equation 

25 

Where 𝐷𝑖
𝑒𝑓𝑓

|
𝑁𝑜𝑑𝑒

 is effective diffusion coefficient of different species, 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 is the nodal 

PEN temperature, 𝑃|𝑁𝑜𝑑𝑒 is pressure of air/fuel stream side, 𝑅 is the universal gas constant, 

𝛿 is the thickness of different compartments, 𝐹 is the Faraday constant, and 𝑋𝐻2𝑂,𝑠|
𝑁𝑜𝑑𝑒

is 

different species concentration at electrode surface. 

Knudsen diffusion occurs when the mean free path is relatively long compared to the pore 

size, so the molecules collide frequently with the pore wall. Knudsen diffusion is dominant 

for the pores that range in diameter between 2 and 50nm. Molecular diffusion occurs when 

the mean free path is relatively short compared to the pore size and is described by Fick’s 

law. Both ordinary diffusion and Knudsen diffusion may occur simultaneously in the porous 

media and the effect of these can be considered with the effective diffusion coefficient which 

is used in the above equations. The effective diffusion coefficient can be expressed as: 

𝐷𝑖
𝑒𝑓𝑓

|
𝑁𝑜𝑑𝑒

=
𝜖

𝜏
× (

1

𝐷𝑖|𝑁𝑜𝑑𝑒
+

1

𝐷𝑖,𝐾𝑛|
𝑁𝑜𝑑𝑒

)

−1

 
Equation 

26 

Where 𝐷𝑖
𝑒𝑓𝑓

|
𝑁𝑜𝑑𝑒

 is effective diffusion coefficient of different species, 𝐷𝑖|𝑁𝑜𝑑𝑒 is the diffusion 

coefficient of different species, 𝐷𝑖,𝐾𝑛|
𝑁𝑜𝑑𝑒

 is the Knudson diffusion coefficient of different 

species, 𝜖 is electrode porosity, and 𝜏 is electrode tortuosity. 

The Knudsen coefficient can be calculated based upon the average molecular speed of each 

species as follows: 
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𝐷𝑖,𝐾𝑛|
𝑁𝑜𝑑𝑒

=
𝑑𝑝

3
× √

8 𝑅 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒

𝜋 𝑀𝑖
 

Equation 

27 

Where 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 is the nodal PEN temperature, 𝑀 is the molar mass of different species, 

𝐷𝑖,𝐾𝑛|
𝑁𝑜𝑑𝑒

 is the Knudson diffusion coefficient of different species, and 𝑑𝑝 is pore diameter of 

electrodes. 

3.1.1.2 Mass Balance 

The mass balance equation for each node for different species are presented below. 

𝑑𝑋𝐻2𝑂|
𝑁𝑜𝑑𝑒

𝑑𝑡
=

𝑛̇𝐻2𝑂,𝐼𝑛|
𝑁𝑜𝑑𝑒

− 𝑛̇𝐻2𝑂,𝑂𝑢𝑡|
𝑁𝑜𝑑𝑒

+
𝐼|𝑁𝑜𝑑𝑒
𝑛𝑒 × 𝐹

− 𝑟𝑆𝑅|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

−𝑟𝑊𝐺𝑆|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

𝑃𝐶|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

𝑅 × 𝑇𝐶|𝑁𝑜𝑑𝑒

 

Equation 

28 

𝑑𝑋𝐻2
|
𝑁𝑜𝑑𝑒

𝑑𝑡
=

𝑛̇𝐻2,𝐼𝑛|
𝑁𝑜𝑑𝑒

− 𝑛̇𝐻2,𝑂𝑢𝑡|
𝑁𝑜𝑑𝑒

−
𝐼|𝑁𝑜𝑑𝑒
𝑛𝑒 × 𝐹

+ 3 × 𝑟𝑆𝑅|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

+𝑟𝑊𝐺𝑆|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

𝑃𝐶|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

𝑅 × 𝑇𝐶|𝑁𝑜𝑑𝑒

 

Equation 

29 

𝑑𝑋𝐶𝑂|𝑁𝑜𝑑𝑒

𝑑𝑡
=

𝑛̇𝐶𝑂,𝐼𝑛|
𝑁𝑜𝑑𝑒

− 𝑛̇𝐶𝑂,𝑂𝑢𝑡|
𝑁𝑜𝑑𝑒

+ 𝑟𝑆𝑅|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒 − 𝑟𝑊𝐺𝑆|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

𝑃𝐶|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

𝑅 × 𝑇𝐶|𝑁𝑜𝑑𝑒

 

Equation 

30 

𝑑𝑋𝐶𝑂2
|
𝑁𝑜𝑑𝑒

𝑑𝑡
=

𝑛̇𝐶𝑂2,𝐼𝑛|
𝑁𝑜𝑑𝑒

− 𝑛̇𝐶𝑂2,𝑂𝑢𝑡|
𝑁𝑜𝑑𝑒

+ 𝑟𝑊𝐺𝑆|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

𝑃𝐶|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

𝑅 × 𝑇𝐶|𝑁𝑜𝑑𝑒

 

Equation 

31 

𝑑𝑋𝐶𝐻4
|
𝑁𝑜𝑑𝑒

𝑑𝑡
=

𝑛̇𝐶𝐻4,𝐼𝑛|
𝑁𝑜𝑑𝑒

− 𝑛̇𝐶𝐻4,𝑂𝑢𝑡|
𝑁𝑜𝑑𝑒

− 𝑟𝑆𝑅|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

𝑃𝐶|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

𝑅 × 𝑇𝐶|𝑁𝑜𝑑𝑒

 

Equation 

32 

𝑑𝑋𝑂2
|
𝑁𝑜𝑑𝑒

𝑑𝑡
=

𝑛̇𝑂2,𝐼𝑛|
𝑁𝑜𝑑𝑒

− 𝑛̇𝑂2,𝑂𝑢𝑡|
𝑁𝑜𝑑𝑒

−
𝐼|𝑁𝑜𝑑𝑒

2 × 𝑛𝑒 × 𝐹

𝑃𝐴|𝑁𝑜𝑑𝑒 × 𝑉𝐴|𝑁𝑜𝑑𝑒

𝑅 × 𝑇𝐴|𝑁𝑜𝑑𝑒

 

Equation 

33 

𝑑𝑋𝑁2
|
𝑁𝑜𝑑𝑒

𝑑𝑡
=

𝑛̇𝑁2,𝐼𝑛|
𝑁𝑜𝑑𝑒

− 𝑛̇𝑁2,𝑂𝑢𝑡|
𝑁𝑜𝑑𝑒

𝑃𝐴|𝑁𝑜𝑑𝑒 × 𝑉𝐴|𝑁𝑜𝑑𝑒

𝑅 × 𝑇𝐴|𝑁𝑜𝑑𝑒

 

Equation 

34 
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Where 𝑛̇ (𝑚𝑜𝑙𝑒/𝑠) is the species molar flow rate, 𝐼|𝑁𝑜𝑑𝑒 (𝐴) is current of each node (negative 

for electrolysis process), 𝑇𝐴/𝐶|
𝑁𝑜𝑑𝑒

 (K) is temperature of each node along the anode/cathode 

stream, 𝑃𝐴/𝐶|
𝑁𝑜𝑑𝑒

 (𝑃𝑎) is pressure of each node along the anode/cathode stream and 

𝑉𝐴/𝐶|
𝑁𝑜𝑑𝑒

 (𝑚3) is volume of each node along the anode/cathode stream. The negative current 

leads to production of hydrogen and oxygen at cathode and anode sides as well as depletion 

of steam at cathode side. 

3.1.1.3 Energy Balance 

The energy balance equations for cathode and anode streams, PEN and bipolar plate are 

presented: 

(
𝑃𝐶|𝑁𝑜𝑑𝑒 × 𝑉𝐶|𝑁𝑜𝑑𝑒

𝑅 × 𝑇𝐶|𝑁𝑜𝑑𝑒
× 𝐶𝑃̅𝐶

|
𝑁𝑜𝑑𝑒

) ×
𝑑𝑇𝐶

𝑑𝑡
|

𝑁𝑜𝑑𝑒

= ∑ 𝐻̇𝐼𝑛|
𝑁𝑜𝑑𝑒

𝑆𝑝𝑒𝑐𝑖𝑒𝑠

− ∑ 𝐻̇𝑂𝑢𝑡|
𝑁𝑜𝑑𝑒

𝑆𝑝𝑒𝑐𝑖𝑒𝑠

+ ∑𝑄̇𝑐𝑜𝑛𝑣𝐶,𝑃𝐸𝑁
|
𝑁𝑜𝑑𝑒

+ ∑𝑄̇𝑐𝑜𝑛𝑣𝐶,𝐵𝑃
|
𝑁𝑜𝑑𝑒

−
𝐼|𝑁𝑜𝑑𝑒

𝑛𝑒 × 𝐹
(ℎ𝐻2

|
𝑁𝑜𝑑𝑒

− ℎ𝐻2𝑂|
𝑁𝑜𝑑𝑒

) 

Equation 
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(
𝑃𝐴|𝑁𝑜𝑑𝑒 × 𝑉𝐴|𝑁𝑜𝑑𝑒

𝑅 × 𝑇𝐴|𝑁𝑜𝑑𝑒
× 𝐶𝑃̅𝐴

|
𝑁𝑜𝑑𝑒

) ×
𝑑𝑇𝐴

𝑑𝑡
|

𝑁𝑜𝑑𝑒

= ∑ 𝐻̇𝐼𝑛|
𝑁𝑜𝑑𝑒

𝑆𝑝𝑒𝑐𝑖𝑒𝑠

− ∑ 𝐻̇𝑂𝑢𝑡|
𝑁𝑜𝑑𝑒

𝑆𝑝𝑒𝑐𝑖𝑒𝑠

+ ∑𝑄̇𝑐𝑜𝑛𝑣𝐴,𝑃𝐸𝑁
|
𝑁𝑜𝑑𝑒

+ ∑𝑄̇𝑐𝑜𝑛𝑣𝐴,𝐵𝑃
|
𝑁𝑜𝑑𝑒

−
𝐼|𝑁𝑜𝑑𝑒

2 × 𝑛𝑒 × 𝐹
(ℎ𝑂2

|
𝑁𝑜𝑑𝑒

) 

Equation 
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(𝜌𝑃𝐸𝑁 × 𝑉𝑃𝐸𝑁 × 𝐶𝑃𝐸𝑁)|𝑁𝑜𝑑𝑒 ×
𝑑𝑇𝑃𝐸𝑁

𝑑𝑡
|

𝑁𝑜𝑑𝑒

= ∑𝑄̇𝑐𝑜𝑛𝑣𝑃𝐸𝑁,𝐴,𝐶
|
𝑁𝑜𝑑𝑒

+ ∑𝑄̇,𝑐𝑜𝑛𝑑𝑃𝐸𝑁,𝐵𝑃
|
𝑁𝑜𝑑𝑒

+ ∑𝑄̇,𝑐𝑜𝑛𝑑𝑃𝐸𝑁,𝑃𝐸𝑁
|
𝑁𝑜𝑑𝑒

+ 𝐼|𝑁𝑜𝑑𝑒 × 𝑉𝑜𝑝|
𝑁𝑜𝑑𝑒

−
𝐼|𝑁𝑜𝑑𝑒

𝑛𝑒 × 𝐹
(ℎ𝐻2𝑂|

𝑁𝑜𝑑𝑒
− ℎ𝐻2

|
𝑁𝑜𝑑𝑒

−
1

2
× ℎ𝑂2

|
𝑁𝑜𝑑𝑒

) 

Equation 
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(𝜌𝐵𝑃 × 𝑉𝐵𝑃 × 𝐶𝐵𝑃)|𝑁𝑜𝑑𝑒 ×
𝑑𝑇𝐵𝑃

𝑑𝑡
|

𝑁𝑜𝑑𝑒

= ∑𝑄̇𝑐𝑜𝑛𝑣𝐵𝑃,𝐴,𝐶
|
𝑁𝑜𝑑𝑒

+ ∑𝑄̇,𝑐𝑜𝑛𝑑𝐵𝑃,𝑃𝐸𝑁
|
𝑁𝑜𝑑𝑒

+ ∑𝑄̇,𝑐𝑜𝑛𝑑𝐵𝑃,𝐵𝑃
|
𝑁𝑜𝑑𝑒

 

Equation 

38 

Where 𝐻̇𝐼𝑛|
𝑁𝑜𝑑𝑒

 (𝐽/𝑠) and 𝐻̇𝑂𝑢𝑡|
𝑁𝑜𝑑𝑒

(𝐽/𝑠) are the total enthalpy of inlet and outlet stream of 

each node along anode/cathode stream, 𝐶𝑃̅𝐴/𝐶
|

𝑁𝑜𝑑𝑒
 (𝐽/𝑚𝑜𝑙𝑒. 𝐾) is an average specific heat 

capacity of species in each node along anode/cathode stream, 𝐶𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 (𝐽/𝑘𝑔. 𝐾) and 
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𝐶𝐵𝑃|𝑁𝑜𝑑𝑒 (𝐽/𝑘𝑔. 𝐾) are specific heat capacities of each node on the PEN and interconnect 

plate, 𝜌𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 (𝑘𝑔/𝑚3) and 𝜌𝐵𝑃|𝑁𝑜𝑑𝑒 (𝑘𝑔/𝑚3) are densities of each node on the PEN and 

interconnect plate, 𝑉𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 (𝑚3) and 𝑉𝐵𝑃|𝑁𝑜𝑑𝑒  (𝑚3) are volume of each node on the PEN 

and interconnect plate and 𝑇𝑃𝐸𝑁|𝑁𝑜𝑑𝑒 (𝐾), 𝑇𝐵𝑃|𝑁𝑜𝑑𝑒 (𝐾) are temperature of each node on the 

PEN and interconnect plate and 𝑄̇|
𝑁𝑜𝑑𝑒

 (𝐽/𝑠) is composed of convection and conduction heat 

transfer to each node on each of different layers. 

To calculate convection heat transfer between flows and solid walls, a local convective heat 

transfer coefficient is required. Reynolds numbers of steam and air flows in channels are 

much lower than critical Reynolds number because not only the steam and air channels’ 

cross-sectional area are typically small, but also mean velocities of steam and air flow are 

not too high. In these conditions, a fully developed laminar flow and uniform surface 

temperature exist almost within all control volumes. Based upon engineering tables, in this 

study, a constant Nusselt number of four was used to calculate local convection heat transfer 

coefficient as below: 

ℎ =
𝑁𝑢𝐷 × 𝑘

𝐷ℎ
 

Equation 

39 

Where ℎ is convection heat transfer coefficient, 𝐷ℎ is hydraulic diameter of channels, k is 

conduction coefficient of streams, and 𝑁𝑢𝐷 is the Nusselt number. 

3.1.1.4 Pressure Drop 

Pressure difference between cathode/anode inlet and outlet flow conditions along the 

channel is calculated based upon the molar flow rate of cathode/anode flow as shown below: 

𝑃𝐼𝑛,𝑖 − 𝑃𝑂𝑢𝑡,𝑖 = 𝐾𝑃 × 𝑛̇𝐼𝑛,𝑖          𝑖 = 𝐶𝑎𝑡ℎ𝑜𝑑𝑒 𝐹𝑙𝑜𝑤, 𝐴𝑛𝑜𝑑𝑒 𝐹𝑙𝑜𝑤 

Equation 

40 

Where 𝑃 is pressure of different streams, and 𝑛̇𝐼𝑛,𝑖 is molar flow rate of different streams. 

The constant 𝐾𝑃 is: 
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𝐾𝑃 = 𝑅𝑒𝑖 × 𝑓𝑖 ×
2 × 𝐿𝐶𝐻,𝑖

𝐷ℎ,𝑖
2 × 𝐴𝐶𝐻,𝑖

×
𝜇𝑖

𝜌𝑖
× 𝑀𝑖          𝑖 = 𝐶𝑎𝑡ℎ𝑜𝑑𝑒 𝐹𝑙𝑜𝑤, 𝐴𝑛𝑜𝑑𝑒 𝐹𝑙𝑜𝑤 

Equation 

41 

Where 𝑅𝑒𝑖 is Reynolds number of different streams, 𝑓𝑖 is friction factor, 𝐿𝐶𝐻,𝑖 is length of 

channel, 𝐷ℎ,𝑖 is hydraulic diameter of channel, 𝐴𝐶𝐻,𝑖 is cross sectional area of channel, 𝜇𝑖 is 

dynamic viscosity of different streams, 𝜌𝑖 is density of different streams, and 𝑀𝑖 is molar mass 

of different streams. 

The friction factor 𝑓𝑖  for cathode/anode flow which is considered as a fully developed 

laminar flow is calculated as: 

𝑓𝑖 =
16

𝑅𝑒𝑖
          𝑖 = 𝐶𝑎𝑡ℎ𝑜𝑑𝑒 𝐹𝑙𝑜𝑤, 𝐴𝑛𝑜𝑑𝑒 𝐹𝑙𝑜𝑤 

Equation 

42 

Where 𝑅𝑒𝑖 is Reynolds number of different streams, and 𝑓𝑖 is friction factor. 

The variation of cathode and anode flow inlet pressures (cathode/anode inlet pressures are 

considered as a state) can be obtained during the dynamic operating condition as below: 

𝑑𝑃𝐼𝑛,𝑖

𝑑𝑡
=

𝑑𝑃𝑂𝑢𝑡,𝑖

𝑑𝑡
+ 𝐾𝑃 ×

𝑑𝑛̇𝐼𝑛,𝑖

𝑑𝑡
          𝑖 = 𝐶𝑎𝑡ℎ𝑜𝑑𝑒 𝐹𝑙𝑜𝑤, 𝐴𝑛𝑜𝑑𝑒 𝐹𝑙𝑜𝑤 

Equation 

43 

Where 𝑃 is pressure of different streams, and 𝑛̇𝐼𝑛,𝑖 is molar flow rate of different streams. 

The change in outlet pressure in each time step comes from the change in inlet pressure of 

the next component in steam/air side. To obtain nodal pressure of streams, it is assumed 

that the pressure of anode and cathode flows drop linearly along the channels, so having inlet 

and outlet pressures as described above, all the nodal pressures can be calculated. 

 SOEC System Design and Control Strategies 

Various system configurations can be designed for enabling safe and controllable SOEC 

operation.  A particular system configuration has been developed to realize a stand-alone 

electrolysis system where the only energy input needed is electrical energy. Two inlet 

streams are present, the water stream and the ambient air stream. The system layout is 



 

53 

shown in Figure 24. Water is fed to the system by a pump to provide sufficient head to 

overcome system pressure drops and is assumed to enter the system at 15 °C. Feed water is 

pre-heated to 100 °C by the two intercooling stages of the hydrogen compression section. 

Evaporation is then carried out recovering heat from both stack outlet flows and completed 

by an electric steam generator. The steam is further pre-heated in a counter-flow heat 

exchanger with the outlet hydrogen-rich flow and then mixed with the hydrogen-rich 

recirculated flow entrained by the recirculation ejector in order to obtain the required 

cathode inlet composition with 10% hydrogen molar concentration [342]. The final super-

heating necessary to bring the steam to the required stack inlet temperature is performed 

by the steam side electric heater. After the passage through the stack channels, where the 

electrochemical conversion of steam into hydrogen takes place, a recirculation valve allows 

a split of the outlet hydrogen-rich mixture for partial recirculation. The main stream is then 

cooled down by the counter-flow heat exchanger and steam generator in order to recover its 

thermal energy. Additional cooling below 60 °C is performed in the water separator and the 

water is recirculated into the feed water flow. The pure hydrogen flow is then sent to the 

two-stage compression section with intercooling to reach a final outlet pressure of 30 bar 

adequate for natural gas pipeline injection. 

On the sweep-gas side, ambient air is fed to the system by a blower, pre-heated by a counter-

flow plate heat exchanger with the stack anode outlet and further heated to the required 

stack inlet temperature by an electric heater. Crossing the stack, the flow is enriched by 

oxygen coming from the cathode side and then is used to pre-heat the entering air and 

contribute to the steam generation before being discharged to the environment. 
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Figure 24: The developed SOEC system layout [343]. 

3.2.1 Balance of Plant Model 

The BoP includes all the necessary components that are required to deliver both steam (fuel) 

and air (sweep gas) with a desired temperature at the electrolyzer inlet. It is composed of 

different components e.g., pump, blower, compressors, recuperator, ejector, electric heaters, 

intercoolers, and recirculation valve. Total steam and air flow rates are calculated based on 

the required steam and air at the electrolysis cell multiplied by the number of cells (𝑁𝐶𝑒𝑙𝑙) in 

a unit stack. It is assumed that incoming steam and air are uniformly distributed between 

the cells. The balance of plant sub models are described below. 

3.2.1.1 Pump 

The pump sub-model as a component of BOP calculates the electric power of pump as below: 

𝑃𝑃𝑢𝑚𝑝 =
𝑉̇𝐹𝑒𝑒𝑑 𝑊𝑎𝑡𝑒𝑟 × ∆𝑃𝐶𝑎𝑡ℎ𝑜𝑑𝑒 𝑆𝑖𝑑𝑒

𝜂𝐼𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑖𝑐𝑃𝑢𝑚𝑝

 

Equation 

44 
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Where 𝑉̇𝐹𝑒𝑒𝑑 𝑊𝑎𝑡𝑒𝑟is volumetric flow rate of feed water, ∆𝑃𝐶𝑎𝑡ℎ𝑜𝑑𝑒 𝑆𝑖𝑑𝑒 is the pressure drop in 

cathode flow side, which is composed of pressure drop in electrolyzer, heat exchangers and 

mixing volume (ejector) and 𝜂𝑖𝑠𝑜 is isentropic efficiency of pump. Time constant for the pump 

is considered negligible. 

3.2.1.2 Electric Heater 

The electric heater sub-model is a component of BOP in both cathode and anode flow sides. 

This model calculates the power of electric heater based on inlet and outlet flow enthalpy as 

below. 

𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐 𝐻𝑒𝑎𝑡𝑒𝑟 =
𝐻̇𝑂𝑢𝑡 − 𝐻̇𝐼𝑛

𝜂𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐 𝐻𝑒𝑎𝑡𝑒𝑟
 

Equation 

45 

Where 𝐻̇ is enthalpy of stream, and 𝜂𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐 𝐻𝑒𝑎𝑡𝑒𝑟 is efficiency of the electric heater. 

3.2.1.3 Heat Exchanger 

A spatially and temporally resolved heat exchanger model has been developed for steam and 

air heat exchangers (recuperator) because thermal inertia (thermal time constant) is 

considerable and because bulk heat exchanger models ineffectively capture dynamic or off-

design operating condition. In this study, the steam and air heat exchangers are assumed to 

be plate heat exchangers. This is a type of heat exchanger that uses metals to conduct heat 

from hot flow to cold flow. A main advantage of plate heat exchangers over a conventional 

heat exchanger is that the fluids have a much larger heat transfer surface area because the 

fluids spread out over the plates. This not only facilitates the transfer of heat but also greatly 

increases the speed of the temperature change. The spatially and temporally resolved model 

uses different states to calculate parameters at different nodes of a cell. These nodal states 

are calculated at each time among set of points in time vector with Matlab ODE solver. These 

states are composed of nodal temperature of hot flow, nodal temperature of metal plates, 

nodal temperature of cold flow and inlet pressure of both hot and cold streams. Nodal energy 

balance equation for the hot/cold stream includes convective heat transferred to the plate 

nodes and inlet/outlet enthalpy flux of the bulk flow from/to adjacent nodes. It is assumed 

that temperature in each control volume decreases/increases linearly along the control 
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volume of each node (for cold/hot streams). The nodal energy balance for the solid plates 

includes convective heat transferred to the solid plates from hot and cold streams and 

conductive heat transferred to adjacent nodes in plates. The inlet pressure for hot and cold 

streams are calculated at each time step completely the same as what was described for 

anode and cathode flows in electrolyzer model. 

(
𝑃𝐶𝑜𝑙𝑑 × 𝑉𝐶𝑜𝑙𝑑

𝑅 × 𝑇𝐶𝑜𝑙𝑑
× 𝐶𝑃̅𝐶𝑜𝑙𝑑

)|
𝑁𝑜𝑑𝑒

×
𝜕𝑇𝐶𝑜𝑙𝑑

𝜕𝑡
|

𝑛𝑜𝑑𝑒

= ∑ 𝐻̇𝐼𝑛|
𝑛𝑜𝑑𝑒

𝑆𝑝𝑒𝑐𝑖𝑒𝑠

− ∑ 𝐻̇𝑂𝑢𝑡|
𝑛𝑜𝑑𝑒

𝑆𝑝𝑒𝑐𝑖𝑒𝑠

+ ∑𝑄̇𝑐𝑜𝑛𝑣𝐶𝑜𝑙𝑑,𝑃𝑙𝑎𝑡𝑒
|
𝑛𝑜𝑑𝑒

 

𝐶𝑃̅𝐶𝑜𝑙𝑑
: Mean specific heat capacity of species (Cold Stream) 

Equation 
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(
𝑃𝐻𝑜𝑡 × 𝑉𝐻𝑜𝑡

𝑅 × 𝑇𝐻𝑜𝑡
× 𝐶𝑃̅𝐻𝑜𝑡

)|
𝑁𝑜𝑑𝑒

×
𝜕𝑇𝐻𝑜𝑡

𝜕𝑡
|

𝑛𝑜𝑑𝑒

= ∑ 𝐻̇𝐼𝑛|
𝑛𝑜𝑑𝑒

𝑆𝑝𝑒𝑐𝑖𝑒𝑠

− ∑ 𝐻̇𝑂𝑢𝑡|
𝑛𝑜𝑑𝑒

𝑆𝑝𝑒𝑐𝑖𝑒𝑠

+ ∑𝑄̇𝑐𝑜𝑛𝑣𝐻𝑜𝑡,𝑃𝑙𝑎𝑡𝑒
|
𝑛𝑜𝑑𝑒

 

𝐶𝑃̅𝐻𝑜𝑡
: mean specific heat capacity of species (Hot Stream) 

Equation 
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(𝜌𝑃𝑙𝑎𝑡𝑒 × 𝑉𝑃𝑙𝑎𝑡𝑒 × 𝐶𝑃𝑙𝑎𝑡𝑒)|𝑁𝑜𝑑𝑒 ×
𝜕𝑇𝑃𝑙𝑎𝑡𝑒

𝜕𝑡
|
𝑛𝑜𝑑𝑒

= ∑𝑄̇𝑐𝑜𝑛𝑣𝑃𝑙𝑎𝑡𝑒,𝐶𝑜𝑙𝑑,𝐻𝑜𝑡
|
𝑛𝑜𝑑𝑒

+ ∑𝑄̇,𝑐𝑜𝑛𝑑𝑃𝑙𝑎𝑡𝑒,𝑃𝑙𝑎𝑡𝑒
|
𝑛𝑜𝑑𝑒

 

Equation 
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Where 𝐻̇𝐼𝑛|
𝑁𝑜𝑑𝑒

 (𝐽/𝑠) and 𝐻̇𝑂𝑢𝑡|
𝑁𝑜𝑑𝑒

(𝐽/𝑠) are the total enthalpy of inlet and outlet stream of 

each node, 𝐶𝑃̅|𝑁𝑜𝑑𝑒 (𝐽/𝑚𝑜𝑙𝑒. 𝐾) is an average specific heat capacity of species/plate in each 

node, 𝜌𝑃𝑙𝑎𝑡𝑒|𝑁𝑜𝑑𝑒 (𝑘𝑔/𝑚3) is density of each node on the plate, 𝑉 (𝑚3) is volume of each node 

on 𝑇 (𝐾) is temperature of each node, and 𝑄̇|
𝑁𝑜𝑑𝑒

 (𝐽/𝑠) is composed of convection and 

conduction heat transfer to each node on each of different layers. 

3.2.1.4 Hydrogen Compression Unit 

In this study, a mixture of generated hydrogen and remained steam is separated at water 

separator (condenser) to inject generated hydrogen into the gas grid. The separation of 

hydrogen and steam occurs at the saturated temperature of steam at its partial pressure in 

the mixture (obtained based upon the system steam utilization and working pressure) which 

is about 333K. Then, the separated hydrogen compressed to the gas grid pressure which is 

3MPa. In this study, two compression stage are performed to compress generated hydrogen 
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from 0.1MPa up to 3MPa. After each compression stage, an intercooler is performed to 

decrease the temperature to 333K. Required power of each compression stage and the outlet 

temperature of hydrogen at each compression stage are obtained as below: 

𝑇𝑂𝑢𝑡 = 𝑇𝐼𝑛 × (1 +
(

𝑃𝑂𝑢𝑡
𝑃𝐼𝑛

)

𝛾−1
𝛾

− 1

𝜂𝐼𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑖𝑐𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟

) 

Equation 
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𝑃𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟 = 𝑛̇𝐻2 𝑃𝑟𝑜𝑑𝑢𝑐𝑒𝑑 × (𝑇𝑂𝑢𝑡 − 𝑇𝐼𝑛) ×
𝑅

𝜂𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟

× ∑ 𝑍 ×
𝛾

𝛾 − 1
# 𝑜𝑓 𝑆𝑡𝑎𝑔𝑒

 

𝑃𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟,𝑇𝑜𝑡𝑎𝑙 = ∑ 𝑃𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟

# 𝑜𝑓 𝑆𝑡𝑎𝑔𝑒

 

Equation 
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Where 𝑇 is temperature of hydrogen stream, 𝑅 is the universal gas constant, 𝑃 is pressure of 

hydrogen stream, 𝜂𝐼𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑖𝑐𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟
 is isentropic efficiency of compressor, 

𝜂𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟
 is mechanical efficiency of compressor, and 𝛾 is ratio of specific heats. 

3.2.1.5 Steam Generator 

Feed water should be evaporated to be used as a steam in high temperature SOEC. Steam 

generator is converting water to steam using two heat exchangers to recover the energy of 

both discharged air and mixture of hydrogen/steam. During dynamic operating condition, it 

is probable that the recovered energy is not enough to provide all the required steam. 

Therefore, an electric heater is considered to provide the required energy to completely 

convert fresh water to steam. Pinch point temperature of heat exchangers in which the 

energy of discharged air and hydrogen/steam mixture are recovered, are considered 20K in 

this study. 

3.2.1.6 Ejector 

As it was mentioned earlier, to prevent from the oxidation of materials at high operating 

temperatures, a portion of cathode outlet flow is recirculated (high hydrogen low steam 

mixture). The recirculated flow and fresh inlet steam are mixed in ejector. The ejector model 

uses states e.g., species concentration at the ejector outlet, outlet flow temperature and main 
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flow inlet pressure to simulate mixing of two flows. Simulating mixing of streams requires 

solving material balance equation for each species as well as energy balance equation. 

In this study, the blower model uses blower rotational velocity as a state to consider the 

inertia of the blower. The blower rotational velocity is calculated at each time among set of 

points in time vector with Matlab ODE solver. The governing equation for blower calculates 

changes in blower rotational velocity based upon the difference between motor power 

supplied to the blower and power loss associated with the impeller. In this study, the 

minimum of the motor power supplied to the blower is set to be 0.5kW to avoid 

concentration losses in anode electrode as well as having nitrogen at the anode outlet flow 

to limit the corrosion of metallic components. 

𝐽 × 𝑤 ×
𝑑𝑤

𝑑𝑡
= 𝑃𝐵𝑙𝑜𝑤𝑒𝑟 − 𝑃𝐼𝑚𝑝𝑒𝑙𝑙𝑒𝑟 

Equation 
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Where 𝐽 is momentum inertia of the blower, 𝑤 is rotational speed of blower, and 𝑃 is either 

blower power or impeller power. 

Where the power loss associated with the impeller loss is calculated as below: 

𝑃𝐼𝑚𝑝𝑒𝑙𝑙𝑒𝑟 =
1

𝜂𝐼𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑖𝑐𝐵𝑙𝑜𝑤𝑒𝑟

×
𝛾𝑅𝑇𝐴𝑚𝑏

𝛾 − 1
[(

𝑃𝑂𝑢𝑡

𝑃𝐴𝑚𝑏
)

𝛾−1
𝛾

− 1] 

Equation 
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Where 𝑇𝐴𝑚𝑏 is ambient temperature of air, 𝑅 is the universal gas constant, 𝑃 is pressure of 

air stream, 𝜂𝐼𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑖𝑐𝐵𝑙𝑜𝑤𝑒𝑟
 is isentropic efficiency of blower, and 𝛾 is ratio of specific heats. 

The blower outlet temperature is dependent on the pressure ratio of blower (based upon 

ideal gas assumption) is calculated as below: 

𝑇𝑂𝑢𝑡 = 𝑇𝐼𝑛 × (
𝑃𝑂𝑢𝑡

𝑃𝐴𝑚𝑏
)

𝛾−1
𝛾

 

Equation 
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Where 𝑇 is temperature of air, 𝑃 is pressure of air stream, and 𝛾 is ratio of specific heats. 
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3.2.2 Control Strategy Development 

3.2.2.1 Temperature Control 

The primary challenge in designing an appropriate control scenario is to implement and 

control various components in the BoP, e.g., 3-way valve, air electric heater, steam electric 

heater and blower for different control purposes to support the dynamic operation of the 

SOEC for different operating conditions, while minimizing stack degradation and maximizing 

system efficiency. At different operating conditions, depending upon operating voltage, 

heating, or cooling of the stack may be required. In this study, to thermally manage the SOEC 

stack in a standalone SOEC system, two different thermal control strategies are investigated. 

 

Figure 25: PI feedback controller loop for first control strategy. 

In the first control strategy (Strategy I), the stack temperature is controlled by manipulating 

only one control variable which is blower power, manipulated with a PI controller in a 

feedback loop. Two sensors are applied to calculate the temperature difference between 

anode inlet flow and outlet flow. A variable speed blower physical model is used, such that 

the airflow can be increased/decreased by increasing/decreasing blower power to 

thermally manage the stack. The PI controller increases blower power to increase airflow 

rate when the magnitude of anode flow temperature difference becomes higher than the set-

point which is 40K in this study. 0.5kW is a minimum motor power supplied to the blower 

to have sweep gas flow, which permits the convective transport of the produced oxygen to 
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avoid concentration overpotential in the anode electrode. Also, it introduces nitrogen at the 

anode side to limit the corrosion of metallic components. This control strategy keeps the cell 

operating temperature within a viable safe range. In this control strategy, the inlet 

temperature of both cathode and anode flows are fixed at 1023K, which is the nominal 

operating temperature of the stack. 

In the second control strategy (Strategy II), the stack temperature is controlled by 

manipulating two control variables which are blower power and anode inlet temperature 

(sweep gas) manipulated with PI controllers in two independent feedback loops. Four 

sensors are applied to measure the temperature of the PEN corners in this control strategy 

besides the two sensors that mentioned for the first control strategy. The average of these 

four temperatures is an accurate representation of the PEN average temperature called 

“measured PEN average temperature” later in this article. When the measured PEN average 

temperature changes from the nominal operating temperature which is 1023K (controller 

set-point), the blower power and the anode inlet temperature begin changing in a way 

leading the measured PEN average temperature to get back into the controller set-point as 

well as temperature difference along the air side to be set in the desired one. In this control 

strategy, these two manipulated variables work in a way that simultaneously increase or 

decrease the cooling or heating potential of the anode stream. The main challenge in 

developing this control strategy is to accurately calibrate two manipulated actuators to be 

changed in a way that, for all the possible thermal scenarios, keeps the PEN measured 

average temperature at controller set point which is the nominal operating temperature. In 

this control strategy, the cathode flow inlet temperature is fixed at 1023K which is the 

nominal operating temperature of the stack. The schematic of PI controller is shown in Figure 

26. 
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Figure 26: PI feedback controller loop for second control strategy. 

3.2.2.2 Steam Flow Rate Control 

The required feed water to the SOSE system is determined based upon Faraday’s Law of 

electrolysis and specified steam utilization as indicated below. 

𝑛̇𝐻2𝑂 =
𝐼

2 . 𝐹
 .

𝑁𝐶𝑒𝑙𝑙

𝑆𝑈
 

Equation 
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Where 𝐼 is operating current, 𝑁𝐶𝑒𝑙𝑙 is number of cells, 𝐹 is Faraday constant, and 𝑆𝑈 is steam 

utilization. 

The stack and system steam (fuel) utilizations in the cathode can be expressed in terms of 

the consumption of steam as: 

𝑆𝑈|𝑆𝑡𝑎𝑐𝑘 =
𝑛̇𝐻2𝑂,𝐼𝑛|

𝑆𝑡𝑎𝑐𝑘
− 𝑛̇𝐻2𝑂,𝑂𝑢𝑡|

𝑆𝑡𝑎𝑐𝑘

𝑛̇𝐻2𝑂,𝐼𝑛|
𝑆𝑡𝑎𝑐𝑘

 

Equation 
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𝑆𝑈|𝑆𝑦𝑠𝑡𝑒𝑚 =
𝑛̇𝐻2𝑂,𝐼𝑛|

𝑆𝑦𝑠𝑡𝑒𝑚
− 𝑛̇𝐻2𝑂,𝑂𝑢𝑡|

𝑆𝑦𝑠𝑡𝑒𝑚

𝑛̇𝐻2𝑂,𝐼𝑛|
𝑆𝑦𝑠𝑡𝑒𝑚

 

Equation 
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In the proposed system, there is a little difference between stack steam utilization and 

system steam utilization, because there is a recirculation of produced hydrogen (a mixture 



 

62 

of hydrogen and steam) immediately after stack (cathode outlet) to satisfy having 10 percent 

mole of hydrogen at the cathode inlet. The addition of 10 percent mole of hydrogen in the 

cathode inlet flow is assumed to avoid the oxidation of the materials at elevated 

temperatures. For a given amount of steam flow rate, the higher the steam utilization, the 

higher the amount of hydrogen production is. It should be considered that the steam 

utilization should not be too high not only to avoid significant increasing in concentration 

overpotentials caused by steam starvation at the cathode flow outlet. 

3.2.2.3 Input Power Control 

The SOSE system is controlled by the electric power supplied to the stack. It is assumed that 

the power controller immediately adjusts the current for any change in stack input power 

(current controller). 

𝐼 =
𝑃𝑆

𝑉𝑐𝑒𝑙𝑙. 𝑁𝑐𝑒𝑙𝑙
 

Equation 
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Where 𝐼 is operating current, 𝑁𝐶𝑒𝑙𝑙 is number of cells, and 𝑉𝑐𝑒𝑙𝑙 is cell voltage. 

3.2.2.4 Cathode Oxidation Management (Cathode Recirculation Management) 

Having hydrogen at the cathode inlet is assumed to prevent oxidation of materials which is 

probable in high temperatures. In this study the desired (set point) molar percentage of 

hydrogen at cathode inlet is considered 10 percent. The molar percentage of hydrogen is 

controlled by manipulating the opening percentage of a 3-way valve (considered as a state) 

in proportional-integral controller. The controller takes the percentage of hydrogen at the 

cathode inlet and calculate the difference between the actual percentage and the set point 

called hydrogen percentage error. Based on this error, controller begins opening the 3-way 

valve more (means that the portion of recirculated flow to passed flow is increased) 

whenever the error value is negative (molar percentage of hydrogen is less than the desired 

percentage) and vice versa. 
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3.2.3 System Performance Parameters 

Once the system configuration was defined, the system performance can be evaluated 

considering system efficiency, stack efficiency and voltage efficiency. 

𝜂𝑆𝑦𝑠 =
𝑛̇𝐻2

 .  𝐿𝐻𝑉𝐻2

𝑃𝑆 + 𝑃𝐸𝐻,𝐴𝑛 + 𝑃𝐸𝐻,𝐶𝑎 + 𝑃𝑆𝐺 + 𝑃𝑃 + 𝑃𝐵 + 𝑃𝐶𝑜𝑚𝑝
 

Equation 
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𝜂𝑆 =
𝑛̇𝐻2

 .  𝐿𝐻𝑉𝐻2

𝑃𝑆
 

Equation 
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𝜂𝑉 =
𝑉𝑇𝑛

𝑉𝑐𝑒𝑙𝑙
 

Equation 
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where 𝜂 is efficiency, 𝑛̇𝐻2
 is the molar flow rate of produced hydrogen, 𝐿𝐻𝑉𝐻2

 is the lower 

heating value of the hydrogen, 𝑃 is power consumption of different components, and 𝑉𝑇𝑛 is 

thermoneutral voltage at the stack operating temperature. 

 SOEC Stack Steady-State Results 

First, the developed SOSE system model is used to carry out a steady state simulation on both 

stack level and system level to obtain not only the spatial distribution of different variables 

e.g., Nernst voltage, overpotential, current density and species concentration, but also the 

performance of the system at steady-state operating condition. The SOSE system is designed 

to operate at 1023K temperature and thermoneutral voltage, which is 1.285V at the design 

temperature. It should be noticed that the spatial distribution of both PEN operating 

temperature and operating voltage are obtained uniform with constant value of 1023K and 

1.285V respectively. 
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Figure 27: Steady-state spatial distribution of (a) Nernst voltage, (b) Overpotentials, (c) Current density. 

Figure 27 shows the spatial distribution of Nernst voltage, overpotentials and current 

density in a unit SOE cell. The Nernst voltages are in the range of 0.89V-1.03V. The Nernst 

voltage has its highest amount at the corner close to the cathode and anode streams outlet 

and its lowest amount at the corner close to the cathode and anode streams inlet where both 

steam and air are fresh. The lowest amount of overpotentials is 0.26V captured where the 

current density has its lowest absolute value (0.76A/cm2) and the Nernst voltage has its 

highest value. On the other hand, the highest amount of overpotentials is 0.39V which 

corresponds to the highest absolute value of current density (1.15A/cm2) and lowest Nernst 

voltage value. 
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Figure 28: Steady-state spatial distribution of molar fraction of (a) Steam, (b) Hydrogen, (c) Oxygen, (d) 

Nitrogen. 

Figure 28 shows the spatial distribution of different species’ molar fractions. As shown, along 

the steam flow direction, the steam is consumed in the electrochemical reactions while the 

hydrogen is produced as a product of electrochemical reactions leading to lower steam and 

higher hydrogen molar fractions in the flow direction. The hydrogen concentration at the 

beginning of the cell is 10% which is imposed by a controller so that hydrogen present at the 

cathode inlet may prevent oxidation of stack materials at the high operating temperatures of 

an SOEC. At the cathode stream outlet, the hydrogen concentration is 80% which results 

from the inlet composition and steam utilization to produce hydrogen. Along the anode 

stream flow direction, oxygen molar fraction increases due to oxygen production by the 

electrochemical reactions, also resulting in a decrease in nitrogen molar fraction. The oxygen 

concentration varies from 22% to 38%. This relatively high change in oxygen concentration 
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along the anode flow direction is due to conditions of air flow rate that is at its minimum 

value associated with thermoneutral conditions. It should be noted that if the endothermicity 

or exothermicity of the electrochemical reactions is great enough, more air will be 

introduced to the SOEC stack (to cool or warm the stack), so that lower final oxygen 

concentrations will be achieved. 

The developed model is also used to carry out a step-wise dynamic simulation for a wide 

range of stack input powers of 60kW to 450kW (20% to 150% of nominal power) with 15kW 

step size to evaluate and compare the effects of two thermal control strategies on the 

performance of the stack and BoP, particularly on the temperature distribution and the 

overall performance of the system. 

Figure 29(a) shows that under the first strategy, increasing the stack input power from 

300kW to higher powers moves the stack operating voltage from thermoneutral voltage to 

exothermic voltage conditions. The exothermicity of the electrochemical reactions increases 

the PEN average temperature since the blower does not act (push more air) for anode flow 

temperature differences lower than the set-point (40K). At a stack input power of about 

420kW, the anode flow temperature difference becomes larger than 40K, and the blower 

begins pushing more air to decrease the anode flow temperature difference, leading to a 

small drop in PEN average temperature. Reducing the stack input power from 300kW to 

lower power makes the electrochemical reactions endothermic, which leads to a drop in the 

PEN average temperature since the blower does not act again for anode flow temperature 

differences lower than the controller set-point. At the stack input power of about 195kW, the 

magnitude of the anode flow temperature difference goes higher than 40K, and the blower 

begins increasing the introduced air to decrease the anode flow temperature difference 

leading to a small rise in the PEN average temperature. While, under the second control 

strategy, as shown in Figure 29(a), the controller acts in a way that it keeps the PEN average 

temperature quite constant at its nominal operating temperature (1023K). The PEN average 

temperatures change between 985-1061K and 1022.9-1023.1K under the first and the 

second control strategies, respectively.  
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As shown in Figure 29(b), maximum temperature difference along the PEN is always higher 

under the first strategy compared to the second one for all the evaluated stack loads. The 

maximum PEN temperature difference varies between 0.5K-16.5K and 0.5K-41.3K under the 

control strategies ‘I’ and ‘II’, respectively. As a result, the second strategy keeps the PEN 

average temperature quite constant while increases the PEN temperature difference. On the 

other hand, the first control strategy changes the PEN average temperature more while 

keeps the PEN temperature difference lower compared to the Second strategy. It is clearly 

shown in Figure 29(b), that both control strategies keep the PEN temperature difference 

within a safe operating range (lower than 100K). 

 

Figure 29: (a) PEN average temperature, (b) Maximum PEN temperature difference vs. stack input power. 

Figure 30(a) and Figure 30(b) show the variation of minimum, average and maximum PEN 

temperature at different stack loads under the two developed control strategies. As clearly 

shown, all these temperatures change in quite a similar pattern as the stack operates under 

the first control strategy. However, when the stack operates under the second control 

strategy, as stack power goes higher than 300kW or lower than 300kW, the maximum and 

minimum temperatures change in the opposite direction leading to a constant PEN average 

temperature. It should be noted that the maximum or minimum temperatures shown in 

Figure 30 are not related to one specific node on the PEN, meaning that one node might have 

maximum temperature at one stack load and another node might have the maximum 

temperature at a different stack load. 

 
(a) 

 
(b) 
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Figure 30: PEN average, maximum and minimum temperatures (a) first control strategy, (b) second control 

strategy. 

 

Figure 31: (a) Maximum PEN localized temperature gradient, (b) temperature of a node on the PEN with the 

highest temperature fluctuation vs. stack input power. 

The maximum PEN localized temperature gradient changes between 0.01-2.3K/cm and 0-

6.1K/cm, operating under first and second strategies, respectively, as represented by Figure 

31(a). Both control strategies keep the PEN localized temperature gradient inside a safe 

operating range (lower than 10K/cm). Figure 31(b) depicts the temperature of a specific 

node which experiences the highest temperature fluctuations and varies between 982-

1065K and 1000-1037K under first and second strategies, respectively. These nodes are 
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located at one corner of the PEN for control strategy I, and at the opposite corner of the PEN 

for control strategy II. 

Figure 32 shows the spatial distribution of different operating parameters in a highly 

exothermic condition in which the operating voltage is higher than thermoneutral voltage 

for the two developed control strategies. As expected, the PEN average temperature is above 

1023K under first control strategy while it is equal to 1023K under second control strategy. 
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Control Strategy I Control Strategy II 
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Figure 32: Spatial distribution of different operating parameters at highly exothermic condition. 

Figure 33 shows the spatial distribution of different operating parameters in a highly 

endothermic condition in which the operating voltage is lower than thermoneutral voltage 

for the two developed control strategies. As expected, the PEN average temperature is below 

1023K under first control strategy while it is equal to 1023K under second control strategy. 
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Control Strategy I Control Strategy II 
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Figure 33: Spatial distribution of different operating parameters at highly endothermic condition. 

 SOEC System Steady-State Results 

The system and stack efficiencies are presented in Figure 34(a) and Figure 34(b). For both 

control strategies, the system efficiency varies between 45% and 75%. Under the first 

control strategy, the system efficiency is almost constant between stack input powers of 

195kW to 420kW results from having the blower working at its minimum power since anode 

flow temperature difference is below the controller set-point. However, for the second 

control strategy, the system efficiency is at its highest value at the nominal power (300kW) 

since at greater and lesser stack input powers, both the blower power and the air electric 

heater power change to keep the PEN average temperature fixed at its nominal value. For 

stack input powers higher than 300kW, the stack efficiency is higher for the first control 

strategy compared to the second one since current, and as a result hydrogen production rate, 

is higher due to the lower ASR, and as a consequence, lower overpotential associated with 

higher PEN average temperature is achieved. In opposition, for stack powers lower than 

300kW, the stack efficiency is lower for the first strategy due to the higher ASR, and as a 

result, higher overpotential results from lower PEN average temperature. 
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Figure 34: (a) System efficiency, (b) Stack efficiency vs. stack input power. 

Figure 35(a) demonstrates the hydrogen production rate at different stack input powers. 

Under the two control strategies investigated, the hydrogen production rate is similar. The 

operating current and so the hydrogen production rate are higher when the system operates 

under the second control strategy for stack loads lower than 300kW, while these parameters 

are higher for stack loads higher than 300kW under the first control strategy. The captured 

difference under the two control strategies is due to the difference in operating voltage at a 

given current level that results from a difference in the PEN temperature and resulting ASR. 

Figure 35(b) shows the system energy consumption per mass of produced hydrogen at 

different stack input powers. Note that these range from 45-75 kWh/kg, which is better than 

low temperature electrolysis at the low end, and comparable to those of low temperature 

electrolysis in the middle and high end of this range.  Note that all the required energy is 

supplied in the form of electrical energy without using an external heat source on the system, 

which would improve the SOEC electrical efficiency. 

According to Figure 36(a), the stack accounts for the largest part of electricity consumption, 

higher than 70% in wide range of operating conditions. Only in strong endothermic 

conditions, does the required energy for stack heating reduce the stack power contribution 

to below 50%. The required energy for steam generation contributes about 10-14% of the 

total consumption for stack loads between 195-420kW. This is the range in which the air 

flow is at its minimum, meaning that a small amount of heat can be recovered in the steam 
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generator section and the evaporation heat must be provided via electric heating. As shown 

in Figure 36(b), when the system operates under the second control strategy, the main 

electricity consuming components are the stack and air electric heater, which together 

account for more than 80% of the system electricity consumption. When the stack loads are 

lower than 300kW and the stack works below the thermoneutral voltage, and the BoP 

contribution in power consumption increases noticeably. Especially the blower and the air 

electric heater power consumption increase due to the need to increase both air flow and 

stack inlet air temperature to maintain the constant cell temperature. However, for stack 

loads higher than 300kW, the air flow increases while the stack inlet air temperature 

decreases to cool the stack to keep its temperature constant. For most stack load conditions, 

the electric steam generator contributes only around 1% of total system consumption 

because of a high mass flow rate of air involved in thermally managing the stack and 

therefore effective heat recovery can be used in the steam generator. However, when the 

system operates near the thermoneutral voltage, where cooling or heating decrease 

consistently, less heat can be recovered at the evaporation temperature and therefore the 

steam generator consumption reaches up to about 10% of the total power consumption. The 

hydrogen compressor contribution is about 3-7% which is only dependent on the hydrogen 

production rate. It can be concluded that when the electrolysis system does not use an 

external heat source, it is better in terms of efficiency and performance to work at or above 

the thermoneutral voltage. 

 

Figure 35: (a) Hydrogen production rate, (b) Energy consumption of the system vs. stack input power. 
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Figure 36: Contribution of system components in power consumption (a) First control strategy, (b) Second 

control strategy. 

 Summary 

This Chapter has focused on developing a spatially and temporally resolved solid oxide 

electrolysis cell model. It has also focused on designing solid oxide electrolysis system and 

its required control strategies and developing dynamic model of different balance of plant 

components. Additionally, it has focused on a comparative analysis of an SOEC system for a 

stepwise dynamic operation under two different thermal control strategies, by analyzing the 

overall system performance at different stack power loads. System simulation results show 

that the PEN average temperature can be well maintained by both control strategies while 

operating dynamically. PEN average temperature is quite constant and invariant under the 

second control strategy while it varies considerably more under the first one. Operation 

under both control strategies, the PEN localized temperature gradient is always maintained 

below the maximum tolerable temperature gradient. The overall efficiency of the system is 

higher for the first control strategy compared to the second one while the temporal 

temperature variation of the PEN is lower for the second control strategy compared to the 

first one. 
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4 SOEC System Dynamic Operation 

The University of California, Irvine (UCI) campus microgrid incorporates about 4MW of solar 

PV. A 15-minute resolution dataset for operation of PV generation was obtained from a 

database that archives PV power dynamics of systems on the UCI campus. The dataset was 

scaled to a maximum of 450kW of PV generation to consider the case where about 10% 

excess generated electricity is to be utilized by the SOSE system for renewable hydrogen 

production. 

The PV generation dataset was analyzed to obtain a day in which the PV generated power 

has its highest dynamic behavior (a cloudy day) and another day in which the PV generated 

power is maximum (a sunny day). Figure 37 shows PV generated power for both the sunny 

day and the cloudy day. 

 

Figure 37: PV generated power for a sunny day and a cloudy day. 

The purpose of this section is to evaluate the capability of the SOSE system to effectively 

convert renewable electrical power into hydrogen and to dynamically follow input power 

variations while maintaining all system variables within acceptable limits. The obtained PV 
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generated powers (Figure 37) are given directly to the SOSE system to evaluate the 

performance of the SOSE system as it might be integrated with over-generated renewable 

PV power. The dynamic simulation of the SOSE system using measured dynamic power 

generation profiles for sunny and cloudy days as input to the system are exactly expected for 

a real-world application. 

 Sunny Day Simulation  

The PV generated power for a sunny day between 4:45 and 17:15 is directly given to the 

stack as an input power to capture the dynamic performance of the SOSE system. Figure 38 

shows both the PV generated power in the sunny day which is directly given to the stack and 

the SOE stack consumed power which is obtained by multiplying the operating voltage by 

the current and number of the cells. It shows that how closely the SOE system captures the 

transient behavior of the given power. 

 

Figure 38: PV generated power vs stack consumed power for sunny day. 

Figure 39 shows that the cell current density varies in the range of 0-1.35A/cm2 and reaches 

its maximum value at about 11 exactly when the PV Generated Power has its maximum 

amount (Figure 38). As displayed in Figure 39, the cell operating voltage varies between the 
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0.87-1.33V. The operating voltage begins in endothermic region crossing the thermoneutral 

voltage at about 7:30 going to exothermal operating condition, and it goes back to 

endothermal operating condition at 14:30. These 7 hours of operation include conditions in 

which stack input power is higher than nominal 300kW stack power. 

 

Figure 39: Cell current density and voltage for a sunny day. 

 

Figure 40: PEN average temperature and maximum temperature difference along the PEN for a sunny day. 
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Figure 40 illustrates that the PEN average temperature varies between 985-1062K. It is 

assumed that at the beginning of system operation, the stack has uniform temperature of 

1023K, which is the steady-state nominal operating condition at thermoneutral conditions 

so that the temperature difference along the PEN is zero. Early in the morning, during the 

startup, the PEN average temperature drops because of the endothermicity of the reactions 

below the thermoneutral point. At about 6:00, the PEN average temperature reaches its 

minimum level due to a period of operation in the high endothermicity region of the 

electrochemical reaction. Due to the large and continuous endothermicity at this moment, 

the anode stream temperature difference reaches to 40K (the controller set-point). The 

thermal controller begins introducing more air flow to the SOE stack by manipulating the 

blower power. As a result, the cell average temperature is maintained between maximum 

and minimum set-point values (1023K±40K). The minimum cell average temperature is 

985K which is about 40K (controller set-point) lower than the nominal operating 

temperature. However, increasing the air mass flow rate to maintain average cell 

temperature in the acceptable region, causes a temperature gradient along the cell as shown 

in Figure 40. The maximum temperature difference along the cell is 18K which is acceptable 

for SOEC dynamic operation in terms of resulting thermal stress. Figure 40 clearly shows 

how the temperature controller perfectly acts to maintain the cell average temperature 

between maximum and minimum set-point values (1023K±40K) by manipulating the 

blower power. At about 7:30, when the operating voltage approaches the thermoneutral 

voltage, the PEN average temperature returns to 1023K (the steady state nominal operating 

temperature). Around 11:00, the SOEC is working in the highly exothermic operating 

condition, in which the temperature controller increases the blower power to maintain the 

temperature below 1062K, which is about 40K higher than the nominal operating point. At 

11:00, the PEN average temperature and temperature difference along the PEN are close to 

their maximum value. As shown in Figure 40, the thermal controller maintains the 

temperature in the range of ±40K of the nominal operating temperature. The closer the 

voltage gets to the thermoneutral point, the more the PEN average temperature approaches 

the nominal operating point and the more uniform the temperature distribution becomes. 

Note also that the temperature difference along the PEN is zero when the stack is not 

operating and whenever the cell operating voltage is close to thermoneutral point. Note that 
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both Figure 39 and Figure 40 provide evidence of the SOEC stack thermal inertia at around 

7:30 when the cell operating voltage crosses the thermoneutral voltage. At this moment, the 

stack average temperature is about 997K which is about 25K lower than what is expected 

under thermoneutral operating conditions. Also, according to Figure 40, there is a 6K 

temperature difference along the stack at this moment (versus the uniform temperature that 

occurs under thermoneutral conditions at steady state). At around 7:45, the stack average 

temperature becomes 1023K. It shows that although the operating voltage crosses 

thermoneutral voltage at 7:30, there is a 15-minute delay for the stack, due to its thermal 

inertia, to reach 1023K which is associated with thermoneutral operating point. 

Figure 41 shows minimum, average, and maximum PEN temperature versus time. When the 

operating voltage is close to the thermoneutral point, all three temperatures are close to each 

other and equal to the nominal operating temperature. However, at highly endothermic and 

exothermic operating conditions, the deviation of minimum and maximum temperature 

from the average temperature increases which causes temperature gradient along the cell 

(as discussed regarding Figure 40). 

 

Figure 41: PEN minimum, average and maximum temperature for a sunny day. 
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Figure 42: Efficiencies for the sunny day scenario. 

The good performance of the SOSE system is highlighted in Figure 42, which indicates that 

the system efficiency throughout the majority of the operating time remains at values higher 

than 70% LHV. High efficiency is even achieved during the periods in which the current is 

high leading to high hydrogen production rate. The average efficiency of the SOSE system 

over the entire 12.5 hours of operation is 68%. It should be noted that between 7:30 and 

15:30, the average system efficiency is 74%. According to Figure 42, when the SOE system 

begins working, between 4:45 and 6:00, the system efficiency increases up to around 70%. 

Since the cell operating voltage is very low from 4:45 to 6:00, the endothermicity of the 

electrochemical reaction is very low, and as a result, the absolute change in both the average 

temperature of the cell and the anode stream temperature difference along the cell is less 

than 40K (the controller set-point). Hence, the system requires minimum amount of air flow 

rate and as a result the blower power works at its minimum power. Also, low air flow rate 

needs low air electric heater power consumption. As a result, an increase in efficiency due to 

increase in the amount of hydrogen produced can be observed. However, at around 6:00, the 

endothermicity of the cell causes an increase in anode stream temperature difference which 

is greater than the controller set-point. So, the blower begins introducing more air into the 
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system. This results in an increase in both blower power consumption and air electric heater 

power consumption. Hence, a slight dip in the SOE system efficiency occurs at around 6:00. 

Between 7:00 and 10:00, the SOE system is working close to its thermoneutral voltage and 

as a result the endothermicity (for times the cell operating voltage is lower than the 

thermoneutral voltage) and exothermicity (for times the cell operating voltage is higher than 

the thermoneutral voltage) are not too much which causes the blower to be working around 

its minimum power setting and so minimal amounts of air are introduced to the anode side. 

Around 11:00, there is a slight drop in efficiency which is due to the high operating voltage 

and high exothermicity operation of the cell. The high operating voltage pushes the 

controller to manipulate the blower power to increase the air flow rate to the anode side to 

maintain the anode stream temperature difference at the controller set-point. After 15:00, 

when the PV generated power decreases, a drop in efficiency is obtained, which is due to the 

thermal controller function for highly endothermic conditions (like what happened at 

around 6:00). The controller pushes more air to the stack which increases both blower and 

air electric heater power consumption. The voltage and stack efficiencies have quite similar 

trends where the former varies between 96-148% while the latter varies between 93%-

142%. They are above 100% when the cell operating voltage is lower than thermoneutral 

voltage and vice versa. It should be noticed that for the hours in which the stack efficiency is 

above 100% (the operating voltage is below the thermoneutral voltage (thermoneutral 

voltage is a voltage at which hydrogen and oxygen are produced with 100% thermal 

efficiency (i.e., no waste heat produced from the reaction))), the electric power given to the 

stack is lower than the energy of the produced hydrogen (based on LHV), since the 

electrolysis reaction is endothermic reaction and the stack gets a portion of its required 

energy in a form of heat provided by electric heaters. Stack efficiency above 100% is 

significantly valuable in case of having available external heat sources that can be utilized to 

provide a portion of the required energy for electrochemical reaction. This results in stack 

efficiency above 100% by utilizing the external heat source to produce hydrogen by 

consuming less electric energy. In a sunny day, during the 12.5 hours of operation, the SOSE 

system consumes 4322kWh, produces 94 kg of hydrogen. 
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Figure 43: Contribution of each component in power consumption for a sunny day. 

Figure 43 shows the contribution of each SOSE component to the system power 

consumption. For most of the operating time, the stack power accounts for the highest 

consumed power. For 2.5 hours at the beginning and at the end of the system operating time, 

the contribution of the air side electric heater increases not only due to the increased air flow 

rate for heating purposes, but also due to the higher required temperature rise via air electric 

heater that results from lower heat recovered in the air side heat exchanger from lower 

temperature air leaving the stack. When the air electric heater consumed power increases, 

the steam generator power consumption decreases because of increased air heat recovery 

in the steam generator. In the middle of the day, when the stack is operating in the highly 

exothermic region, the air electric heater power consumption increases (non-intuitively) to 

maintain air inlet temperature while increasing air flow to provide adequate cooling to the 

stack. 
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Figure 44: Highly endothermic spatial distribution (a) Current density, (b) Overpotentials, (c) PEN 

temperature, and (d) Oxygen molar fraction. 

Figure 44 shows the spatial distribution of current density, overpotential voltage, 

temperature, and oxygen concentration at around 6:00, in which the SOEC exhibits its 

minimum average temperature and maximum temperature difference along the cell. This 

operating condition is the highly endothermic condition in which the operating voltage is 

between the open circuit voltage and the thermoneutral voltage. The operating voltage at 

this most endothermic operating condition is 1.1V. According to Figure 44, the spatial 

overpotential loss varies from 0.06V to 0.18V which is lower than that of steady state 

operating conditions and results from operating in this regime at lower current density. 

Moreover, the spatial temperature at this case varies from 979K to 995K while the highest 

and lowest spatial temperature are located at the cell corners. As shown in Figure 44, the 
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oxygen concentration changes only slightly due to controller action to introduce large 

amounts of air to warm the cell. Since in this case, the endothermicity is high, the blower 

pushes more air to keep the anode stream temperature difference at the controller set-point. 

As a result, the amount of oxygen produced in electrochemical reaction is almost negligible 

compared to the amount of oxygen entering the anode. 

Figure 45 shows the spatial distribution of operating parameters at around 11:00, in which 

the system is working at its maximum average temperature. This operating condition is the 

highly exothermic condition in which the operating voltage is greater than the 

thermoneutral voltage. The operating voltage at this endothermic operating condition is 

1.33V. According to Figure 45, the spatial overpotential loss varies from 0.31V to 0.45V 

which is higher than that of steady state conditions, resulting from high current density. 

Moreover, the spatial temperature at this case varies from 1050K to 1066K which is greater 

than nominal operating temperature conditions. As shown in Figure 45, the oxygen 

concentration changes more compared to the endothermic condition shown in Figure 44. 

This small change results from controller that introduces more air to cool the stack because 

endothermicity is high. The small, but larger, change in oxygen concentration in anode 

compartment compared to the endothermic condition is due to the higher current density 

and higher oxygen production by the electrochemical reactions. However, the variation of 

oxygen concentration is lower compared to the steady-state operating condition 

(thermoneutral condition) since in the exothermic condition, the blower introduces more air 

to the anode to control the temperature of the stack. 
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Figure 45: Highly exothermic spatial distribution (a) Current density, (b) Overpotentials, (c) PEN temperature, 

and (d) Oxygen molar fraction. 

 Cloudy Day Simulation  

The PV generated power for a cloudy day between 6:45 and 17:45 is directly given to the 

stack as an input power to capture the dynamic performance of the SOSE system. During the 

cloudy day, several strong dynamic conditions are present but nevertheless the system is 

able to modulate its operating condition following the highly dynamic renewable excess 

power. The transients related to the passing clouds cause multiple fluctuations of the cell 

operating voltage during the day rapidly switching between exothermic and endothermic 

modes of operation 10 times. 
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Figure 46 shows both the PV generated power in the cloudy day which is directly given to 

the stack and the SOE stack consumed power which is obtained by multiplying the operating 

voltage by the current and number of the cells. It shows that how closely the SOE system 

captures the transient behavior of the given power. 

 

Figure 46: PV generated power vs stack consumed power for a cloudy day. 

As presented in Figure 47, the cell operating voltage varies between the 0.87-1.33V while the 

cell current density varies between 0-1.25A/cm2 and reaches its maximum value at about 

13:25 exactly when the PV Generated Power has its maximum amount (Figure 46). It should 

be noticed that due to the lower amount of PV generated power in this cloudy day scenario 

compared to the sunny day scenario, the SOEC is working mostly in endothermic and 

endothermal operating conditions. 
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Figure 47: Cell current density and voltage for a cloudy day. 

Figure 48 shows multiple dynamic fluctuations in both PEN average temperature and 

maximum temperature difference along the PEN. These variations are within safe operating 

limits, confirming the appropriate system configuration and appropriate applied 

temperature control strategy that can keep the stack operating temperature inside the 80K 

safe range during realistic and highly dynamic operating conditions. The maximum 

temperature difference across the PEN is lower than 18K. It is shown that the maximum PEN 

temperature difference increases when the PEN average temperature reaches its lower limit 

value. According to Figure 48, for the cloudy day scenario, the PEN average temperature 

reaches its lower limit (40K below 1023K) during endothermic operating conditions since it 

stays in endothermic condition for a considerable time. However, it does not reach to its 

upper limit (40K higher than 1023K) because the SOE system does not stay in exothermic 

operating condition for a very long time. Thus, the SOEC stack does not have enough time to 

heat up to the upper limit due to its thermal inertia. It should be noted that when the 

operating voltage is switched between endothermic and exothermic conditions, the SOEC 

stack takes time to experience dynamic changes in its temperature. In the cloudy day 

scenario even though at several moments the operating voltage crosses the thermoneutral 
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condition toward exothermic conditions, the short duration of stay in exothermic mode does 

not allow the temperature of the stack to reach the upper safe limit. According to Figure 49, 

the maximum and minimum temperature of PEN have their highest deviation from the 

average temperature under highly endothermic operating conditions, while there is a small 

deviation obtained in moderate exothermic operating conditions. 

 

Figure 48: PEN average temperature and maximum temperature difference along the PEN for a cloudy day. 
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Figure 49: PEN minimum, average and maximum temperature for a cloudy day. 

The system efficiency for the cloudy day fluctuates a lot due to the fluctuations in stack input 

power (Figure 50). The average efficiency of the SOSE system for the 11 hours of operation 

in 63%. The voltage and stack efficiencies have quite similar trends where the former varies 

between 96-148% while the latter varies between 93%-142%. Both stack and voltage 

efficiencies are above 100% for majority of the time due to the operating voltage which is 

lower than the thermoneutral voltage most of the time. During the 11 hours of operation, the 

SOSE system consumes 2663kWh and produces 55 kg of hydrogen. 
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Figure 50: Efficiencies for the cloudy day scenario. 

 

Figure 51: Contribution of each component in power consumption for a cloudy day. 
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Figure 51 shows the contribution of each SOSE component in the total system power 

consumption. As clearly shown in Figure 51, the blower power and therefore the air electric 

heater power contributions increase four times throughout the day, corresponding to hours 

in which the cell operating temperature reaches its lower limit, and the controller forces the 

blower to blow more air toward the SOSE stack to heat the stack. For most of the hours that 

correspond to increased contribution of the air electric heater to overall power consumption, 

the contribution of the steam generator drops due to the higher air heat recovered in the 

steam generator. The highest stack power contribution happens between 13:00 and 15:00 

where the PV generated power given to the stack, has its maximum amount (Figure 46), and 

the blower power is at its minimum power. 

 Summary 

This chapter has focused on evaluating the dynamic behavior of a SOSE system without an 

external heat source which uses transient PV generated power as an input to produce 

compressed (to 3 MPa) renewable hydrogen to be stored or injected directly into the natural 

gas network. The study developed an SOSE system design and control strategy and 

demonstrated that the proposed SOSE system can operate dynamically to directly convert 

solar power to hydrogen for both sunny and cloudy days. For the entire operating periods of 

both days, the stack temperature and temperature difference along the stack were 

maintained in a safe operating range. The 12.5 h operation of the SOSE system on a sunny 

day resulted in the production of 94 kg hydrogen by using an average of 46 kWh/kg of the 

produced hydrogen. The SOSE system operated 11 h on a cloudy day and produced 55 kg 

hydrogen at average system power consumption per kilogram of produced hydrogen of 48.4 

kWh/kg. The temperature distribution and dynamics of temperature gradients (spatial and 

temporal) that our dynamic model has produced, as demonstrated in this Chapter, will have 

a significant impact on degradation and other performance characteristics. 
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5 Integration of SOEC System into the UCI Microgrid to Support 

High Renewable Use 

 UCI Campus Microgrid 

The University of California, Irvine campus offers a unique opportunity to investigate the 

management and performance of a microgrid. The microgrid presents a variety of building 

types such as classrooms, laboratory facilities and offices and also some features that are 

going to become part of future energy systems such as electric vehicle and bus fleets and 

their charging stations, chemical batteries for grid balance, and a large set of renewable 

distributed energy generation resources (mostly solar PV) [344]. The campus microgrid is 

connected to the external Southern California Edison (SCE) grid through a single substation 

where the voltage is decreased from 66 to 12 kV. The campus power plant can provide more 

than 90% of campus electricity consumption via ten 12 kV circuits and district heating and 

cooling network. The power plant consists of a 19 MW natural gas-fired combined cycle 

formed by a 14 MW gas turbine and a 5 MW steam turbine, 7 electrically driven chillers and 

1 steam driven chiller. One of the main characteristics of the UCI central plant is the presence 

of a 175 MWh cold water storage tank and cold water distribution to all major campus 

buildings that allows the microgrid management to produce campus air conditioning via the 

chillers during at any time of day or night (e.g., at off-peak hours or when solar is available 

in excess) [345]. On the UCI campus, following the plan of the University of California to 

achieve carbon neutrality in 2025, there are already in operation three large PV installations 

over parking structures and many other distributed rooftop installations for a total installed 

capacity of about 4 MW and two two-axis tracking concentrated solar-PV systems of 113 kW 

installed capacity. These solar installations, coupled with deep energy efficiency measures 

deployed throughout the campus, are already introducing challenges to the microgrid 

operation when the power plant output has to adjust to very low power levels to allow 

renewable energy utilization in the microgrid. Given the future goal of UCI administration to 

increase the renewable share of the energy mix, the implementation of energy storage will 

become a fundamental requirement of the campus energy infrastructure. 
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In this section, the implementation of a P2G system based upon dispatching SOE unit systems 

is investigated. Figure 52 shows the existing microgrid components in addition to current 

proposed use of the SOE unit systems (dashed lines). 

 

Figure 52: Schematic representation of the microgrid components considered in this analysis and the SOE unit 

systems integration. 

 UCI Microgrid Demand Profiles 

Historical data regarding the campus demand and PV production from the year 2014 have 

been provided by UCI facilities management and used as inputs in this study. The data come 

with a 15 min-resolution and include both electricity and thermal demand. The campus 

electric and thermal loads are presented in Figure 53. The campus annual electric demand 

was around 126 GWh in 2014 with an average load of 14.32 MW, a maximum load of 27.7 

MW and a minimum load of 9.2 MW. Electricity demand is quite uniform (primarily because 

of careful control of the chillers and thermal energy storage system) during the year 

presenting daily peaks in workdays and decreasing over the weekends. The highest electrical 

consumption days usually coincide with the hottest days when the electrical demand for 

campus air conditioning is highest. Campus thermal demand varies between 5 and 27 MW 
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and shows a significant seasonal variation rising during the winter and generally decreasing 

over the summer. The PV installed capacity in 2014 represented by the data was 893 kW and 

PV power demand dynamics have been scaled up for all of the future simulation scenarios 

using a scaling factor, in order to simulate the grid response to increasing renewable 

installed capacity. 

Previous work at the Advanced Power and Energy Program (APEP) at UCI estimated that a 

maximum of 15 MW of fixed PV installations (mainly on building rooftops, parking structure 

terraces, and above parking lots) and up to 22 MW of ground mounted 2-axis tracking PV 

systems (37 MW in total) could be installed in and/or nearby the UCI campus [344]. 

 

Figure 53: UCI campus (a) electricity demand, and (b) thermal demand for the year 2014. 

 UCI Microgrid Power Plant Model 

The Gas Turbine is the main component of the campus power plant. The maximum electrical 

power output is 14 MW and the turbine can be turned down to a minimum power output of 

8 MW; the minimum operating point is a consequence of necessary compliance with the 

strict criteria pollutant emissions laws of the state of California. Moreover, in this study, the 

gas turbine is constrained not to ramp faster than 6 MW/h [345]. A simplified regression 

based gas turbine model has been previously developed [346], and has been implemented 

to simulate the operation of the campus power plant. The gas turbine electrical efficiency 

(ηGT,El) and turbine exit temperature (TGT,Out) are correlated to the electrical power output 
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(PGT,El) according to the following equations, represented in Figure 54 for a range of the gas 

turbine electrical power outputs. 

 

Figure 54: Gas turbine regression based operating parameters: (a) efficiency, and (b) turbine exit temperature. 

𝜂𝐺𝑇,𝐸𝑙 = 𝑓(𝑃𝐺𝑇,𝐸𝑙) = −8.9 × 10−4 × 𝑃𝐺𝑇,𝐸𝑙
2 + 0.0299 × 𝑃𝐺𝑇,𝐸𝑙 + 0.0833 

Equation 
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𝑇𝐺𝑇,𝑂𝑢𝑡 = 𝑔(𝑃𝐺𝑇,𝐸𝑙) = 0.069 × 𝑃𝐺𝑇,𝐸𝑙
4 − 2.12 × 𝑃𝐺𝑇,𝐸𝑙

3 + 19.14 × 𝑃𝐺𝑇,𝐸𝑙
2 − 31.57 × 𝑃𝐺𝑇,𝐸𝑙 + 636.27 

Equation 
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where 𝑃𝐺𝑇,𝐸𝑙  is the electric power produced by the gas turbine, 𝜂𝐺𝑇,𝐸𝑙 the electrical efficiency 

of the gas turbine, and 𝑇𝐺𝑇,𝑂𝑢𝑡 is the gas turbine outlet temperature. 

According to Figure 54, the electrical efficiency of the turbine decreases from 33% at the 

maximum operating load to 26% when the turbine operates at the minimum electric power 

output of 8 MW. On the other hand, the temperature of the turbine outlet increases form 764 

K (at maximum load) to 811 K when the turbine is turned down to the minimum load. 

The thermal power available from the turbine exhaust for the heat recovery steam generator 

is evaluated using the following equation which takes into account the ratio between the 

difference between TGT,Out and temperature of gases leaving the steam generator (450 K) and 

the difference between TGT,Out and the reference temperature (273 K) at which heating values 

are evaluated. 
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𝑃𝐺𝑇,𝑇ℎ,𝑊𝑎𝑠𝑡𝑒 = 𝑃𝐺𝑇,𝐸𝑙 ×
(1 − 𝜂𝐺𝑇,𝐸𝑙)

𝜂𝐺𝑇,𝐸𝑙

×
𝑇𝐺𝑇,𝑂𝑢𝑡 − 450

𝑇𝐺𝑇,𝑂𝑢𝑡 − 273
 

Equation 
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where 𝑃𝐺𝑇,𝐸𝑙  is the electric power produced by the gas turbine, 𝜂𝐺𝑇,𝐸𝑙 the electrical efficiency 

of the gas turbine, 𝑃𝐺𝑇,𝑇ℎ,𝑊𝑎𝑠𝑡𝑒 is the waste heat of gas turbine associated with exhaust gas, and 

𝑇𝐺𝑇,𝑂𝑢𝑡 is the gas turbine outlet temperature. 

This thermal energy in the form of steam is then used in the cogeneration plant to feed the 

steam turbine and to cover the campus heat demand via steam/pressurized water heat 

exchangers. 

The 5 MW Steam Turbine never operates at full load since it is oversized for the application. 

Also, the minimum operating power is 0.5 MW to avoid the risk of an electrical trip if the 

campus were to suddenly draw additional steam for heating. Moreover, it can be turned on 

and off depending upon electric demand and steam availability [347]. During emergencies 

the turbine can respond to transients as fast as 1 MW/min, though standard operation limits 

manipulation to a rate of approximately 4 MW/h [345]. In every moment the maximum 

possible electrical output that can be delivered by the recuperative steam turbine is then 

related to the available waste heat by the electrical efficiency 𝜂𝑆𝑇,𝐸𝑙  according to the following 

equation. 

𝑃𝑆𝑇,𝐸𝑙 = 𝑃𝐺𝑇,𝑇ℎ,𝑊𝑎𝑠𝑡𝑒 × 𝜂𝑆𝑇,𝐸𝑙  

Equation 

64 

where 𝑃𝐺𝑇,𝑇ℎ,𝑊𝑎𝑠𝑡𝑒 is the waste heat of gas turbine associated with exhaust gas, 𝑃𝑆𝑇,𝐸𝑙 is steam 

turbine power, and 𝜂𝑆𝑇,𝐸𝑙 is the steam turbine efficiency. 

Steam turbine will operate when excess steam is available to minimize the import power 

level to the campus, as long the minimum import restriction will not be violated. During 

periods in which the waste heat from the gas turbine is not sufficient to cover the campus 

heat demand, additional natural gas can be burned with the use of duct burners to raise the 

temperature of the exhaust gas [348]. The operational parameters and assumptions of the 

microgrid model are summarized in Table 1. It should be noted that a minimum import of 
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100 kW (from external grid) is considered as a constraint in the model because, in real life, 

it is extremely inefficient and unavailable to turn on and off the import of power when 

desired [349]. 

Table 1: Summary of microgrid model parameters [345,347]. 

Microgrid model parameters 

Gas Turbine 

Electric Output Range 8 – 14 MW 

Electrical Efficiency, 𝜂𝐺𝑇,𝐸𝑙 𝑓(𝑃𝐺𝑇,𝐸𝑙) - 

Turbine Exit Temperature, 𝑇𝐺𝑇,𝑂𝑢𝑡 𝑔(𝑃𝐺𝑇,𝐸𝑙) K 

Ramp Rate 6 MW/h 

Steam Turbine 

Electric Output Range 0.5 – 5, off MW 

Electrical Efficiency, 𝜂𝑆𝑇,𝐸𝑙 0.25 - 

Ramp Rate 4 MW/h 

 UCI Microgrid Dispatch Model 

The dispatch of the microgrid energy resources has been simulated as a linear programming 

problem implemented in Matlab®. In the linear programming, variables are linked together 

with linear constraints and upper and lower boundaries must be set. The problem variables 

include the electrical power output of the gas turbine (𝑃𝐺𝑇,𝐸𝑙), the amount of waste thermal 

power in the form of steam fed to the steam turbine (𝑃𝑆𝑇,𝑇ℎ), the extra natural gas power 

needed to satisfy thermal demand (𝑃𝐸𝑋𝑇𝑅𝐴,𝑇ℎ), the electrical power import from external grid 

(𝑃𝐼𝑀𝑃𝑂𝑅𝑇,𝐸𝑙), the possible electric power excess (𝑃𝐸𝑋𝐶𝐸𝑆𝑆,𝐸𝑙) and the waste thermal power still 

available from the gas turbine outlet that is not being recovered (𝑃𝐸𝑋𝐶𝐸𝑆𝑆,𝑇ℎ). 

The electrical and thermal power balances, shown in following equations, are constraints that must 

be satisfied at every time step: 

𝑃𝐺𝑇,𝐸𝑙 + 𝑃𝑆𝑇,𝐸𝑙 + 𝑃𝐼𝑀𝑃𝑂𝑅𝑇,𝐸𝑙 − 𝑃𝐸𝑋𝐶𝐸𝑆𝑆,𝐸𝑙 = 𝐿𝑂𝐴𝐷𝐸𝑙 − 𝑃𝑃𝑉,𝐸𝑙,𝑆𝐶𝐴𝐿𝐸𝐷  

Equation 
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𝑃𝐺𝑇,𝑇ℎ,𝑊𝑎𝑠𝑡𝑒 − 𝑃𝑆𝑇,𝑇ℎ + 𝑃𝐸𝑋𝑇𝑅𝐴,𝑇ℎ − 𝑃𝐸𝑋𝐶𝐸𝑆𝑆,𝑇ℎ = 1.1 × 𝐿𝑂𝐴𝐷𝑇ℎ  

Equation 
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where 𝑃𝐸𝑙 are electric powers for different components of the microgrid, and𝑃𝑇ℎ are thermal 

powers for different components of the microgrid. 

It should be noted that a coefficient of 1.1 is considered in the thermal load energy balance 

to take into account all the heat losses to the environment (distribution/piping heat losses) 

[350]. 

The objective function reflects the current dispatch strategy of the UCI microgrid, oriented 

to maximize the utilization of the solar PV and combined cycle plant thus minimizing imports 

of electrical power from Southern California Edison grid and using additional natural gas to 

cover thermal demands. 

 SOE Unit Microgrid Dispatch 

The integration of SOE unit systems into the campus microgrid has been simulated as the 

deployment of multiple identical SOE unit systems as described previously. The annual 

excess electricity profile of the UCI microgrid obtained from the microgrid dispatch model is 

the SOE input parameter. The otherwise curtailed electricity available at every time step is 

supposed to be delivered to the SOE unit systems which supplies both the SOE stack and BoP 

components. In this study, the SOE units are designed to stay in a hot idle state when not in 

operation: energy consumption during the idle periods has not be taken into account, but it 

has been estimated for a similar system that a 30 cm insulation layer is enough to keep 

overnight temperature decrease negligible without additional active heating [351]. A 

sequential dispatch strategy has been developed and described in this study. When excess 

electricity from PV production is available on the microgrid, the SOE units are turned on 

sequentially one after the other. The units are turned on when the amount of excess electrical 

power is higher than the power consumption of the single SOE unit system at its minimum 

operating power of 120 kW. When the maximum load of the single SOE unit system is 

reached, the optimization allows some curtailment until enough power is available to turn 

on the next unit. With this dispatch strategy every unit works at full load except the last one 
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that has been turned on, which works at part load. In the case of decreases of excess electrical 

power, the switch off procedure follows the opposite symmetrical sequence. 

 Simulation Results 

5.6.1 Microgrid Operation 

The microgrid dispatch results are summarized in Figure 55, highlighting the contribution 

of the available electrical energy sources to the annual electricity demand of the campus, 

from the current situation of 4 MW of PV installed capacity to the maximum local estimated 

capacity of 35 MW. The dashed line represents the percentage of the energy produced by the 

future PV installations that cannot be absorbed by the microgrid and that which would have 

to be curtailed or stored in the form of hydrogen using P2G technology. According to Figure 

55, currently the campus combined cycle plant provides around 94% of the campus electrical 

needs, 83% of electricity production comes from the gas turbine and 11% from the steam 

turbine. The PV production can be fully absorbed by the microgrid and covers 5% of the 

annual campus electricity demand in a low PV installed capacity scenario. The imported 

electricity from the external grid is needed to supply only 1% of the electrical demand. 

 

Figure 55: Annual UCI microgrid electric energy generation mix and excess electricity in future scenarios with 

increased PV installed capacity. 
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The general trend is obviously the increase of RES penetration as the installed PV capacity 

increases with consequent decrease of gas turbine and steam turbine contributions. The 

electricity import from the external grid shows a slight decrease but stays around 1% 

because of the current interconnection agreement that imposes a continuous minimum 

import. 

The intrinsic limits of the microgrid structure, due to the power plant operation constraints, 

start to show as the amount of solar energy that would have to be curtailed or stored 

immediately starts to increase as the PV installed capacity increases (shown as excess 

percent of PV power). Installing new capacity up to 15 MW would result in sensible 

increasing in RES contribution from 5 to 15%, keeping solar excess around 20% of the 

production. Scenarios with further increasing of PV capacity show that only a 4% increase of 

RES is achieved up to 19% if the installed capacity increase from 15 MW to 35 MW. In the 

same range the percentage of excessive PV production that would have to be curtailed or 

stored increases from 20% to 58%. 

Figure 56 shows the distribution of excess of PV power in terms of entity and frequency. On 

the y-axis there is an indication of the number of hours of the year during which the excess 

power is at least the value that can be read on the x-axis. The six lines correspond to 

scenarios with increasing PV capacity. The intercept points with the y-axis are the total 

number of hours with curtailment while the intercept points with the x-axis represent the 

annual maximum value of excess power. It can be highlighted that the peak power evolves 

linearly with the increase of installed capacity while the number of excess hours increase 

rapidly for scenarios up to 15 MW and then the growth slows down converging to the total 

number of hours of PV production meaning that the additional capacity cannot be handled 

by the grid in most of the hours with solar irradiation. The massive excess power can be 

noticed as the general trend of how the curvature of the curves changes moving toward 

higher PV capacity scenarios and much more hours have excess power closer to the 

maximum than to the minimum value. 
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Figure 56: Excess power distribution in future scenarios with increased PV installed capacity. 

5.6.2 Microgrid Operation Integrated with SOE Unit Systems 

Simulations of microgrid operation integrated with SOE unit systems have been performed 

for the current situation and for future scenarios with increasing PV capacity installed, to 

investigate the microgrid and P2G system behaviors to accommodate additional solar energy 

production and its limits. In this study, annual simulations have been performed to calculate 

the annual percentage of otherwise curtailed excess electricity which is stored in the form of 

hydrogen. Figure 57 shows the percentage of stored excess electricity versus the total power 

capacity of dispatched 300 kW SOE systems for different PV capacity scenarios. The 

percentage of stored excess electrical energy increases with an increase in the aggregated 

power capacity of dispatched SOE systems. For each PV capacity scenario, the aggregated 

power capacity of 300 kW SOE unit systems deployed varies between 300kW (one SOE 

system) to a maximum aggregated power capacity required to store nearly 100% of the 

excess electric energy during the analyzed year. According to Figure 57, the percentage of 

stored excess electricity increases nearly linearly with the combined power capacity of 

dispatched 300 kW SOE systems up to 80% of total electric energy stored. For 35 MW of 

solar PV capacity, 6 MW of SOE systems are required to store about 80% of annual excess 

electricity while more than twice that power (12.3 MW of SOE systems) is required to store 
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all the excess electrical energy. This non-linear behavior results from the fact that to store 

nearly 100% of the annual surplus of renewable electricity, the storage system needs to 

cover the very highest peaks of otherwise curtailed renewable electricity, which occurs 

infrequently. That is, these later added SOE systems have low capacity factor. In this study, 

the minimum aggregated SOE systems power capacity (minimum number of dispatched 300 

kW SOE systems) that is simulated for each PV capacity scenario is the minimum total power 

required to store at least 80% of otherwise curtailed excess electricity. Only scenarios with 

installed PV capacity higher than 10 MW are reported here because lower capacities resulted 

in electricity excess that does not occur on a daily basis. 

 

Figure 57: Percentage of stored excess electric power via P2G vs. total power capacity of dispatched 300 kW 

SOE unit systems for different PV installed capacity. 

Two representative weeks of operation for the current installed PV capacity of 4 MW are 

explained and shown in Figure 58 and Figure 59. Figure 58 shows a week in September 

characterized by high electric demand and relatively low thermal demand. It can be clearly 

noticed that the weekly electric demand behavior with daily peaks during workdays and a 

general decrease over the weekend when most of campus work activities are suspended. 

This week shows the ideal operation of the combined cycle plant, the gas turbine works at 

maximum load (and highest thermal efficiency) most of the time and, since the campus heat 
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demand is low, the steam turbine is also able to be employed to cover electric load. The 

fluctuation of the steam turbine output, even when full electricity production would be 

requested, is complementary to the fluctuation of heat demand since priority on heat 

recovery is given to the campus thermal load. The daily PV production can be clearly 

identified with its peak in the middle of every day close to the maximum nameplate capacity 

of the current situation. September five shows an irregular shape of the PV production 

probably due to temporary cloud cover. During this chosen week the electrical demand is 

particularly high overcoming the electricity production of both the campus power plant and 

PV installations and, as a consequence, electricity import from the external grid is present 

during the first four days and reaches values around 2 MW. Substantial turn down of the 

combined cycle plant can be noticed during September 6 and 7 as a consequence of low 

electricity demand and high PV production forcing the power plant to reach close to the 

minimum operating condition of the gas turbine (8 MW) during September 7; in this case the 

fast ramps are provided mainly by the steam turbine, given the availability of recovered heat. 

It can be clearly noticed that during this week the PV production is beneficial because it 

mainly reduced the otherwise high electricity demand from grid imports. Also, in the 

represented week, there is no excess PV power to be stored or curtailed and as a result the 

amount of both P2G power and curtailment are zero. According to the Figure 58(b), most of 

the time in the represented week, the steam turbine consumes most of the available heat 

recovered from the gas turbine exhaust gas in the heat recovery steam generator. On 

September 7, when the gas turbine reaches its minimum operating condition in the middle 

of the day, we have excess thermal power since the steam turbine steam consumption begins 

decreasing as a result of an increase in solar PV power. Also, according to Figure 58(b), there 

is no need for the extra thermal heat in the represented September week since thermal 

demand is relatively low and can be supplied completely with heat recovered from gas 

turbine exhaust gases in the heat recovery steam generator. 
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Figure 58: Microgrid-SOE dispatch simulation results in a week of September (a) electric power balance, and 

(b) thermal power balance with the current 4 MW of PV installed capacity. 

A week in January is presented in Figure 59 showing a relatively lower electrical demand 

while the campus thermal demand is much higher and presents large peaks at the beginning 

of every day. During the first four days these peaks reach 20 MW making it impossible to be 

satisfied completely by heat recovery from the gas turbine even if it works at maximum load 

and the steam turbine is turned off. Additional natural gas must be burned in the auxiliary 
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boilers present in the power plant every morning, as can be noticed in the lower portion of 

the Figure 59(b). Moreover, since the steam turbine is not covering its part of electrical load 

because of the unavailability of steam for power generation, electricity import is also present 

during those mornings. Nevertheless, even during this week the PV production is well 

matched with the campus electrical demand, reducing considerably the electricity that 

would need to be imported since the heat recovery into the steam turbine is not possible as 

a consequence of relatively high heat demand. Similarly, to the represented week in 

September, in the represented January week, PV power is not in excess and does not need to 

be stored via P2G or curtailed. Due to the priority given to the thermal demand of the campus, 

high for most of the time in January, the steam turbine consumes a small portion of the heat 

recovered in the form of steam in the heat recovery steam generator. In Figure 59(a), at the 

end of January 8, we can see a moment in which the steam turbine is turned off because of 

decreasing electrical demand and as a result it does not consume any steam provided by heat 

recovered from the gas turbine. Consequently, since the thermal load is not high at that 

moment, we see an excess of thermal energy available.  

According to Figure 59(b), this represented week needs more heat compared to the available 

excess heat. Also, in comparison to the analyzed September week which has lower thermal 

demand, the steam turbine works at lower power output since the priority of the microgrid 

is to provide the thermal demand of the campus with the recovered gas turbine heat which 

is higher in January. 
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Figure 59: Microgrid-SOE dispatch simulation results in a week of January (a) electric power balance (b) 

thermal power balance with the current 4 MW of PV installed capacity. 

The second scenario presented is the case in which 10 MW of peak PV capacity is installed 

on the UCI campus, which is more than double the amount currently installed. The same two 

weeks of demand and solar availability used in previous analyses (Figure 58 and Figure 59) 

are reported in Figure 60 and Figure 61 to analyze the differences in microgrid response 

with the added PV. In Figure 60, it can be noticed that now the peak power output from the 
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PV is around 8 MW. More flexibility is requested of the gas turbine since every day the 

turbine has to ramp down as the PV output rises in the morning and ramp up as it decreases 

later in the afternoon. During the days with high electricity demand these fluctuations are 

still inside the microgrid limits and the additional PV capacity leads to reduced electricity 

import and reduced natural gas consumption in the gas turbine plant compared to the 4 MW 

of peak PV case. As the electrical demand drops during the weekend, the first episodes of 

important excess power occur on September 7 in which the steam turbine is turned off and 

the gas turbine works at the minimum power output of 8 MW but up to 4 MW of excess PV 

electric power is produced during the day since the power production exceeds the microgrid 

demand. Since the aggregated power capacity of dispatched 300 kW SOE units was 

determined to store around 80% of the excess PV power, it can be seen that in the middle of 

the day on September 7, the P2G consumed power reaches its maximum design capacity and 

as a result a portion of excess power cannot be delivered to the SOE units and stored as a 

hydrogen fuel and has to be curtailed. Also, on that same day, we have up to 8 MW of excess 

heat during the day since the steam turbine is turned off and the recovered heat is much 

larger than the campus thermal load. 
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Figure 60: Microgrid-SOE dispatch simulation results in a week of September (a) electric power balance, and 

(b) thermal power balance with 10 MW of PV installed capacity. 

Regarding the week in January shown in Figure 61, the same response of the power plant to 

incoming PV production can be noticed throughout the week and again during workdays the 

electrical demand is high enough to avoid complete gas turbine turn down while during the 

weekend excess PV power would occur. It can be also noticed that during days with cloudy 

weather, as on January 5 and 9, strong dynamics have to be imposed to the campus power 
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plant to compensate for the loss of PV production. The resulting ramp rates are still 

achievable by the gas turbine alone in this scenario since the high thermal demand prevents 

the utilization of the steam to drive the steam turbine. Moreover, in both the weeks reported 

it can be highlighted that, as the power output of the campus power plant decreases to accept 

PV production, the fact that the steam turbine is turned off leaves large amounts of heat 

available to recovery from the gas turbine exhaust when the campus thermal demand is not 

particularly high: in particular, during the days of January 10 and 11 the excess of electricity 

and heat are simultaneous. 
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Figure 61: Microgrid-SOE dispatch simulation results in a week of January (a) electric power balance, and (b) 

thermal power balance with 10 MW of PV installed capacity. 

The last scenario reported in Figure 62 and Figure 63 for the two chosen weeks, is the 

scenario corresponding to 25 MW of installed PV capacity. In this scenario the peak PV power 

output reaches 19 MW and during many days this value is higher than the entire campus 

electrical demand. This situation of excess PV generation will worsen for scenarios with 

higher PV capacity that are not shown here. In the represented week, every day the gas 
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turbine has to be turned down to the minimum operating condition while still every day 

massive solar excess power occurs. Electricity import is still necessary during the nights and 

during strong transient conditions. 

According to Figure 62(a), in the represented September week, we have excess electricity 

that is mostly stored in the form of hydrogen via P2G electric power consumption and a 

portion of it is curtailed since we selected to dispatch the minimum aggregated power 

capacity of SOE systems required to store 80% of the annual excess electric energy. 

According to Figure 62(a), from September 2 to September 5, approximately all the excess 

electric power is stored via P2G. However, on September 6 and 7, the amount of excess 

electric power is relatively high which forces all the dispatched SOE units to operate at full 

load resulting in 8 MW of P2G power consumption. As a result, we have around 4 MW and 6 

MW of peak curtailment in these two days, respectively. Also, it should be noted that in the 

middle of all the days, there is a huge amount of excess thermal power due to relatively low 

thermal demand as well as high PV power which causes the steam turbine to be turned off. 

Moreover, in the represented September week, there is no need for extra thermal power 

since again the thermal demand can be totally supplied by the gas turbine recovered heat. It 

can be noticed that, when the heat demand is low enough, the presence of excess electricity 

and heat is often simultaneous as shown in Figure 62. This fact results in supplying and 

utilizing the excess thermal power, which is in the form of steam (generated by recovering 

heat from gas turbine exhaust), as a portion of the required steam for electrolysis process. 

This will reduce the steam generator power consumption and consequently increase the 

efficiency of electrolysis system which results in higher hydrogen production in the UCI 

campus. 



 

114 

 

Figure 62: Microgrid-SOE dispatch simulation results in a week of September (a) electric power balance, and 

(b) thermal power balance with 25 MW of PV installed capacity. 
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Figure 63: Microgrid-SOE dispatch simulation results in a week of January (a) electric power balance (b) 

thermal power balance with 25 MW of PV installed capacity. 

According to Figure 63(a), in the represented January week, we have higher excess 

electricity compared to the September week especially from January 5 to January 8 

(workdays) due to lower electric demand. However, due to higher thermal demand in 

January, the excess thermal power is lower and there are some hours in which extra thermal 

 

(b)  
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energy is required to be supplied by additional natural gas combustion to meet the thermal 

demands of the campus. 

 

Figure 64: Details of microgrid operation during the day January 5 (a) electric power balance, and (b) thermal 

power balance with 25 MW of PV installed capacity. 

In Figure 64, the grid operation is represented in detail for the day of September 5. During 

this day cloud coverage appears from 10:00 to 11:30. Consequently, PV output shows a drop 
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from 13 to 1.3 MW followed by an increase to 16 MW in less than 2 hours. In the same 

timeframe the gas turbine is not able to modulate its power output fast enough requiring 

electricity import to meet electrical demand from 10:30 to 11:30 during its ramp up and 

causing excess of electricity production during its ramp down between 11:30 and 12:15. As 

shown in Figure 64(a), although the gas turbine output power reaches its minimum from 

12:00 to 15:00, in this timeframe there is still excess power mainly consumed via P2G, since 

the PV power is higher than the difference between the electric demand and the gas turbine 

minimum output power. 

The same trends can be highlighted on a different scale looking at California net electricity 

demand, i.e., total electricity demand after wind and solar production, shown in Figure 65 

for a day in January 2019 [352]. At the current RES capacity present in the state of California, 

it is clear the phenomenon known as “the duck curve”: drop of power production requested 

from traditional fossil fuel plants and steep ramp up required in the late afternoon when the 

solar production decreases and the electricity demand reaches its peak. The suggested P2G 

system could be integrated to the statewide electricity system in a manner like that of the 

UCI microgrid, enabling conversion of a portion of renewable electricity to renewable 

hydrogen in the middle of the day. This implementation would not only reduce the required 

steep ramp up rates, but also utilize the produced renewable hydrogen in the existing gas 

plants to lower their carbon emissions. As a result, P2G conversion using high temperature 

SOE systems could more generally than the specific microgrid considered herein enable 

penetration of high RES in many grid networks to reduce the greenhouse gas emissions. 
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Figure 65: Statewide California electricity demand and net demand for a day in January 2019 [352]. 

5.6.3 Hydrogen Production 

The estimations of the potential hydrogen production that could be obtained integrating high 

temperature SOE unit systems with the existing microgrid structure are presented in this 

section. Only scenarios relative to installed PV capacity higher than 10 MW are reported here 

because with lower capacity the electricity excess does not occur on a daily basis and the 

additional SOE capacity would mostly be wasted in idle mode. From the comparison of the 

annual hydrogen production shown in Figure 66, it can be noticed that, as previously 

explained, scenarios with PV capacity higher than 15 MW would result in massive excess 

electricity levels and this increase is reflected by the hydrogen production potential that for 

a doubled PV capacity, from 10 to 20 MW, shows an almost nine times increase, passing from 

around 22 metric tons per year to values higher than 191 tons per year. 
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Figure 66: Annual hydrogen production for different PV installed capacity. 

These results can be analyzed in terms of the average annual efficiency of the electrolysis 

process evaluated according to the following equation. 

𝜂𝑆𝑂𝐸𝐶,𝐴𝑣𝑒𝑟𝑎𝑔𝑒 =
𝑚𝐻2,𝐴𝑛𝑛𝑢𝑎𝑙 × 𝐿𝐻𝑉𝐻2

𝐸𝑆𝑂𝐸𝐶,𝐴𝑛𝑛𝑢𝑎𝑙
 

Equation 
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where 𝑚𝐻2,𝐴𝑛𝑛𝑢𝑎𝑙  is the amount of hydrogen produced in one year, 𝐿𝐻𝑉𝐻2
is lower heating 

value of hydrogen and 𝐸𝑆𝑂𝐸𝐶,𝐴𝑛𝑛𝑢𝑎𝑙 is the total electrical energy delivered to the SOE units 

over the year. The average annual efficiency of the electrolysis process is approximately 70% 

for all the PV installed capacities considered ranging between 10 MW to 35 MW. This nearly 

constant efficiency is related to the electrolysis system design strategy proposed, which is 

made up of individual 300kW SOE units that mostly operate at design conditions or are idle 

(not much part-load operation). 



 

120 

The simulation results show that sequential dispatch of 300 kW SOE systems into the UCI 

microgrid improves P2G efficiency compared to the currently available PEM electrolyzer 

producing hydrogen for the UCI campus. The simulated annual average efficiency of SOE 

systems for different PV penetration scenarios is 70% (LHV basis), which is significantly 

higher than the measured 50% (HHV basis) efficiency of the PEM electrolyzer that has been 

dynamically operated to integrate high PV use in the UCI microgrid [353]. 

5.6.4 On-Site Hydrogen Utilization 

The P2G system is based on the assumption that, injecting hydrogen into the natural gas 

distribution network, the hydrogen storage does not have to be built on site taking advantage 

of the very large existing storage volume represented by the natural gas distribution 

network. The amounts of hydrogen produced has been compared with possible on-site 

utilization capabilities such as the local hydrogen fueling station for fuel cell electric vehicles 

and the direct injection of the produced hydrogen in the gas turbine inlet to reduce the 

natural gas consumption. The local fueling station maximum daily rated capacity is 180 kg 

of hydrogen and according to past years data, in 2017 were delivered 48,599 kg of hydrogen, 

resulting in an average daily delivery of 133 kg of hydrogen. This value more than doubled 

the amount of the previous year. Therefore, in the unlikely case that the local hydrogen 

demand for mobility does not increase in the near future, the hydrogen fueling station could 

consume the entire renewable hydrogen production from the microgrid excess electricity up 

to the scenario with 13 MW of PV capacity, in which the average daily hydrogen production 

is around 161 kg of hydrogen. In the case of 13 MW of PV capacity, 1.8 MW of SOE dispatched 

systems is required to store at least 80% of the annual excess electricity, and the annual 

production of the hydrogen would be around 59 metric tons. 

Regarding the use of hydrogen as a fuel in the existing gas turbine, several studies have 

investigated the possibility of using a blend of natural gas and hydrogen to partially 

decarbonize the produced electricity and as a transitional solution toward future zero 

emissions energy systems. A reference value for the hydrogen concentration limit that does 

not imply structural modification or important performance changes to existing devices is 

around 15% volumetric [347,348]. The molar heating value of the gas mixture with the 
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reference hydrogen volume concentration can be estimated according to the following 

equation. 

𝐿𝐻𝑉𝑚𝑖𝑥 = 𝑥 × 𝐿𝐻𝑉𝐻2
+ (1 − 𝑥) × 𝐿𝐻𝑉𝑁𝐺 

Equation 
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where 𝐿𝐻𝑉𝐻2
and 𝐿𝐻𝑉𝑁𝐺 are the molar lower heating values of hydrogen and natural gas and 

𝑥 is the maximum volumetric hydrogen concentration. The maximum amount of hydrogen 

that could be injected into the gas turbine can be estimated with the following equation, if 

feeding the gas turbine with the mixture of hydrogen and natural gas does not affect the 

efficiency. 

𝑛𝐻2,𝐺𝑇 = 𝑥 ×

𝐸𝐺𝑇,𝐸𝑙
𝜂𝐺𝑇,𝐴𝑣𝑒𝑟𝑎𝑔𝑒

⁄

𝐿𝐻𝑉𝑚𝑖𝑥
 

Equation 
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where 𝐸𝐺𝑇,𝐸𝑙 is the annual electric energy produced by the gas turbine, 𝜂𝐺𝑇,𝐴𝑣𝑒𝑟𝑎𝑔𝑒 the 

average electrical efficiency of the gas turbine and 𝑥 the limit hydrogen volumetric 

concentration. 
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Figure 67: Hydrogen production and possible on-site consumption for different PV installed capacity. 

 

Figure 68: Yearly amount of avoided natural gas consumed by the gas turbine, and (b) yearly amount of 

reduction in CO2 emission from the gas turbine for different PV installed capacity. 

Figure 67 shows the yearly amount of hydrogen production, yearly amount of hydrogen 

consumption by the gas turbine in the case of feeding the gas turbine with a gas mixture 

containing 15% volumetric hydrogen and 85% natural gas, and the yearly amount of 
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hydrogen utilized in the local fueling station. As can be seen from Figure 67, feeding the gas 

turbine with a gas mixture containing 15% volumetric hydrogen would suffice to consume 

the hydrogen produced up to the scenario with 32 MW of PV installed capacity. Moreover, 

the produced hydrogen associated with all the PV capacity scenarios would be consumed in 

the case of using the produced hydrogen for feeding both the gas turbine and the fueling 

station. It is worth noting that as shown in Figure 67, the blending limit of hydrogen 

decreases with increasing PV capacity deployment because the electrical energy produced 

by the gas turbine decreases, requiring overall lower fuel consumption. Figure 68(a) shows 

the amount of reduced natural gas consumption in the gas turbine per year due to the 15% 

hydrogen blending with natural gas fed into the gas turbine. It shows that the integration of 

SOE systems to store 80% of surplus electricity results in saving up to about 1200 metric 

tons of natural gas per year for the highest PV scenario. Thanks to the injection of hydrogen 

in the gas turbine, the annual natural gas consumption decreases between 120 metric tons 

to 1200 metric tons while the PV installed capacity increases between 10 MW to 35 MW, 

respectively. Consequently, blending hydrogen with the natural gas feeding the gas turbine 

results in annual 350 to 3500 metric tons reduction in carbon dioxide emissions for 10 MW 

to 35 MW PV scenarios respectively as shown in Figure 68(b). On the other hand, integration 

of PV renewable generated electricity into the UCI microgrid also decreases the required 

electricity generation via gas turbine to meet the electric demand. This reduction also results 

in reducing natural gas consumption and carbon dioxide emissions. Microgrid simulation 

results show that there could be an annual 1560 to 3050 metric tons reduction in the natural 

gas consumption due to the increase in the PV share from the already existing 4 MW PV to 

10 MW and 35 MW, respectively. Also, increasing the PV capacity from 4 MW to 10 MW and 

35 MW would decrease the annual carbon dioxide emissions by 4300 to 8400 metric tons, 

respectively. 

 Summary 

In this chapter, the challenges of RES penetration have been investigated in the context of 

the University of California, Irvine campus microgrid, simulating the existing power plant 

operation and examining the effects of increasing renewable installed capacity. The limits of 

the microgrid power plant have been identified and would result in massive excess 
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renewable electricity production, with no sensible increase in RES penetration in the campus 

electrical energy supply for renewable installed capacities higher than 15 MW, if no energy 

storage solution is implemented. The integration of a modular P2G system based on 

sequential dispatching of SOE systems into the campus microgrid has been modelled to 

evaluate the annual hydrogen production potential and the capability of the system to 

successfully absorb excess electricity from the additional renewable installations. The 

minimum aggregated power capacity of 300 kW dispatched SOE systems required to store 

at least 80% of the annual excess electricity is considered in each scenario. Utilization of the 

produced renewable hydrogen blended with natural gas as a fuel in UCI microgrid gas 

turbine, as well as the use of hydrogen in the local fueling station has been assessed. The 

results show that feeding the gas turbine with a gas mixture containing 15% volumetric 

hydrogen would suffice to consume all the hydrogen produced up to the scenario with 32 

MW of PV installed capacity. Moreover, the entire renewable hydrogen production in all the 

PV capacity scenarios could be consumed on site considering both the feeding of the gas 

turbine with a gas mixture containing 15% by volume hydrogen and the delivery of hydrogen 

to fuel cell vehicles in the local fueling station. This would allow an increased share of 

renewable energy supply to the campus and accelerate decarbonization of the 

transportation sector of surrounding areas. In conclusion the deployment in the microgrid 

infrastructure of the additional PV capacity and the integration of the P2G system could 

reduce both natural gas consumption and carbon dioxide emissions. Up to 4250 metric tons 

(16%) of natural gas consumption and 11,900 tons (16%) of CO2 emissions could be avoided. 
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6 Experimental Analysis of Solid Oxide Short Stack 

 Test Stand Set-up and Instrumentation  

At the Advanced Power and Energy Program (APEP) of the University of California Irvine, 

there is a Short Stack Test Bench (SSTB) which is manufactured by SOLIDpower that is used 

for the experimental analysis in this research. The short stack has 6 cells in a co-flow flow-

field arrangement (Figure 69).  

      

 

Figure 69: 6-cell short stack and electric furnace to thermally manage the short stack. 
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The cells are made up of a thin 8 mol% Yttria (Y2O3) Stabilized Zirconia (YSZ) electrolyte (8 

± 2 μm) supported on a conventional porous Ni/YSZ fuel electrode (240 ± 20 μm) [354]. The 

air electrode (40 ± 10 μm) is comprised of a composite of metallic perovskite Sr-doped 

LaMnO3 (LSM) and oxide-ion electrolyte YSZ. The active area of each cell is 80 cm2. To 

thermally manage the 6-cell short stack which could not be self-sustained otherwise, an 

electric furnace is used to surround both 6-cell stack and preheating manifolds (Figure 69). 

The temperature is controlled by an independent temperature controller (PIXSIS ATR621) 

as shown in Figure 70. The maximum allowed furnace temperature is set to 900°C. 

 

Figure 70: Independent temperature controller (PIXSIS ATR621) to control furnace temperature. 

This test bench can operate in both fuel cell mode and electrolysis mode. The test bench has 

different inlet ports that enable feeding the stack either by the natural gas grid or by a 

mixture of gases, including mixtures of H2, H2O, CO, CO2, N2 and CH4. This makes the test 

bench able to operate in fuel cell mode, electrolysis and co-electrolysis modes. To control 

flows of different gases, solenoid valves and mass flow controllers are employed as shown in 

Figure 71. The separate lines are then mixed and humidified with steam (If it is supplied) 

before being fed to the fuel electrode inlet. 
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Figure 71: Solenoid valves and mass flow controllers to control flow of different gases. 

The stack is electrically connected to an electronic load for fuel cell operation or a power 

supply for electrolysis and co-electrolysis operation as shown in the Figure 72.  

To acquire and log data from different deployed thermocouples and voltage sensing cables, 

a data acquisition system is used as shown in Figure 73. 

One of the requirements for water supply is to have deionized water fed to the stack with a 

conductivity of between 0.1 to 10 micro siemens per centimeter. To meet this requirement, 

a series of water filters is deployed to deionize the tap water as shown in Figure 74.  

Upstream of the stack is a pre-reforming reactor and evaporator that is fed by the water and 

natural gas lines, to ensure the partial conversion of CH4 and larger hydrocarbons as shown 

in Figure 75. Temperature of both evaporator and reformer is controlled by two independent 

temperature controllers as shown in Figure 76. 



 

128 

 

Figure 72: Electronic load and power supply. 

 

Figure 73: Data acquisition system. 
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Figure 74: Deionized water supply line. 

 

Figure 75: Evaporator and reformer reactor. 
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Figure 76: Evaporator and reformer reactor independent temperature controller. 

The test bench is connected to a potentiostat (Figure 77) to characterize cells and the whole 

stack by doing different characterization tests e.g., Electrochemical Impedance Spectroscopy 

(EIS). 

 

Figure 77: Princeton applied research VersaSTAT 3F potentiostat. 
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A schematic of the test bench process flow, including the most important instrumentation 

probes, is shown in Figure 78.  

The actual test bench with all its connections is shown in Figure 79. The orange cables are 

electric power cords that connect test stand different parts to AC wall plug outlet. The test 

stand is comprised of two sides, right and left sides. The right side has evaporator and 

reformer, and the left side has short stack within the electric furnace. Two sides of the test 

stand are connected to each other via a composite insulation material. 

 

Figure 78: Schematic of test stand set-up and instrumentation [354]. 
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Figure 79: Actual test bench and its connections. 

The operation of different components can be controlled using graphic use interface 

installed in the embedded computer as shown in Figure 80. It enables setting different 

temperature and different flow rates as well as logging different parameters e.g., cells’ 

voltage, operating current, etc. 

 

Figure 80: Graphical user interface installed in the embedded computer to control the test bench. 
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 Experimental Results  

It this research, the SOLIDpower short stack test bench was used to evaluate several short 

stacks of SOE cells in different modes and different operating conditions. 

6.2.1 Post Process of the Experimental Data 

A post-processing model has been developed in Matlab to be able to post-process the 

experimental data of different tests. It can statistically analyze the input experimental data 

while plotting different types of figures showing different operating parameters both in 

steady state and dynamic operating conditions. 

6.2.2 Effect of Operating Temperature 

To evaluate the effect of operating temperature on the V-j characteristics curve, three tests 

have been done at three different operating temperatures 700oC, 750oC and 800oC. In each 

test, current has been changed between 0A to 60A. The mass flow rates of both fuel and air 

were kept constant. In the fuel electrode side, a mixture of 90% steam and 10% hydrogen 

was introduced. The steam flow rate was 142.47 gr/hour, and the hydrogen flow rate was 

0.328 lit/min. These flow rates were determined to have 85% fuel utilization at the highest 

current which is 60 A. The air flow rate was 32 lit/min in all three tests. Figure 81 shows V-j 

curves for the mentioned three different operating temperatures. As it was expected, when 

the operating temperature is lower, the voltage overpotentials are higher. In 700 oC, the V-j 

curve is almost linear showing the ohmic overpotential is dominant overpotential in the 

whole operating currents. However, in 750oC and 800oC, the activation and concentration 

overpotentials are appeared at low and high current densities, respectively. Also, in these 

two operating temperatures, the linear profile was observed in the middle current densities 

which is dominated by ohmic overpotentials. It should be noted that for 700 oC, the last 

couple of operating point are in exothermic condition (>1.28V) while for 750 oC and 800 oC, 

all the operating points are in endothermic operating conditions.  
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Figure 81: V-j characteristic curve for electrolysis operation at three different operating temperatures. 

6.2.3 Effect of Fuel Inlet Composition 

To evaluate the effect of fuel inlet composition on the V-j characteristics curve, three tests 

have been done at three different fuel compositions 90% H2O-10% H2, 75% H2O-25% H2 and 

50% H2O-50% H2. In each test, current has been changed between 0A to 60A.  
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Figure 82: V-j characteristic curves for three different fuel inlet compositions showing impact of H2 inlet 

percentage. 

The mass flow rates of both fuel and air were kept constant during each test. In the fuel 

electrode side, the steam flow rate was 142.47 gr/hour while the hydrogen flow rates were 

0.328 lit/min, 0.984 lit/min and 2.952 lit/min, respectively. These flow rates were 

determined to have 85% fuel utilization at the highest current which is 60A. The air flow rate 

was 32 lit/min in all three tests. Figure 82 shows V-j curves for the mentioned three different 

fuel compositions showing the impact of inlet hydrogen percentage. As was expected from 

the Nernst equation, as the percentage of hydrogen in the fuel decreases, the open circuit 

voltage decreases. It should be mentioned that when the hydrogen percentage increases 

from 10% to 50%, the open circuit voltage increases about 0.1 volts which is considerable 

given the fact that the higher the operating voltage is, the lower the hydrogen production 

efficiency will be. In 90% H2O-10% H2, at low current densities, activation overpotential 
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appears more compared to other fuel compositions. However, the concentration 

overpotential appears more in 50% H2O-50% H2 at high current densities compared to other 

fuel compositions. In this set of experiments, like the previous set, in the middle current 

densities, the linear behavior of ohmic overpotential is dominated in V-j characteristic curve. 

It should be noted that for 90% H2O-10% H2, all the operating points are in endothermic 

condition, while for 75% H2O-25% H2 the last point is at thermoneutral voltage. For 50% 

H2O-50% H2 case, the last couple of operating points are in exothermic condition. 

6.2.4 Model Calibration and Validation 

To calibrate and validate the stack model developed and explained in previous Chapters, the 

set of experimental results at different operating conditions was used. The various 

overpotential parameters that govern the performance characteristics of the model have 

been calibrated for one specific operating temperature and then validated without 

adjustment for predicting performance at two other operating temperatures.  
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Figure 83: Model calibration and validation at different operating temperatures. 

As shown in Figure 83, the model parameters were calibrated to represent the V-j curve at 

750oC and then applied without adjustment to validate the model performance at 700oC and 

800oC. The results show that the model accurately predicts the experimental results at 

different operating temperatures over the entire range of current densities investigated. 

The calibrated parameters are listed in Table 2. Note that the ohmic calibrated parameters 

for anode, cathode, electrolyte, and interconnect are reasonable based upon the numbers 

reported in the literature. Activation and concentration overpotential parameters have not 

been reported as much as ohmic parameters in the literature. However, the obtained 

calibrated parameters related to the activation and concentration overpotentials are 

expected based upon the few numbers found in the literature. 
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Table 2: Calibrated parameters for the solid oxide test bench. 

Parameter Value Unit 

Geometry 

Anode thickness 4.00E-05 m 

Cathode thickness 2.40E-04 m 

Electrolyte thickness 8.00E-06 m 

Interconnect thickness 1.28E-03 m 

Fuel channel width 0.08 m 

Air channel width 0.08 m 

Fuel channel height 0.0025 m 

Air channel height 0.0025 m 

Fuel channel number 1 - 

Air channel number 1 - 

Ohmic Overpotential 

Pre-exponential anode 4.2017E+07 K/Ω.m 

Activation Energy anode 1200 K 

Pre-exponential cathode 9.5238E+07 K/Ω.m 

Activation Energy cathode 1150 K 

Pre-exponential electrolyte 1.023E+07 K/Ω.m 

Activation Energy electrolyte 1.03E+04 K 

Pre-exponential interconnect 9.3023E+06 K/Ω.m 

Activation Energy interconnect 1100 K 

R Contact 1.3 mΩ 

Activation Overpotential 

Pre-exponential anode 4.1020E+09 A/m2 

Activation Energy anode 8.673E+04 J/mol 

Pre-exponential cathode 2.6880e+10 A/m2 

Activation Energy cathode 6.673E+04 J/mol 

Symmetry factor 0.5 - 
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Concentration Overpotential 

Porosity anode 0.3 - 

Porosity cathode 0.335 - 

Tortuosity anode 3.5 - 

Tortuosity cathode 3.5 - 

Anode pore diameter 4E-07 m 

Cathode pore diameter 4E-07 m 

In the second calibration and validation scenario, the set of experimental results at different 

fuel inlet compositions was used. As shown in Figure 84, the developed model predicts the 

experimental results at different fuel compositions accurately. Since it is impossible to see 

the details of concentration overpotentials that happen at high current densities in the 

performed experiments (specifically for the 50% H2O-50% H2 case), the calibrated and 

validated model is a good tool to analyze the concentration overpotential in more detail. The 

developed model can calculate concentrations of different species at three different levels: 

1- bulk, 2- electrode surface, and 3- triple phase boundary (Figure 85). These three levels are 

shown in Figure 85.  For the case of 90% H2O-10% H2, the steam concentration in the bulk 

and electrode surface are quite similar while reactant concentrations in the triple phase 

boundary region are lower (Figure 86). However, at the triple phase boundary, the steam 

concentration at the cell outlet is considerable which results in lower concentration 

overpotential. The decreasing trend in steam concentration and the increasing trend in 

hydrogen concentration show the hydrogen production along the cell. For the case of 75% 

H2O-25% H2, the steam concentration in the triple phase boundary region at the cell outlet 

gets close to zero which results in high concentration overpotential for this case (Figure 87).  
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Figure 84: Model calibration and validation at different operating temperatures. 

 

Figure 85: Schematic of solid oxide electrolysis cell showing three regions of species concentrations that are 

calculated in the model. 
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Figure 86: Species concentration at different levels for 90% H2O-10% H2 inlet conditions case. 

 

Figure 87: Species concentration at different levels for the 75% H2O-25% H2 inlet conditions case. 
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For the case of 50% H2O-50% H2, at triple phase boundary, the steam concentration at 

second half of the cell is almost zero (almost all the hydrogen is produced at the first half of 

the cell) which results in fuel starvation at the end of the cell and high concentration 

overpotential (Figure 88). 

 

Figure 88: Species concentration at different levels for 50% H2O-50% H2 inlet conditions case. 

6.2.5 Dynamic Step Profile 

To evaluate the dynamic response and behavior of the test bench in SOEC mode, different 

experiments have been accomplished considering different dynamic current profiles as an 

input. In the first experiment, a consecutive step profile has been considered from 2500 

A/m2 to 7500 A/m2. 90% steam and 10% hydrogen considered as fuel inlet composition. 

Both fuel and air flow rates have been kept constant during this experiment. To further 

evaluate the developed model in dynamic cases, the dynamic profile has been given to the 

model to evaluate the accuracy of the developed model.  
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Figure 89: Dynamic response of test bench and model to the input step profile. 



 

144 

As discussed previously, the model input is power while the test bench output is current. 

However, since the manipulated parameter to control the power in the developed model is 

current, the model has been expected to work in the same way as test bench. The only 

difference is that we need to give input power to the model not the input current. To do that, 

the dynamic power has been calculated by multiplying the current to the sum of the cells’ 

voltages. Figure 89 shows the behavior of current density and the average voltage of 6 cells. 

As shown in this figure, the current density of the model precisely follows the input current 

density that was set to the test bench. As a result, the voltage response in experiment has 

consistency with the voltage response in the model. It should be noted that the observed 

noise in voltage response is associated with measurement instruments. These performance 

curves show that during high intermittent input profiles, mainly coming from renewable 

resources, the SOEC system is able to respond to the variation of input power quickly which 

has been also predicted accurately in the developed model considering the calibrated 

parameters and the detailed developed thermophysical model. 

6.2.6 Dynamic Solar PV (Sunny/Cloudy) and Wind Profiles 

One of the applications of electrolyzers is to produce hydrogen using renewable electricity 

coming from solar and wind. To evaluate the dynamic response and behavior of the test 

bench in SOEC mode in real operating condition, the second profile is associated with PV 

profile in a sunny day. In this profile, the power starts from zero and goes to its highest value 

around noon and comes back to zero in the evening. The mentioned profile is the scaled 

down version of the solar PV profile from the UCI microgrid that was evaluated in the 

previous Chapters.  



 

145 

 

 

Figure 90: Dynamic response of the test bench compared to model predictions for a sunny day solar PV profile. 
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Figure 91: Dynamic response of test bench compared to model predictions for a cloudy day input solar PV 

profile. 



 

147 

 

 

Figure 92: Dynamic response of test bench compared to model predictions for an input wind profile. 
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Figure 90 shows the input current given to the test bench and its voltage response as well as 

the current and voltage behavior of the developed model using the dynamic power of the 

test bench as an input power profile. As shown, the system can follow the transient PV solar 

profile and the developed model is able to follow the same trend as the real system. This 

consistency between the model and the experiment proves that the developed model 

considers all the different physical phenomena happing in the system.  

Two other real dynamic profiles have been tested on the test bench and validated with the 

developed model. These two profiles include solar PV profile for a cloudy day and wind 

turbine profile (Figure 91 and Figure 92). According to the experimental and analytical 

results obtained from the discussed input profiles, SOEC systems can be integrated with 

highly dynamic renewable resources for long-term large-scale energy storage or for grid 

services. 

It should be noted that all in all the dynamic results than have been shown so far, flow rates 

of both fuel and air were kept constant during the whole experiment. Experiments on SOEC 

systems can be performed in constant flow rates, constant fuel utilization, or based on 

lookup tables. One of the ways to get high efficiency is to keep fuel utilization constant. 

Running system at constant fuel utilization increase efficiency while adds instabilities to the 

system regarding preheating flows with variable flow rates to have flows at the stack inlet at 

desired temperature. 

6.2.7 Durability Tests under Thermal Cycles 

One of the common ways to evaluate the durability of solid oxide cells is to do thermal cycles. 

Thermal cycle is one of the main reasons of cell brake down and degradation. To do 

accelerated test, the furnace temperature varies between 700oC and 800oC with 100oC/hour 

ramp-up and ramp-down rates. For the durability test, steam flow rate and hydrogen flow 

rate were kept constant at 142.47 gram/hour and 0.328 lit/min, respectively. These flow 

rates result in 90% steam and 10% hydrogen as the fuel electrode inlet composition. Air flow 

rate was also kept constant at 32 lit/min. The durability test was done at constant current 

density of 0.75 A/cm2. In this current density state, steam utilization is 85%. 30 consecutive 
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thermal cycles have been executed on the furnace temperature. Figure 93 shows different 

temperatures during the thermal cycles. Figure 94 shows one cycle that the test bench went 

through. As you can see, all the furnace, air inlet and outlet, fuel inlet and outlet, and stack 

top and bottom temperatures have similar trends. 

 

Figure 93: Temperature profiles during the durability test on the solid oxide test bench. 
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Figure 94: Temperature profiles during one cycle of the durability test on the solid oxide test bench. 

Figure 95 shows the voltage change in one thermal cycle. According to this figure, during the 

thermal cycle, all the cells except cell number 5 cross thermoneutral voltage and switch from 

exothermic to endothermic and again to exothermic condition. Cell number 5 degraded more 

than other cells before the durability test. So, it showed different behavior compared to other 

cells and stayed at exothermic condition during the thermal cycle because of the higher 

overpotentials. 
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Figure 95: Voltage profiles during one cycle of the durability test on the solid oxide test bench. 

To evaluate the voltage degradation of different cells during 30 thermal cycles of the 

durability test, the difference in the voltage before and after the durability test have been 

normalized with the actual voltage before the durability test to provide voltage degradation 

in percent. Figure 96 shows the voltage degradation percentage for all of the 6 cells. 

According to this figure, thermal cycles have a rather significant effect on degradation of all 

of the cells which proves the importance of thermal management.  
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Figure 96: Voltage degradation percentage attributed to the thermal cycles imposed during the durability test. 

6.2.8 Electrochemical Impedance Spectroscopy 

While the V-j curve provides general quantification of fuel cell performance, a more 

sophisticated test is required to accurately differentiate between all the major sources of loss 

in a fuel cell. Electrochemical Impedance Spectroscopy (EIS) is an electrochemical technique 

to measure the impedance of a system in dependence of the Alternative Current (AC) 

frequency. EIS is a powerful non-destructive and in-operando electrochemical technique for 

studying electrode–electrolyte interfaces with applications in different fields such as fuel 

cells, electrolyzers and batteries. EIS providing useful information on transport properties, 

and contributions from each type of losses in SOFC operation. Within short testing times, EIS 

measurements provide reliable data, allowing for the prediction of the long-term 
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performance of different compartments. EIS measures complex electrical impedance as a 

function of frequency. This involves the phase sensitive measurement of current and voltage 

applied to a device under test while the measurement frequency is varied over the course of 

the measurement. Electrochemical impedance is usually measured by applying an AC 

potential/current (Potentiostatic/Galvanostatic) to an electrochemical cell and then 

measuring the current/voltage through the cell. The applied AC potential/current is a 

sinusoidal excitation. The response to this potential/current excitation is an AC 

current/potential excitation signal. Impedance is given by the ratio between a time-

dependent voltage and a time-dependent current. A Nyquist diagram plots the real 

component of impedance versus the imaginary component of impedance (actually, the 

negative of the imaginary component of impedance) over a range of frequencies. 

In this work, the effects of different operating conditions on the Nyquist plot are evaluated 

at both cell and stack level. In this study, all the EIS measurements have been done in fuel 

cell mode only due to issues associated with the water mass flow controller.  

In the first set of EIS experiments, the cyclic EIS measurements have been performed on 

different cell to characterize the differences between cells’ performance at the beginning of 

their lifetime. Figure 97 shows the V-j characterizations of all the cells which demonstrates 

consistent behavior among all the cells. This V-j curve has been done at 750oC stack operating 

temperature and constant fuel flow rate with 50% volumetric hydrogen and 50% volumetric 

nitrogen, and constant air flow rate. It has been done at 10 different currents starting from 

zero with 1A step size. It shows a very small activation losses at very low current density 

followed by a linear behavior resulting from the ohmic losses. Figure 97 shows the Nyquist 

plot for all the cells that have been measured at 1A using the connected potentiostat under 

the galvanostatic mode. It should be noted that for each individual cell, 5 cycle EIS have been 

done to make sure the EIS measurements for each cell is statistically relevant. That is the 

reason why at each frequency for each cell, a cloud of points has been plotted. According to 

the Figure 97, all the cells show similar behavior including consistent ohmic loss and mass 

and charge transport losses. According to the obtained values on the x-axis, the ohmic area 

specific resistance for all the cells is around 0.3 Ω. cm2. The semi-circle that appears at low 



 

154 

frequencies is due to concentration losses along the cell of species involved in 

electrochemical reactions. 

 

Figure 97: V-j characteristics curve and its associated cell-level EIS measurements. 
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It should be noted that all the EIS measurements in this study are done in a unique frequency 

window starting from 105 to 0.05 Hz. 

The high frequency inductance observed for each of the single cell EIS results seems to be on 

the order of 1e-8 Henry, which is small and reasonable. 

 

Figure 98: Stack-level and sum of the cell-level EIS measurements comparison. 

The stack EIS is consistent with the sum of all 6 cells (Figure 98). The stack and summed cell 

results diverge on the high-frequency end, probably due to the inductance observed in 

individual cell EIS. Stack vs 6-cell sum EIS also diverge on the very low-frequency end. The 

sum of the cells EIS results show lower impedance compared to the stack EIS in this region, 

which could point toward an additional L//C//R (inductance, capacitance, resistance) 

element in the equivalent circuit for the stack (perhaps associated with the interconnects or 

end-plates). 

In the second set of EIS measurements, the effects of operating current were evaluated on 

the EIS measurements of a single cell. This set of EIS measurements was performed at 



 

156 

operating conditions associated with the V-j characteristics curve that was shown in Figure 

97. As it is shown in figure, the ohmic area specific resistance is 0.3 Ω. cm2 for all the 

operating current densities which is reasonable given the fact that it is associated with 

operating temperature which is constant at this set of the EIS measurements. The low 

frequency arch size varies significantly with operating current density (Figure 99). It 

decreases with increasing operating current to a certain point and increases afterwards. At 

1A, the low frequency arch size is large (high impedance) due to low concentration of steam 

existing in the anode side. Since the operating current density is low, the molar fraction of 

the produced steam in the anode side is low which results in high impedance due to 

concentration losses. This low frequency large arch can be represented by the logarithm 

term in the Nernst equation. As operating current density increases, the molar fraction of the 

produced steam increases which results in lower low frequency impedance. The low 

frequency arch size decreases until the molar fraction of hydrogen gets to low amounts 

resulting from high operating current densities. In the case of high operating current density, 

the low frequency arch size gets bigger because of hydrogen concentration losses. The 

shifting current density for the explained case is between 6A to 10A. 

In the third set of EIS measurements, the effects of operating temperature were investigated 

on the EIS measurements of a single cell. This set of EIS measurements was performed at 

two different fuel compositions including 50% hydrogen-50% nitrogen and 75% hydrogen-

25% nitrogen as shown in Figure 100. As it clearly shown in Figure 100, for higher operating 

temperature, the ohmic loss is lower which is reasonable given the Arrhenius equation for 

ohmic losses. It should be noted that the ohmic resistance at different operating temperature 

is independent of the fuel inlet composition. The ohmic area specific resistance for 700oC, 

750 oC and 800 oC are 0.26 Ω. cm2, 0.3 Ω. cm2 and 0.4 Ω. cm2 respectively. 

In the fourth set of EIS measurements, the effects of fuel inlet composition (anode side) were 

evaluated on the EIS measurements of a single cell. This set of EIS measurements was 

performed at two different operating temperature including 750 oC and 800 oC as shown in 

Figure 101. 
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Figure 99: Effects of operating current density on the cell-level EIS measurements. 
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Figure 100: Effects of operating temperature on the cell-level EIS measurements. 
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Figure 101: Effects of fuel inlet composition on the cell-level EIS measurements. 
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 Summary 

This chapter has focused on experimental investigation of solid oxide short stack operating 

in electrolysis mode. First, the effects of operating temperature and fuel inlet composition 

have been investigated regarding their impacts on the voltage-current characteristic curve. 

Then, the developed model in the previous chapter has been calibrated with one specific set 

of the obtained experimental data and validated with the remaining sets of the obtained 

experimental data without adjusting any model parameters. The modeled results have been 

consistent with the measured data for a variety of operating conditions. Second, the 

performance of the solid oxide short stack in the test bench has been evaluated under 

different dynamic input conditions e.g., step profile, solar profile, and wind profile. The 

calibrated model has accurately predicted different operating parameters at these dynamic 

conditions. Third, the solid oxide short stack has been put through durability test by 

thermally cycling the stack operating temperature. It has shown a considerable performance 

degradation after 30 full thermal cycles. Finally, the solid oxide short stack has been 

characterized in both cell and stack levels by electrochemical impedance spectroscopy 

technique. The effects of different operating conditions, i.e., temperature and fuel inlet 

composition as well as current density have been analyzed with electrochemical impedance 

spectroscopy on the Nyquist plot. The cell-level and stack-level EIS measurements have 

proved consistency in trend between cell and stack level EIS measurements while showing 

higher impedance for stack perhaps associated with the interconnects or end-plates. The 

ohmic area specific resistance for different temperatures, calculated based on the EIS 

measurements, have been consistent with the numbers reported in other studies.  
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7 Summary and Conclusions 

 Summary 

The goal of this dissertation was to theoretically and experimentally develop and evaluate 

the advanced high-temperature solid oxide electrolysis cell (SOEC) system technology for 

widespread use with renewable energies. As it was shown, SOEC system can be dynamically 

dispatched to an electric grid or to microgrids (as a power-to-gas technology) to store 

inexpensive and/or otherwise curtailed renewable electricity in the form of hydrogen. 

Moreover, the advanced SOEC system can be integrated with renewable resources to 

produce a zero carbon and zero emissions fuel like hydrogen for difficult-to-electrify end-

uses. The goal was accomplished by 1-conducting an extensive continuous literature review 

on SOEC technology in both modeling and experimental perspectives, 2-developing stack-

level and system-level dynamic models and control strategies of the SOEC system that 

simulates physical operation of the SOEC system, 3-evaluating the dynamic operation of 

SOEC system in different input conditions, 4-performing theoretical analysis for integration 

of SOEC system into microgrids to support high renewable use, 5-developing the 

experimental setup to evaluate the steady state and dynamic performance characteristics of 

SOEC short stack and analyze experimental results and validating the developed model with 

different experimental results in both steady state and dynamic manners. 

 Conclusions 

7.2.1 Solid Oxide Electrolysis System Design 

The main conclusions of this section, which considered the solid oxide electrolysis system 

design, are as follows: 

• A quasi 3D spatially and temporally resolved solid oxide electrolysis cell model was 

developed which was able to capture the spatial and temporal behavior of different 

operating parameters of the solid oxide electrolysis cell under steady-state and 

dynamic operation.  
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• A solid oxide electrolysis system and its required control strategies were advanced 

by developing and integrating dynamic models of different balance of plant 

components. The designed system could operate under endothermic, thermoneutral 

and exothermic modes of operation while maintaining operating conditions at the 

desired levels by manipulating variables within different control strategies.  

• A comparative analysis of the SOEC system for a stepwise dynamic operation under 

two different thermal control strategies was performed by analyzing the overall 

system performance at different stack power loads. System simulation results 

showed that the PEN average temperature could be well maintained by both control 

strategies while operating dynamically. PEN average temperature was quite constant 

and invariant under the second control strategy while it varies considerably more 

under the first one. Operation under both control strategies, the PEN localized 

temperature gradient was always maintained below the maximum tolerable 

temperature gradient. The overall efficiency of the system was higher for the first 

control strategy compared to the second one while the temporal temperature 

variation of the PEN is lower for the second control strategy compared to the first 

one. 

7.2.2 SOEC System Dynamic Operation  

The main conclusions of this section, which focused on the dynamic operation of the SOEC 

system under different operating scenarios, are as follows: 

• The dynamic behavior of a SOSE system without an external heat source which used 

transient PV generated power as an input to produce compressed (to 3 MPa) 

renewable hydrogen to be stored or injected directly into the natural gas network 

was evaluated under two different operating scenarios. 

• The capability of the proposed SOSE system and its control strategies to operate 

dynamically to directly convert solar power to hydrogen for both sunny and cloudy 

days was proved. 

• For the entire operating periods of both days, the stack temperature and temperature 

difference along the stack were maintained in a safe operating range.  
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• The 12.5 h operation of the SOSE system on a sunny day resulted in the production of 

94 kg hydrogen by using an average of 46 kWh/kg of the produced hydrogen. 

• The SOSE system operated 11 h on a cloudy day and produced 55 kg hydrogen at 

average system power consumption per kilogram of produced hydrogen of 48.4 

kWh/kg. 

• The temperature distribution and dynamics of temperature gradients (spatial and 

temporal) that the developed dynamic model has produced, will have a significant 

impact on degradation and other performance characteristics. 

7.2.3 Integration of SOEC System into the UCI Microgrid to Support High Renewable 

Use 

The main conclusions of this section, which focused on the integration of SOEC system into 

the UCI microgrid to support high renewable use, are as follows: 

• The challenges of RES penetration have been investigated in the context of the 

University of California, Irvine campus microgrid, by simulating the existing power 

plant operation and examining the effects of increasing renewable installed capacity. 

• The limits of the microgrid power plant were identified that would result in massive 

excess renewable electricity production, with no sensible increase in RES penetration 

in the campus electrical energy supply for renewable installed capacities higher than 

15 MW, if no energy storage solution is implemented. 

• The integration of a modular P2G system based on sequential dispatching of SOE 

systems into the campus microgrid was modelled to evaluate the annual hydrogen 

production potential and the capability of the system to successfully absorb excess 

electricity from the additional renewable installations. The minimum aggregated 

power capacity of 300 kW dispatched SOE systems required to store at least 80% of 

the annual excess electricity was considered in each scenario.  

• Utilization of the produced renewable hydrogen blended with natural gas as a fuel in 

UCI microgrid gas turbine, as well as the use of hydrogen in the local fueling station 

was assessed. 
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• The results showed that feeding the gas turbine with a gas mixture containing 15% 

volumetric hydrogen would suffice to consume all the hydrogen produced up to the 

scenario with 32 MW of PV installed capacity. Moreover, the entire renewable 

hydrogen production in all the PV capacity scenarios could be consumed on site 

considering both the feeding of the gas turbine with a gas mixture containing 15% by 

volume hydrogen and the delivery of hydrogen to fuel cell vehicles in the local fueling 

station. 

• The integration of SOEC system into the UCI microgrid would allow an increased 

share of renewable energy supply to the campus and accelerate decarbonization of 

the transportation sector of surrounding areas. 

• The deployment in the microgrid infrastructure of the additional PV capacity and the 

integration of the P2G system could reduce both natural gas consumption and carbon 

dioxide emissions. Up to 4250 metric tons (16%) of natural gas consumption and 

11,900 tons (16%) of CO2 emissions could be avoided. 

7.2.4 Experimental Analysis of Solid Oxide Short Stack 

The main conclusions of this section, which focused on the experimental analysis of the solid 

oxide short stack, are as follows: 

• The solid oxide short stack test bench manufacture by SOLIDpower and its required 

electrical, mechanical, and fluid/gas connections were successfully set up. 

• The solid oxide test bench was able to be operated at either electrolysis mode or fuel 

cell mode. 

• The effects of stack operating temperature and fuel inlet composition were 

investigated. The developed model was calibrated and validated with the 

experimental data on V-j characteristics curves. 

• The dynamic operability of the SOEC system under various input powers e.g., step 

profile, PV sunny and cloudy profiles, and wind profile were evaluated. The dynamic 

calibrated model was validated by the experimental dynamic performance 

characteristics data. 
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• The durability of the solid oxide short stack was evaluated by putting the stack under 

thermal cycles. The results proved that long-term large-amplitude temperature 

variations will cause considerable performance degradation on the solid oxide stack. 

• A potentiostat, a booster, and their connections were set up with the solid oxide short 

stack test bench to enable a non-destructive and in-operando electrochemical 

characteristics measurements in both cell and stack levels to complete the V-j 

characteristics measurements. 

• The consistency between the EIS measurements on the cell level and stack level was 

examined by doing EIS on all the cells and the stack and comparing the sum of the 

cells’ EIS measurements with the stack-level EIS measurements. The results show a 

good consistency over a big range of frequencies except very low frequencies. 

• The effects of the operating current density, operating temperature, and fuel inlet 

composition on the Nyquist plot were investigated. 

 Future Work 

7.3.1 Integration of SOEC System into the UCI Microgrid to Support High Renewable 

Use 

In this dissertation the integration of the SOEC system together with batteries to minimize 

the capital costs and the operating costs was not considered. The objective function could be 

defined as the total costs of the installed PV, SOEC systems, storage, batteries, and inverters 

to find the financially optimal mix of different dispatchable storage systems for different PV 

installed scenarios. 

7.3.2 Experimental Analysis of Solid Oxide Short Stack 

In this dissertation the effects of different operating parameters on the steam/carbon 

dioxide co-electrolysis were not evaluated. Dynamic operation of the short stack on 

steam/carbon dioxide co-electrolysis mode could also be analyzed. Also, a gas 

chromatography analyzer could be used to analyze the concentration of different species 

produced from co-electrolysis of steam and carbon dioxide at different operating condition. 

The solid oxide test bench could also be tested under reversible operation by switching 
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between fuel cell and electrolysis modes. EIS measurements could be done on steam 

electrolysis and steam/carbon dioxide co-electrolysis to characterize the cell at different 

operating modes. Developing equivalent circuit model based upon EIS measurements could 

be useful to characterize and compare single cell level and stack level behaviors. This would 

characterize the effect of all compartments i.e., interconnects in the stack level performance. 

A machine learning and deep learning model could be developed based on degradation data 

of the short stack to be able to predict effects of different parameters on the degradation of 

the stack. 
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