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Joint Source-Channel Coding and Unequal
Error Protection for Video Plus Depth

Arash Vosoughi, Student Member, IEEE, Pamela C. Cosman, Fellow, IEEE, and Laurence B. Milstein, Fellow, IEEE

Abstract—We consider the joint source-channel coding (JSCC)
problem of 3-D stereo video transmission in video plus depth
format over noisy channels. Full resolution and downsampled
depth maps are considered. The proposed JSCC scheme yields
the optimum color and depth quantization parameters as well
as the optimum forward error correction code rates used for
unequal error protection (UEP) at the packet level. Different
coding scenarios are compared and the UEP gain over equal error
protection is quantified for flat Rayleigh fading channels.

Index Terms—3-D video, joint source-channel coding, unequal
error protection, video plus depth.

I. INTRODUCTION

W E ARE interested in the delivery of three-dimensional
(3-D) video over mobile devices [1]. The quality of a

received 3-D video is affected by both the source coding accu-
racy and the amount of redundancy introduced by forward error
correction (FEC) to protect the compressed 3-D video trans-
mitted over a channel. Therefore, for a fixed bitrate, designing
a clever method to divide the bits between the source and FEC
is crucial in order to maximize the quality at the receiver. This
problem is called joint source-channel coding (JSCC) and it is
a well-studied area for 2D video.
Video plus depth (V+D) is an efficient representation of 3-D

video, where a stereo pair is rendered at the decoder from a color
video signal and a per-pixel depth map [1], [2]. In [3], two dif-
ferent protection levels are considered for V+D, and the authors
concluded that color should be protected more strongly than
depth. Following this conclusion, a UEP method is proposed in
[4] for V+D data over WiMAX communication channels based
on unequal power allocation. In [5], it is concluded that depth
can be compressed more compared to color, and downsampling
the depth by a factor of two is recommended to increase coding
efficiency, although the effect of a channel is not investigated.
In this paper, the JSCC problem is solved for V+D data trans-

mitted over noisy channels.We consider both downsampled and
full resolution depth scenarios. Both the color and depth are
encoded by an H.264/AVC encoder [6] and then protected by
FEC using UEP such that each individual packet is protected
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according to its importance. The importance of packets is based
on the structural similarity (SSIM) index [7]. The JSCC yields
the optimum color and depth quantization parameters as well as
the UEP code rates that jointly maximize the quality at the re-
ceiver. Turbo codes [8] are used for FEC, and simulation results
are given for flat Rayleigh fading channels. The performances
of different scenarios are compared, and UEP performance is
compared to EEP.

II. JSCC PROBLEM FORMULATION

The system block diagram is shown in Fig. 1. The color and
depth are both compressed by an H.264/AVC encoder, protected
by FEC (using UEP), and then transmitted over a channel. At the
receiver, the erroneous packets are detected and discarded after
channel decoding, and the color (left view) and depth bitstreams
are decoded by an H.264/AVC decoder, where error conceal-
ment (EC) is done for the discarded (lost) packets. The right
view is then synthesized using the decoded color and depth. The
depth map may be downsampled by a factor of before the
compression, and thus should be upsampled by a factor of be-
fore the view synthesis. We consider full resolution and down-
sampled depth by factors of 2 and 4, which are represented by

, , and , respectively. In this work, we use SSIM since
perceived quality is better correlated to SSIM than to PSNR [9].
The SSIM between two GOPs (group of pictures) and is
calculated as the average of SSIMs between the corresponding
frames of and , and is denoted by . It varies be-
tween and 1, where larger values correspond to lower distor-
tion. We first derive a measure of end-to-end distortion for the
left (color) view based on SSIM. This measure should incorpo-
rate both the effects of the color source distortion and the color
channel distortion. Each packet of the color GOP is assigned a
score. The score depends on whether the packet is or is not lost.
If the th packet of a color GOP is lost, the score assigned to that
packet is

(1)

where is the color quantization parameter, denotes the
original uncompressed left view GOP, and represents
the left view decoded GOP with error concealment as if only the
th color packet is lost. We note that reflects the quality
throughout the left viewGOP (including the effect of error prop-
agation) due to losing the th color packet; larger values of

correspond to lower distortion generated due to loss
of the th packet. If the th color packet is not lost, the score as-
signed to that packet is

(2)

where denotes the left view error-free decoded GOP.
Since each packet has two different scores (given in (1) and (2)),
the score is a random variable. Let be the random variable
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representing the score assigned to the th packet. Thus,
if the packet is lost, and if the packet

is not lost. For a particular , and can be
computed offline at the encoder for , where
is the number of packets in a color GOP. We take the expected
value of the average of the scores of all the color packets as the
quality of the left view:

(3)

Let be the probability of losing the
th color packet, where depends on the source packet size
in bits, , the code rate allocated to that packet, ,
and the channel characteristics . For a flat Rayleigh fading
channel, , where is the coherence time de-
fined in Section III. Following (3), we have

(4)

For the synthesized right view, scores are defined for both color
and depth packets, since both contribute to the quality of the syn-
thesized right view. If the th color packet is lost, the assigned
score is

(5)

and if the th depth packet is lost, the assigned score is

(6)

In (5) and (6), is the depth quantization parameter, is
the GOP synthesized from the original left view ([10], [11]),

denotes the right view GOP after decoding, EC,
and view synthesis as if only the th packet is lost from the color,
and denotes the right view GOP after decoding,
EC, and view synthesis as if only the th packet is lost from the
depth. If the th packet of the color or the depth is not lost, the
score assigned to that packet is

(7)

where denotes the error-free decoded synthesized
right view GOP. Similar to (3), we consider the expected value
of the average of scores of color and depth packets as the quality
of the synthesized right view:

(8)

where is the number of packets of a depth GOP,
is the size of the th depth source packet in bits, and
and are, respectively, the code rate allocated to that
packet and the probability of losing that packet. We define
the objective function of the JSCC problem as . An
interpretation of this objective function is as follows: Let

Fig. 1. System block diagram.

Fig. 2. Trajectories of the optimum QPs for , , and scenarios for
a flat Rayleigh fading channel with SNR=8 dB and . Numbers next
to the trajectories denote the bitrate constraints in Mb/sec.

us consider the th and the th packets of the color, where
and . The contribution of the th

packet and the th packet to the term of the objective

function is equal to and

, respectively. We note
that for . Thus, if

and , or, if
and , then . This means that
a packet with a lower distortion value (larger score) or a
smaller loss probability has a larger contribution to the ob-
jective function, that is to be maximized. Further, note that

if , then , meaning that the
contribution of a packet with no channel distortion due to error
concealment is equal to the source distortion averaged over all
the packets. The interpretation given above is for the term
of the objective function; a similar interpretation can be made
for the term.
The total number of bits, which is the sum of the number

of source bits and FEC bits, is equal to

. Let be the set of available code rates, and
and represent the sets of quantization parameters

used to encode the color and depth, respectively. Let
, and .

To maximize the quality of the received 3-D video, we maxi-
mize the objective function

(9)
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Fig. 3. Average color and depth code rates for a flat Rayleigh fading channel with dB. (a)-(c) ‘Balloons’, and (d)-(f) ‘Poznanstreet’.

subject to the bit constraint

(10)

where is the bit budget. It is assumed that the channel is
known at the transmitter, meaning that an accurate estimate of
is available at the transmitter side. The optimization problem

introduced in (9) and (10) is a discrete optimization problem that
is solved using the branch and bound method [12].

III. SIMULATION RESULTS AND DISCUSSION

We present simulation results for flat Rayleigh fading chan-
nels with binary phase-shift keying (BPSK)modulation/demod-
ulation. The coherence time of a fading channel, , represents
the number of symbols affected by the same fade level, and
using a block-fading model, each fade is considered to be inde-
pendent of the others. An interleaver mitigates the effect of error
bursts, and we use a block interleaver with depth 500 and width
100. We use UMTS turbo codes for FEC [13]. The available
code rates we considered are , ob-
tained by puncturing a mother code of rate . An iterative soft-
input/soft-output (SISO) decoding algorithm is used for turbo
decoding. We used H.264/AVC reference software (JM version
15.1), with motion compensated error concealment (MCEC).
Each row of macroblocks is encoded as a packet, the GOP struc-
ture is IPPP, and the GOP size is 10 frames.
Fig. 2 shows the trajectories of the optimum QPs obtained

for a GOP of ‘Balloons’ video sequence ( ) as the bi-
trate constraint increases, where dB and .
For the scenario, when the bitrate constraint is 3.1 Mbps,

and . When the bitrate constraint
increases to 12.3 Mbps, goes to 40 and goes to
22. This shows that over a range of rates, the depth can be sig-
nificantly compressed compared to the color. When the depth is
downsampled, is still larger than , but the gap
is smaller than for the scenario, showing that when depth
has lost spatial resolution, the optimization does not penalize it
so much on compression.
Fig. 3 shows the color and depth average code rates versus

the bitrate constraint for video sequences ‘Balloons’ and ‘Poz-
nanstreet’ ( ). The average code rates decrease when
the bitrate constraint increases, meaning that more protection

Fig. 4. for , , and scenarios for a flat Rayleigh fading channel
with dB and .

is provided for both by increasing the bitrate. Considering the
scenario, we see that although the depth is significantly

compressed compared to the color (see Fig. 2), it is protected
more since the depth average code rate is lower than that of the
color. In [3], the authors concluded that color should be pro-
tected more than depth. That conclusion was made for the sym-
metric coding case, where . We also
solved the JSCC problem with the additional symmetric coding
constraint, i.e., we set in (9) and (10), and our re-
sults showed that, indeed, the color should be protected more
than the depth, in agreement with [3]. In other words, we are in
agreement with the results of [3] for the special case of identical
quantization parameters, but the general case of unequal quan-
tization parameters yields the result that depth should be com-
pressed more severely than color, but that then depth should be
protected more. Results for and scenarios also indicate
that the JSCC tends to protect the depth slightly more than the
color.
We now compare the scenarios , , and in terms

of FEC protection. We compute the average code rate :

color source bits depth source bits
color source FEC bits depth source FEC bits

Fig. 4 shows versus the bitrate constraint for ‘Balloons’.
For a particular bitrate, decreases when the downsampling
factor increases, meaning that for the same bitrate constraint, a
stronger protection is needed for a larger downsampling factor.
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Fig. 5. (a)-(b) for scenarios , , and , (c)-(d) of UEP and EEP for scenario , (e) for scenarios , and ,
and (f) of UEP and EEP for scenario .

Different scenarios are also compared for channel realizations
using the PSNR and SSIM metrics. Following [10] and [11],
in computing the full-reference metrics PSNR and SSIM, the
reference of the right view is obtained by view synthesis from
the original uncompressed left view. For each channel realiza-
tion, the left and right view SSIMs are averaged and then the
average is taken over all the channel realizations, which is de-
noted by . The average PSNR for each channel realiza-
tion is calculated by , where
and are the mean-squared errors obtained for the left and
right views, respectively. The average is then taken over all the
channel realizations, which is denoted by . Figs. 5(a)
and (b) show for 200 channel realizations for ‘Bal-
loons’ and ‘Poznanstreet’, respectively, where SNR=8 dB and

. Results for are given in Fig. 5(e) for
‘Balloons’. We see that the scenario outperforms the other
scenarios except for high bitrates, for which the scenario
slightly outperforms the others. Similar results (not shown)were
obtained for video sequence ‘Mobile’.
Lastly, we compare the performance of UEP to that of EEP.

Results are given for scenario , which was the best for most
of the bitrates and channel conditions considered. Figs. 5(c) and
(d) show for ‘Balloons’ and ‘Poznanstreet’, respec-
tively. We see that UEP outperforms EEP by up to 4.3 dB and
3.1 dB for ‘Balloons’ and ‘Poznanstreet’, respectively. Fig. 5(f)
shows for ‘Balloons’. UEP outperforms EEP in terms
of SSIM as well.

IV. CONCLUSIONS

JSCC was studied for video plus depth. Full resolution and
downsampled depth by factors of two and four were considered.
Results show that the depth can be significantly compressed
compared to the color (especially for and ), although it
needs to be protected more by FEC.We showed that when depth
is downsampled, it should be less compressed and more pro-
tected to maximize the quality. In contrast to prior work which
only considered equal quantization parameters and found that
color should be more protected than depth, we found that depth
should be compressed more severely than color and then pro-
tected more. We also showed that the downsampled depth by a

factor of four outperforms the other scenarios except for high
bitrates. The UEP approach proposed here was shown to yield
up to 4.3 dB gain in PSNR compared to EEP for flat Rayleigh
fading channels.
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