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Iterative Channel Decoding of FEC-Based
Multiple-Description Codes

Seok-Ho Chang, Member, IEEE, Pamela C. Cosman, Fellow, IEEE, and Laurence B. Milstein, Fellow, IEEE

Abstract—Multiple description coding has been receiving atten-
tion as a robust transmission framework for multimedia services.
This paper studies the iterative decoding of FEC-based multiple
description codes. The proposed decoding algorithms take advan-
tage of the error detection capability of Reed–Solomon (RS) era-
sure codes. The information of correctly decoded RS codewords is
exploited to enhance the error correction capability of the Viterbi
algorithm at the next iteration of decoding. In the proposed algo-
rithm, an intradescription interleaver is synergistically combined
with the iterative decoder. The interleaver does not affect the per-
formance of noniterative decoding but greatly enhances the per-
formance when the system is iteratively decoded. We also address
the optimal allocation of RS parity symbols for unequal error pro-
tection. For the optimal allocation in iterative decoding, we de-
rive mathematical equations from which the probability distribu-
tions of description erasures can be generated in a simple way.
The performance of the algorithm is evaluated over an orthogonal
frequency-division multiplexing system. The results show that the
performance of the multiple description codes is significantly en-
hanced.

Index Terms—Cross-layer design, iterative decoding, multi-
media communications, multiple description coding, orthogonal
frequency-division multiplexing (OFDM), progressive transmis-
sion, wireless video.

I. INTRODUCTION

T HE GROWING demand for multimedia services has mo-
tivated intense research on cross-layer design [1], which is

particularly important for transmission over mobile radio chan-
nels. Advances in source codecs such as progressive image or
scalable video coders [2]–[4] employ a progressive mode of
transmission such that as more bits are received, the source
can be reconstructed with better quality. However, these ad-
vances have also rendered the encoded bitstreams very sensitive
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to channel impairments, which can be severe in mobile chan-
nels. Early studies [5], [6] considered the transmission of a pro-
gressively compressed bitstream using rate-compatible punc-
tured convolutional (RCPC) codes. Coding and diversity are
effective techniques for improving the transmission reliability.
However, time diversity achieved by channel coding becomes
less effective in a slow fading channel where prolonged deep
fades often result in the erasure of the whole packet [6].

Multiple description source coding has emerged as an at-
tractive framework for robust multimedia transmission over
packet erasure channels [7]. The basic idea is to generate
multiple descriptions of the source such that each description
independently describes the source with certain fidelity. When
more than one description is available, they can be combined
to enhance the quality [8]. Due to the individually decodable
nature of the descriptions, the loss of some descriptions does
not jeopardize the decoding of correctly received descriptions.
Earlier studies of multiple description coding concentrated on
information-theoretic bounds for specific input source models
[9], [10]. However, recently, the practical implementation of
multiple description coding has received attention [7] (the
references therein); FEC-based multiple description coding
has become popular [11]–[14] since it is flexible in generating
arbitrary numbers of descriptions from a progressive bitstream,
compared with a source-coder-based approach. In [15]–[19],
FEC-based multiple description coding is employed for the
transmission of the progressive bitstream against deep fades
in a wireless channel. In this scheme, contiguous information
symbols from the progressive bitstream are spread across mul-
tiple packets. The information symbols are protected against
error using a systematic Reed–Solomon (RS) erasure code
across multiple descriptions (i.e., packets), and the level of
protection is determined depending on the relative importance
of the information symbols, which is referred to as unequal
error protection (e.g., see Fig. 1). After RS erasure encoding,
each description is encoded by a concatenation of an outer
cyclic redundancy code (CRC) and an inner RCPC code. The
CRC allows the channel to be treated as an erasure channel.
These schemes can be viewed as product channel codes, where
the RS code is employed as a column code and where the
concatenation of the CRC and the RCPC code is employed as a
row code.

Another popular transmission scheme for a progressive
source, proposed in [20], is also based on product codes. It
received attention due to its robust performance in a mobile
fading channel. The product codes in [20] also employ a
systematic RS erasure code across multiple packets (i.e., a
column code) and a concatenation of CRC and the RCPC code

1057-7149/$26.00 © 2011 IEEE
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Fig. 1. Multiple description codes in an OFDM frame.

to encode each packet (i.e., a row code). However, unlike the
multiple description codes, the system in [20] does not allow
an arbitrary set of packets to be lost since it puts the earliest
contiguous progressive bits in the same packets. That is, the
system in [20] is sensitive to the location of erasures in a series
of packets. The performance evaluation in [16] shows that
FEC-based multiple description codes outperform the product
code in [20], whereas the latter exhibits less delay in decoding
of the source.

We study the iterative decoding of FEC-based multiple
description codes. Considering the progress in very large scale
integration technology (VLSI), which allows more complex
decoding, and the growing demand for progressive multi-
media services, it is interesting to study the performance of a
popular progressive transmission scheme, i.e., multiple descrip-
tion codes, using iterative decoding algorithms. Srinivasan [21]
studied iterative decoding of multiple description source coding,
which is a source-coder-based approach used to generate mul-
tiple correlated descriptions of a source. Multiple description
source encoding produces two correlated bitstreams (i.e., de-
scriptions), and each description is separately encoded using a
convolutional encoder. Exploiting the correlation between the
two descriptions, at the receiver, the iterative decoding algo-
rithm used for turbo codes [22] is employed. On the other hand,
this paper studies iterative decoding of FEC-based multiple
description coding, which has different encoder and decoder
structures from those of a source-coder-based approach. Sun
et al. [23] combined FEC-based multiple description coding
with differential space–time codes [24], which is used for mul-
tiple-input multiple-output antenna (MIMO) systems. For the
combined system, Sun et al. suggested iterative decoding using
both the convolutional decoder and the differential space–time
decoder (note that the FEC-based multiple description codes
consist of outer RS erasure codes and inner convolutional
codes). At the receiver, the two decoders (i.e., the convolutional
decoder and the differential space–time decoder) exchange
soft information (a priori probabilities) between themselves

in successive iterations, such as turbo decoding. After the last
iteration is completed, CRC and RS decoding is performed
for the final output of the convolutional decoder to recover the
source bitstream.

In this paper, we propose iterative decoding algorithms that
take advantage of the error detection capability of RS erasure
codes. The correctly decoded hard-decision results of system-
atic RS decoding are exploited as known correct information
bits for the Viterbi algorithm in the subsequent iteration of de-
coding. An important feature of the proposed algorithm is the
use of an intrapacket (i.e., intradescription) interleaver, which
is placed between the outer RS codes and inner convolutional
codes. The purpose of this interleaver is to distribute the known
correct information bits uniformly over a description for the
Viterbi decoder in the subsequent iteration. This differs from
the conventional outer interleaver, which is often used in the
concatenated codes of outer RS and inner convolutional codes.
We also address the optimization of RS code parity levels. De-
termining the number of parity symbols for each RS codeword,
related with unequal error protection, is a key design problem
in multiple description coding [16]. For the optimization of RS
code parity levels in iterative decoding, we derive mathematical
equations from which the probability distributions of the cor-
rectly decoded descriptions can be calculated.

Note that there are some significant differences between
[23] and this paper. Sun et al. combined FEC-based multiple
description coding with a specific MIMO coding (differential
space–time codes) and performed iterative decoding using the
convolutional decoder and the differential space–time decoder.
On the other hand, this paper does not assume either a specific
modulation or MIMO coding and is purely focused on the
FEC-based multiple description codes themselves: the source
bitstream is iteratively decoded using two constituent decoders
(i.e., an RS erasure decoder and a convolutional decoder com-
bined with a CRC decoder) of the multiple description codes.

The proposed iterative decoding structure is a general one
that can be applied to any FEC-based multiple description
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Fig. 2. Iterative channel decoding scheme I.

system. In this paper, as an example application, orthogonal
frequency-division multiplexing (OFDM) is considered. OFDM
is used in many current applications, and the use of multiple
description codes over OFDM systems has been of interest
[17]–[19], [25]–[27]. The numerical evaluations show that the
performance of the multiple description codes can be signifi-
cantly improved if the proposed iterative decoding algorithm
is employed, and RS parity levels are appropriately optimized
based on our method. The rest of this paper is organized as fol-
lows. In Section II, we provide the system model and technical
preliminaries. In Section III, the proposed iterative decoding
algorithms are described. In Section IV, the optimization of RS
code parity levels for unequal error protection is presented. In
Section V, numerical results and discussions are provided, and
we conclude this paper in Section VI.

II. SYSTEM MODEL

We first describe the channel model for the OFDM system
considered in [17]–[19] and [25]. OFDM splits a high-rate data
stream into a number of lower rate data streams that are trans-
mitted over orthogonal subcarriers. The total number of subcar-
riers is denoted by . It is assumed that a frequency-selective
fading environment has independent fading subbands, and
each of the subbands consists of highly correlated sub-
carriers (i.e., ). Let be the th input mod-
ulated symbol of a packet (i.e., description)1 at the th sub-
carrier in the th subband. Let denote the description size
in terms of the modulated symbols. At the receiver, the output
signal can be expressed as

for (1)

where is a zero-mean complex-valued Gaussian
random variable with a Rayleigh-distributed envelope. It is
assumed that the zero-mean complex Gaussian noise
is independent for different , , and values. Since the
subcarriers within a channel are highly correlated, we have

(2)

1In this paper, each packet corresponds to a single description. Hence, in what
follows, we will use the terms “packet” and “description” interchangeably.

This corresponds to the widely used block fading channel model
[28]–[30] in the frequency domain. Fig. 1 shows multiple de-
scription codes in an OFDM frame. The contiguous progressive
source bits are first grouped into RS code symbols, where each
RS symbol consists of bits (i.e., RS code symbols belong to
GF ). In the frequency domain, descriptions of approx-
imately equal importance are constructed, where contiguous RS
information symbols are spread across the multiple descriptions.
The information symbols are protected by systematic
RS erasure codes with the level of protection depending on the
relative importance of the information symbols .
This RS erasure code can correct up to erasures [31]. We
let denote the description size in terms of RS code symbols,
and let denote the number of information symbols assigned
to the RS codeword . As the compressed bitstream
has different sensitivities toward channel errors, the system per-
formance is improved by employing unequal error protection.
Error protection decreases for the RS codewords as we move
to the right, i.e., [15]–[19], as shown in
Fig. 1. After RS encoding, a concatenation of CRC and RCPC
codes is applied to each description for possible diversity and
coding gains in the time domain. Since all the descriptions are
approximately equally important, RCPC codes with the same
code rate can be applied to protect each individual description
[16], [19]. Lastly, the individual descriptions are mapped to the

subcarriers of an OFDM frame. After RCPC decoding, the
CRC is used to erase any description with bit errors. The subse-
quent RS decoding operates in an erasure-only mode. It should
be noted that the performance of the system only depends on the
number of erasures in descriptions and is insensitive to the
location of erasures.

III. PROPOSED ITERATIVE DECODING ALGORITHM

To begin with, we present the procedure of noniterative de-
coding [16], [19], which is depicted in Fig. 2, if one ignores the
shaded block used for iterative decoding. The deinterleaver con-
ventionally deinterleaves bits within each description such that
fades introduced by the channel are spread within a description,
which allows a convolutional code to perform well in the pres-
ence of bursty errors. A Viterbi decoder performs soft decoding
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Fig. 3. Iterative channel decoding scheme II.

of each of descriptions and makes hard decisions on decoded
bits. A CRC decoder detects whether each description contains
bit errors. A description having any bit errors, referred to as an
erroneous description, is declared an erasure for RS decoding.
As stated before, for RS codeword having parity sym-
bols , the RS decoder can correct up to era-
sures. Since we have due to unequal error
protection, the correctly decoded RS codewords (i.e., columns
in the product code) would be placed contiguously at the left end
of the product code. Let denote the number of correctly de-
coded RS codewords. Then, it can be shown that the number of
erroneous descriptions after Viterbi decoding, which is denoted
by , is in the following range:

(3)

We now describe iterative decoding scheme I, which is shown
in Fig. 2. From the hard-decision results of RS decoding with
the error detection capability, we know that there are con-
tiguous correct bits at the left end of each description, where
is the number of bits per RS code symbol. Note that in Figs. 1
and 2, these bits correspond to the first information bits
of each convolutional code. Since we know both the first
information bits as well as the starting state in the trellis dia-
gram (i.e., the state at ), the state at can be
calculated. With this information, in the subsequent iteration,
the Viterbi algorithm redecodes the descriptions received from
the channels. The first information bits do not need to be
decoded. Only the remaining information bits are
decoded using the known state at . As a result, the re-
decoded description consists of the first correct bits and
the remaining bits that are redecoded. The CRC
decoder again checks whether there is any bit error in each re-
decoded description. If some bit errors in the erroneous descrip-
tions are corrected, the number of erroneous descriptions may
decrease. In this case, the RS decoder sees fewer erasures than in
the previous iteration; hence, more progressive source bits can
be recovered from RS decoding.

We present the iterative decoding scheme II depicted in
Fig. 3. The difference from scheme I is the use of an outer

interleaver, which performs bit-level intrapacket (i.e., intrade-
scription) interleaving. This differs from the conventional outer
interleaver, which is often used in the concatenated codes of
the outer RS and inner convolutional codes [31]–[34] (the dif-
ferences are summarized at the bottom of this paragraph). After
CRC decoding, the data within each description are intrade-
scription deinterleaved by the outer deinterleaver at the receiver
side in Fig. 3. Since each description has already been classified
into erroneous or correct description by the CRC decoder,
deinterleaving does not change the number of erasures. Conse-
quently, the use of an outer interleaver/deinterleaver in Fig. 3
does not improve the performance of noniterative decoding.
In the subsequent iteration, however, the outer interleaver at
the receiver side interleaves the first correct information
bits of each convolutional code before they are offered to the
Viterbi decoder. As a result, the Viterbi algorithm will exploit

correct information bits, which are not contiguous in
general. In the following, we describe the differences between
the proposed and the conventional outer interleavers. First,
residual errors after Viterbi decoding are known to be bursty
even for an additive white Gaussian noise (AWGN) channel.
The conventional outer interleaver in the concatenated codes
spreads those bursty errors across multiple packets so that the
RS code can operate with memoryless errors. However, the
outer interleaver in Fig. 3 performs intrapacket interleaving and
thus has nothing to do with the spreading of bursty errors for the
RS code. Note that the system in Fig. 1 has already employed a
product code structure so that the RS decoder can combat bursty
errors [31]. Second, the use of an outer interleaver in Fig. 3
does not improve the performance of noniterative decoding but
only affects the performance of iterative decoding. This differs
from the case of the conventional outer interleaver in the con-
catenated codes. Third, the outer interleaver in Fig. 3 performs
bit-level interleaving. The conventional outer interleaver in the
concatenated codes performs RS symbol-level interleaving so
as to prevent a burst of only two bit errors after Viterbi decoding
from spoiling two RS symbols [32]–[34].

In the following, for both decoding schemes I and II, we
present how the known correct information bits of a convolu-
tional code can be used to achieve better decoding performance
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of other information bits. Consider decoding scheme I shown
in Fig. 2. As stated before, from the first correct infor-
mation bits, the state at can be calculated. As an
example, consider a convolutional code that has the constraint
length and rate . This code has states in the encoder
state diagram, and there are possible branches between the
nodes at and in the trellis diagram. Sup-
pose that we know the state in the node at . Then, we can
reduce candidate branches connecting the nodes at
and to two because there are only two branches
which diverge from a specific state at . This can prevent
wrong trellis paths with small path metrics from being selected
as a survival path when the decoder traces back the trellis paths
[31], [35]. Consider decoding scheme II shown in Fig. 3. As
stated before, correct information bits are dispersed by
the outer interleaver at the receiver side, and thus they are not
contiguous in general. We again consider a convolutional code
with the constraint length and with rate . Suppose that we
know one input information bit at the state transition between

and in the trellis diagram. Then, candi-
date branches between the nodes at and can
be limited to branches. Similar to the case when the state
is known to the Viterbi algorithm, this can also prevent wrong
trellis paths from being chosen as a survival path [36]–[38]. We
note that the outer interleaver at the transmitter side in Fig. 3
should perform the same interleaving pattern that the outer in-
terleaver at the receiver side does. For example, suppose that the
Viterbi algorithm is informed of one input information bit at the
state transition between and after the outer
interleaving is performed at the receiver. In addition, suppose
that the outer interleaver at the transmitter side performed a dif-
ferent interleaving pattern. Then, the received convolutional
coded bits, which correspond to the known input information
bit, would not be placed at the state transition between
and in the trellis diagram.

In the following, we numerically evaluate how much the de-
coding performance of other information bits can benefit from
the known correct information bits. A convolutional code with a
rate of 1/2, constraint length , and polynomials (133, 171)
in octal is employed over an AWGN channel [39]. RS code sym-
bols are from GF (i.e., ), and the description size
in terms of RS code symbols is 32 (i.e., ). We assume
that two RS codewords are correctly decoded (i.e., ), and
thus 16 correct information bits are known to the Viterbi algo-
rithm in the subsequent iteration. Note that as , the
total number of information bits in a convolutional code (or de-
scription) is 256. We first evaluate decoding scheme I. The state
in the node at can be calculated and is known to the
Viterbi algorithm. Fig. 4(a) depicts the resultant probability of
bit errors at each position in the convolutional code. It should be
noted that the low error probabilities at the right are due to the

tail bits in a convolutional code. Fig. 4(a) shows that the
known state at improves the decoding performance of
some other information bits at the left. From our observations,
the number of those bits is on the order of the constraint length
of a convolutional code.

We next evaluate decoding scheme II. Suppose that, to begin
with, only one correct information bit is known to the Viterbi

Fig. 4. Probability of bit errors at each position in a description (packet).
(a) Sixteen contiguous information bits placed at the left are known to the
Viterbi algorithm. (b) One information bit is known to the Viterbi algorithm.

algorithm in the subsequent iteration. In addition, suppose that
the known bit is the input at the transition between
and in the trellis diagram. Fig. 4(b) depicts the re-
sultant probability of bit errors at each position in a convolu-
tional code (or description). Note that the low error probabili-
ties at the left and the right are due to the initial and tail
bits in a convolutional code. Fig. 4(b) shows that, with a single
known information bit, the decoding performance of other in-
formation bits improves. From our observations, the number of
those bits is on the order of the constraint length of a convolu-
tional code. Now, assume that 16 correct information bits, i.e.,
randomly dispersed by the outer interleaver in Fig. 3, are given
to Viterbi algorithm. An example is depicted in Fig. 5(a). Com-
pared with the case of decoding scheme I shown in Fig. 4(a),
more decoded bits show improved error probabilities. Note that
if a decoded description contains even one bit error, it is declared
an erasure for RS erasure decoding. We intend to use an outer
interleaver, which spreads known correct information bits uni-
formly over a description, so that the decoding performance of
a large number of bits in a description improves. Regarding the
design of the outer interleaver, note that the encoder does not
know how many RS codewords will be correctly decoded at the
receiver, i.e., how many correct information bits will be inter-
leaved and provided to the Viterbi algorithm in the subsequent
iteration. The only thing the encoder knows is that the correct
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Fig. 5. Probability of bit errors at each position in a description (packet).
(a) Sixteen known information bits, which are dispersed in a random manner,
are known to the Viterbi algorithm. (b) Sixteen known information bits, which
are dispersed by the interleaver, are known to the Viterbi algorithm.

information bits, i.e., the results of RS decoding, will be placed
contiguously at the left in a description.

We consider a block interleaver with a specific interrow per-
mutation pattern as the outer interleaver. The interleaving depth
and the permutation pattern are designed such that known cor-
rect information bits are dispersed uniformly over a descrip-
tion. The input bit sequence to the interleaver is denoted by

, and the output bit sequence from the inter-
leaver is denoted by . The output sequence is
derived as follows.

1) The block interleaver depth is set to , which is the descrip-
tion size in terms of RS code symbols. We assume that
is in the form of ( is an integer).

2) Given , the interrow permutation pattern, which is charac-
terized by vector , is calculated from the following equa-
tions:

i

ii (4)

where is an -tuple all-one vector and
.

3) Write the input bit sequence into an matrix row by
row, starting with in the first column of the first row and
ending with in the last column of the last row (i.e.,
the th column of the th row).

Fig. 6. � � � matrices that store input bit sequences in steps 3 and 4. (a)
Step 3: Input bits are written row by row. (b) Step 4: Rows are permuted.

4) Perform the interrow permutation based on pattern
, where denotes the th com-

ponent of , and it indicates the new row position of the
original th row after rows are permuted. For example, the
second row moves to the th row as a result of the per-
mutation.

5) Read the output bit sequence column by
column from the interrow permuted matrix. The
corresponds to the first row of the first column, and
corresponds to the last row of the last column (i.e., the th
row of the th column).

From step 3), we have input bits in each row. Consider the
adjacent input bits and that are in the same row. Since
the interleaving depth is set to , the interval between and

will be after they are interleaved in step 5), that is,
input bits in the same row are interleaved such that the interval
between the adjacent input bits becomes , and the end-to-end
interval between the leftmost and rightmost input bits will be

(5)

Note that an RS code symbol consists of bits. From step 3,
when only one RS codeword is correctly decoded, all the correct
information bits (i.e., bits) would be written in a single row.
In addition, note that the number of information bits in a convo-
lutional code (or a description) is . Therefore, even when
a single RS codeword is correctly decoded, from (5), correct in-
formation bits will be interleaved uniformly over a description
because the interleaving depth was chosen as . On the other
hand, the interrow permutation pattern suggested in step 2 is re-
lated to the distribution of the interleaved bits when more than
one RS codeword is correctly decoded. As an example, consider

and . From steps 1 and 2, the interleaver depth
is set to 8, and the interrow permutation pattern is given by

(6)

which follows from and .
Fig. 6(a) and (b) depicts matrices, which store
input bit sequences after steps 3 and 4 are performed, respec-
tively. The interrow permutation pattern given by (6) was used
to generate the matrix in Fig. 6(b). Fig. 7 depicts the positions
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Fig. 7. Positions of known correct information bits in a description.

of known correct information bits in a description after they
are interleaved according to steps 1–5. The shaded small boxes
denote known correct information bits. Subfigures (a), (b), (c),
and (d) indicate the cases when the numbers of correct RS
codewords are 1, 2, 3, and 4, respectively (i.e., ).
That is, the numbers of known correct information bits are
4, 8, 12, and 16, respectively (i.e., ). As
shown in Fig. 7(c), for some numbers of correct RS code-
words, the known correct information bits are dispersed only
approximately uniformly. This is because the encoder does not
know how many RS codewords will be correctly decoded at the
receiver, and thus the interleaving pattern cannot be adapted to
a specific number of known correct information bits.

Fig. 5(b) depicts the probability of bit errors at each position
in a convolutional code (or description), when 16 known cor-
rect information bits are dispersed following the above steps.
Compared with the cases in Figs. 4(a) and 5(a), more decoded
bits show improved error probabilities, and the maximal error
probability in a description is reduced. Fig. 8 depicts the resul-
tant probability of erasures (i.e., the probability of description
errors) at various SNRs. Decoding scheme II with the outer in-
terleaver considerably reduces the probability of erasures, com-
pared with decoding scheme I. In Fig. 8(a) and (b), it is also
shown that as more correct information bits are available to the
Viterbi algorithm, better decoding capability can be achieved.

IV. OPTIMIZATION OF RS CODE PARITY LEVEL FOR UNEQUAL

ERROR PROTECTION IN ITERATIVE DECODING

Here, we present the optimal allotment of parity symbols
to RS codewords in iterative decoding. Determining RS code
parity levels, which involves unequal error protection shown in
Fig. 1, is a key design problem of multiple description codes to
improve the system performance [11], [16], [17], [19]. There are
numerous optimization algorithms [11], [14]–[16], [40], [41],
and all of these require that the optimizer knows the probability
distribution of the number of correct descriptions at the receiver.
This is because, for a given RS parity level, the average distor-
tion of the source can be calculated from both the probability
distribution and the rate–distortion curve of the source; during
the optimization process, various RS parity levels are compared
in terms of the average distortion.

For noniterative decoding, the probability distribution is
determined by the channel environment. For iterative decoding,
however, the number of correct descriptions possibly increases

Fig. 8. Probability of description (packet) errors. (a) The number of correct
RS codewords is 8 �� � ��, i.e., the number of known information bits is 64
��� � ���. (b) The number of correct RS codewords is 16 �� � ���, i.e.,
the number of known information bits is 128 ��� � ����.

after each iteration of decoding, which makes the estimation
of the probability distribution more complicated. Note that
the increase in correct descriptions depends on how many RS
codewords were correctly decoded in the previous iteration
because they are exploited as known correct information bits
by the Viterbi algorithm. The number of RS codewords, which
were correctly decoded in the previous iteration, is determined
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by the RS code parity levels in use. Consequently, in iterative
decoding, the probability distribution of the correct descriptions
is affected by the RS parity levels, which are set up by the en-
coder. From the facts that the probability distribution depends
on RS parity levels and that typically a large number of RS
parity levels are compared during the optimization, it follows
that a large number of probability distributions should be esti-
mated at the receiver and shoulde be known to the optimizer.
Note that the number of possible RS parity levels exponentially
increases as the size of the product code increases. Instead
of estimating all of them to be used in the optimization, we
suggest a method from which the probability distribution for
any arbitrary RS parity level can be calculated by combining a
set of basis probability profiles.

Let random variables and denote the number of correct
descriptions and the number of correct RS codewords at the th
iteration of decoding, respectively . The probability
distribution of , denoted by , will be derived
in the following. From the law of total probability,

can be expressed as

(7)

where , ,
, and .

is the joint probability distribution of
and , and is the con-

ditional probability distribution of given and
. Note that the number of correctly decoded RS

codewords at the th iteration is uniquely determined by
the number of correct descriptions at the th iteration, , for a
given RS parity level , where
is the number of parity symbols assigned to the RS codeword .
That is, the random variable can be expressed as a function
of the random variable and a deterministic RS parity level

(8)

From (8), can be expressed as

(9)
From (9), if any component of

does not satisfy

(10)

we have

(11)

From (9) and (11), , given by (7), can be rewritten as

(12)

for . From (9), we have the second equality in the
following:

(13)

From (12), (13), and the chain rule, the probability distribution
at the th iteration can be expressed as

(14)

where is the conditional joint probability dis-
tribution of given . As an
example, from (14), the probability distribution at the second it-
eration of decoding can be expressed as

(15)
where is the conditional joint probability
distribution of and , given . Equation (15) indi-
cates that from a set of only basis probability profiles of

, which are estimated at
the receiver, we can arbitrarily generate the probability distri-
bution at the second iteration for any given RS parity
level that can be chosen among possible ones (note that

is the number of possible parity symbols for each RS code-
word, and is the number of RS codewords in the multiple de-
scription codes shown in Fig. 1). As a result, with no need to
estimate the probability distribution for each RS parity level, a
large number of RS parity levels can be compared during the
optimization process so as to realize the optimal unequal error
protection. Lastly, we note that once the parity level is deter-
mined, it should be known to both the receiver and the trans-
mitter before the data are transmitted. Clearly, once the data are
transmitted, the parity level cannot be altered while the receiver
performs iterative decoding. Hence, the parity level should be
optimized to maximize the performance at the final iteration of
decoding, based on the iterative decoding capability of the re-
ceiver.

V. NUMERICAL EVALUATION AND DISCUSSION

We evaluate the performance of the proposed iterative de-
coding algorithms. The proposed decoding scheme is a general
one that can be used in any multiple description coding system.
In this section, as an example application, the performance is
evaluated over an OFDM system [17]–[19], [25]–[27]. The stan-
dard 8-bits-per-pixel (bpp) 128 128 Lena image is transmitted
with a rate of 2 bpp, using the progressive source coder SPIHT
[2]. To find the optimal allocation of RS parity symbols, we
use the popular hill climbing optimization approach proposed
in [11]. This algorithm was widely adopted [17]–[19], [25] and
described in [11, Section IV] in detail. The number of parity
symbols for the RS codeword , is
optimized according to the procedure shown in [11, Fig. 5].
As stated in Section IV, the average distortions for various RS
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Fig. 9. PSNR performance of iterative decoding schemes I and II at the second
iteration. A fast fading channel with a normalized Doppler frequency of 0.031
�� � �� is used. (a) Perfect CSI at the receiver. (b) Imperfect CSI at the
receiver.

parity levels should be computed and compared during the op-
timization process (see line 15 of [11, Fig. 5]). Let denote
the operational rate–distortion curve of the source, and let
denote the distortion when the decoder reconstructs the source
with no received information. It can be shown that the average
distortion, denoted by , is given by

(16)

where is the probability that the system throughput in
terms of source progressive bits is . It can be shown that
is expressed as

(17)

where denotes the probability that the number of correct
descriptions is , and we define for for
any function , and .

To find the optimal RS parity level at the th iteration of
decoding, the average distortions for various RS parity levels
at the th iteration should be computed. For this compu-
tation, (14) and (17) will be used. As the simplest case of
iterative decoding, we evaluate the performance at the second
iteration: given by (15) is substituted into in
(17) to obtain . The resultant expected distortion
is converted into peak-signal-to-noise ratio (PSNR) using
PSNR . An RS code symbol consists
of 8 bits (i.e., ), the description size is 32 RS code
symbols (i.e., ), and the convolutional code specified in
Section III is employed. It is assumed that any bit errors in a
description can be detected by the CRC decoder such that all
the erroneous descriptions can be treated as erasures. That is,
a perfect CRC code is assumed. Regarding the OFDM system,
the number of subcarriers , and the modulation is
QPSK. The block fading channel model is used in the frequency
domain, where the number of independent subbands is 1, 2, 16,
and 128 (i.e., ). In the time domain, we also
assume block fading with independent fading components
during the time period of one OFDM frame. The performance
is evaluated for a slow fading channel with and a fast
fading channel with , which correspond to normalized
Doppler frequencies of about 0.0076 and 0.031, respectively.
The normalized Doppler frequency is defined as the number of
independent fading components during one modulation symbol
period. We assume that perfect channel state information (CSI)
is available at the receiver for the slow fading channel. For fast
fading, the PSNR performance is evaluated for both cases of
perfect and imperfect CSI at the receiver. For imperfect CSI,
we use the popular additive channel estimation error model
described in [42] as follows:

(18)

where is the estimate of the channel coefficient,
is given in (1), and is a complex Gaussian

random variable, which is independent of , with a zero
mean and variance . We rewrite the output signal
given by (1) as

for (19)

We denote the variances of and by and
, respectively. We assume that is propor-

tional to (i.e., , where is a
constant). That is, we assume that more accurate CSI is available
at the receiver as the channel SNR improves. In the following
evaluation, as an example, we set to be 2. The resultant PSNR
performance at the second iteration is depicted in Figs. 9 and
10.

From Figs. 9 and 10, it is seen that iterative decoding scheme
II significantly improves the system performance at the second
iteration of decoding, and it outperforms decoding scheme I,
which is consistent with the results presented in Section III. We
have similar results for and . In Fig. 9(a) and (b),
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Fig. 10. PSNR performance of iterative decoding schemes I and II at the second
iteration. A slow fading channel with a normalized Doppler frequency of 0.0076
�� � �� is used. Perfect CSI at the receiver is assumed.

Fig. 11. Probability distribution of the number of bit errors in a description
(packet). (a) Rayleigh fading coefficients in the time domain are constant over
a description (i.e., extremely slow fading channel). Perfect CSI at the receiver
is assumed. SNR is 7 dB, and the probability of zero bit errors is 0.764 (i.e.,
probability of packet errors is 0.236). (b) Rayleigh fading coefficients in the time
domain change every modulation symbol (i.e., extremely fast fading channel).
Imperfect CSI at the receiver is assumed. SNR is 7 dB, and the probability of
zero bit errors is 0.752 (i.e., probability of packet errors is 0.248).

the performances of both noniterative and iterative decoding
schemes are degraded with imperfect CSI at the receiver (i.e.,
both schemes exhibit a channel SNR loss of about 2 dB). Com-
pared with the noniterative decoding scheme, however, iterative
decoding scheme II provides much better performance for both

the cases of perfect as well as imperfect CSI at the receiver (i.e.,
at PSNRs around 30 dB, decoding scheme II achieves a PSNR
gain of about 4 dB and 2 dB for and , respectively).

Interestingly, from the PSNR curves in Figs. 9 and 10, we
observe that iterative decoding offers greater performance
improvement in a fast fading channel than it does in a slow
fading channel. Consider an extremely slow fading channel
where Rayleigh fading coefficients are nearly constant over
a description. Then, the modulated symbols in a description
have an identical instantaneous SNR, which has a chi–square
probability density function with two degrees of freedom (i.e.,
exponential distribution). The probability density function is
given by

(20)

where is the average SNR. Fig. 11(a) shows the probability
distribution of the number of bit errors in a description, when all
the modulated symbols have the same instantaneous SNR of ex-
ponential distribution of (20). Note that the number of informa-
tion bits in a description (or convolutional code) is 256, and the
horizontal axis denotes the number of bit errors in the range of 1
to 256 bits.2 It is seen that an erroneous description is most likely
to have a large number of bit errors, i.e., 128 bit errors. Next,
consider an extremely fast fading channel where the Rayleigh
fading coefficients are independently drawn in every modulated
symbol, i.e., all the modulated symbols have independent in-
stantaneous SNRs of exponential distribution. For this channel,
in the case of imperfect CSI at the receiver, the probability dis-
tribution of the number of bit errors in a description is depicted
in Fig. 11(b).

We compare the probability distributions in Fig. 11(a) and (b).
The probabilities of description errors are roughly identical
(0.236 and 0.248). Hence, it is expected that noniterative
decoding would perform roughly the same for both fading
channels. However, the probability distributions are quite dif-
ferent. For the slow fading channel in Fig. 11(a), an erroneous
description is most likely to have 128 bit errors, whereas for the
fast fading channel in Fig. 11(b), an erroneous description is
likely to have much fewer bit errors. We restate the mechanism
by which iterative decoding improves the system performance:
From the correctly decoded RS codewords, known correct
information bits are provided to the Viterbi algorithm in the
subsequent iteration. As a result, some bit errors in erroneous
descriptions are possibly corrected; thus, the number of correct
descriptions increases. However, if erroneous descriptions
contain too many bit errors, those descriptions would not be
corrected by the Viterbi algorithm even with known correct
information bits. Hence, we expect that an erroneous descrip-
tion in the fast fading channel is more likely to be corrected by
iterative decoding than in the slow fading channel. This indi-
cates that iterative decoding can achieve greater performance
improvement in fast fading channels. That is, the probability
distribution in the fast fading channel is more suitable for
performance improvement by iterative decoding. For the slow
fading channel in Fig. 11(a), there is no diversity in the time

2 Fig. 11(a) shows that there is nonzero probability for the number of bit errors
greater than 128 bits, although the bit error probability should be less than or
equal to 0.5. This is due to the limited size of a description. If the description
size were infinitely long, there would be zero probability for the number of bit
errors, which are greater than half the size of a description.
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Fig. 12. Optimal allocation of RS parity symbols at the first iteration (i.e., non-
iterative decoding). SNR is 8 dB, and a fast fading channel with the normalized
Doppler frequency of 0.031 �� � �� is used. Perfect CSI at the receiver is
assumed.

domain. Therefore, when a description fades, it has many bit
errors. This can be verified in Fig. 11(a). An erroneous descrip-
tion, which contains such bursty bit errors, is less likely to be
corrected. For the fast fading channel, however, a burst of bit
errors seldom occurs due to the diversity in the time domain,
which can be seen from Fig. 11(b).

Next, we present the optimal RS parity level for iterative
decoding whose performance is shown in Figs. 9 and 10. In
the first place, Fig. 12 depicts the RS parity level optimized
for noniterative decoding. The SNR is 8 dB, and a fast fading
channel is used. Perfect CSI at the receiver is as-
sumed. The symbols above the boundaries are the information
symbols for RS codewords, whereas those below the boundaries
are the parity symbols. It is seen that fewer parity symbols are
added as we move to the right since the relative importance of
a progressive bitstream is strictly decreasing. The parity level
exhibits stepwise behavior, and the step size becomes greater
as increases, i.e., decreases. For the block
fading channel model, subcarriers within the same subband
are highly correlated; thus, most description errors occur as a
bundle of . This indicates that when deciding
the number of RS parity symbols, the optimizer includes
more or fewer descriptions, instead of including one more
or one fewer description, because the correlated nature of sub-
carriers makes it unlikely that only one more or one fewer de-
scription is erroneous. It is also seen that the parity level shows
a lower slope as the number of independent subbands in-
creases. Note that, as increases, the number of descriptions
having independent fading coefficients increases. This results
in a smaller variance of the number of description errors. As
a result, we have a smaller gap between the maximum and the
minimum number of parity symbols; hence, the RS parity level
exhibits a lower slope.

Fig. 13(a) and (b) depicts the optimal RS parity levels at the
second iteration of decoding for iterative decoding scheme II,
when SNRs are 8 and 4 dB, respectively. The parity levels of

and are similar to those of and , respec-
tively; thus, they are not depicted here. As shown, the optimal
parity level for iterative decoding considerably differs from that

Fig. 13. Optimal allocation of RS parity symbols at the second iteration for
iterative decoding scheme II. A fast fading channel with a normalized Doppler
frequency of 0.031 �� � �� is used. Perfect CSI at the receiver is assumed.
(a) SNR � � dB. (b) SNR � � dB.

for noniterative decoding. To begin with, we consider .
For the RS codewords at the left, the number of parity symbols
for the second iteration is much greater than that for nonitera-
tive decoding. However, we have the opposite results for the RS
codewords at the right. This will be discussed in the following.
We first focus on the RS codewords at the left. Note that iterative
decoding can improve the system performance only when the
correct information bits are offered to the Viterbi algorithm in
the subsequent iteration so that erroneous descriptions may be
corrected. In addition, note that those correct information bits
are the results of RS decoding in the previous iteration. Unfor-
tunately, for small , it is probable that some OFDM frames
have no correct descriptions at the first iteration since a ma-
jority of subcarriers are highly correlated. This can be verified
in Fig. 14(a), which depicts the probability distribution of the
number of correct descriptions at the first iteration. Without cor-
rect descriptions, RS codewords cannot be decoded; thus, cor-
rect information bits cannot be provided to the Viterbi algorithm
in the next iteration. Interestingly, the optimal parity levels for
the second iteration in Fig. 13(a) and (b) have the number of
parity symbols for RS codewords at the left equal to 128, which
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Fig. 14. Probability distribution of the number of correct descriptions (packets)
at the first iteration. SNR is 4 dB, and a fast fading channel with a normalized
Doppler frequency of 0.031 �� � �� is used. Perfect CSI at the receiver is
assumed. (a) � � �. (b) � � ���.

is exactly the same as the number of subcarriers. That is, those
RS codewords solely consist of predetermined symbols; thus,
even without a correct description at the first iteration, known
correct information bits can be given to the Viterbi algorithm in
the subsequent iteration. It seems that the motivation to allocate
so large a number of parity symbols for RS codewords at the
left is to reliably provide correct information bits to the Viterbi
decoder in the subsequent iteration, so that the number of cor-
rect descriptions may increase. Comparing Fig. 13(a) and (b),
we see that, at a lower SNR of 4 dB, more RS codewords at the
left have the maximum number of parity symbols.

We next consider RS codewords at the right. Note that RS
codewords which are decoded at the second iteration would be
to the right of the RS codewords which were decoded at the
first iteration. This is because there are fewer parity symbols
as we move to the right, due to the unequal error protection.
At the second iteration, the number of correct descriptions in-
creases; thus, the RS decoder may decode the codewords with
fewer parity symbols. As a result, for the RS codewords at the
right, the number of parity symbols for the second iteration is
smaller than that for the first iteration. This can be seen from
Fig. 13(a) and (b). To conclude the discussion of parity levels
for small , we note that the optimizer forces the number of
parity symbols for RS codewords at the left to be so large such
that the number of correct descriptions may increase at the next
iteration. On the other hand, the optimizer sets the number of

Fig. 15. Optimal allocation of RS parity symbols at the second iteration for
iterative decoding scheme II. SNR is 10 dB, and a fast fading channel with a
normalized Doppler frequency of 0.031 �� � �� is used. Perfect CSI at the
receiver is assumed.

parity symbols at the right to be small such that the RS code-
words at the right can benefit from the increased number of cor-
rect descriptions.

We next consider the case of . The difference from
the case of is that the number of parity symbols at
the left is roughly the same for both noniterative and iterative
decoding. For large , a majority of descriptions have inde-
pendent fading coefficients; thus, it is likely that there always
exist some descriptions that are correctly decoded at the first it-
eration. In addition, as stated before, the variance of the number
of correct descriptions is small for large . This can be veri-
fied in Fig. 14(b). For , the probability that there is
no correct description is negligible even at a low SNR of 4 dB.
In addition, compared with the case of , the variance of
the number of correct descriptions is small. As a result, with no
need to have so many parity symbols for RS codewords at the
left, many known correct information bits can be reliably pro-
vided to the Viterbi decoder at the next iteration. On the other
hand, RS codewords at the right have fewer parity symbols, such
as in the case of , since the RS codewords at the right
can benefit from the increased number of correct descriptions.
This can be seen from Fig. 13(a) and (b). The optimal RS parity
levels for the cases of the slow fading channel or the fast fading
channel with the imperfect CSI at the receiver also show similar
behaviors; thus, they are not presented here.

We observe the RS parity level optimized for iterative de-
coding when the SNR is high. At a high SNR, even for small

, which makes a majority of subcarriers highly correlated, it
is unlikely that there exist OFDM frames with no correct de-
scriptions at the first iteration, i.e., the probability of receiving
zero correct descriptions is negligible.3 Hence, even for small

, it may be inefficient to allocate so many parity symbols for
the RS codewords at the left. This can be seen from Fig. 15.
For , the number of parity symbols for iterative de-
coding is much less than 128 symbols in most RS codewords
at the left. This differs from the cases of lower SNRs shown
in Fig. 13(a) and (b). On the other hand, at a high SNR, many

3This can be verified from the probability distribution of the number of correct
descriptions at high SNR, which is not depicted here for limited space.
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Fig. 16. PSNR performance of iterative decoding scheme I at the second it-
eration. A fast fading channel with normalized Doppler frequency of 0.031
�� � �� is used. Perfect CSI at the receiver is assumed. (a) Pepper image
with a rate of 0.5 bpp. (b) Cameraman image with a rate of 0.5 bpp.

descriptions are correctly decoded at the first iteration for both
large and small values. Hence, there is a slight room for the
number of correct descriptions to be increased in the subsequent
iteration; thus, the optimizer can reduce only a limited number
of parity symbols for RS codewords at the right. This can be seen
from Fig. 15 for both the cases of and , which differs
from the cases of lower SNRs shown in Fig. 13(a) and (b). For
these reasons, when SNR is high, the parity level optimized for
iterative decoding does not make a significant difference from
that for noniterative decoding.

Lastly, we observe the performance for the transmission of
other images such as Pepper and Cameraman, each with a rate
of 0.5 bits per pixel. The results are given in Fig. 16. In Figs. 9(a)
and 16(a) and (b), it is shown that the maximum achievable
PSNR depends on both the bpp as well as the image employed in
the system. However, for all of the above cases, the proposed it-
erative decoder significantly improves the system performance.

VI. CONCLUSION

Recently, multiple description coding has emerged as an
attractive framework for robust multimedia transmission over
wireless/wired networks. In this paper, we have proposed
novel iterative decoding algorithms of FEC-based multiple
description codes. Once a decoded description is declared an

erasure, the entire description is abandoned for RS erasure
decoding. However, if some bit errors can be corrected, the
description might be used to enhance the decoding capability
of RS erasure codes. This gives the motivation to address the
iterative decoding of multiple description codes. Our proposed
decoding algorithms take advantage of the error detection capa-
bility of RS codes. The correctly decoded hard-decision results
of systematic RS decoding are given to the Viterbi algorithm as
known correct information bits in the next iteration of decoding.
An important feature of the proposed algorithm is the use of an
intradescription interleaver, which distributes the hard-decision
results of RS codewords uniformly over a description such that
the Viterbi decoder can achieve fewer description erasures at
the next iteration. A specific interrow permutation pattern and
the interleaving depth were suggested. The suggested inter-
leaver does not affect the performance of noniterative decoding
but significantly enhances the performance when the system is
iteratively decoded.

For unequal error protection, i.e., a key design issue in pro-
gressive transmission systems, we addressed the optimal allot-
ment of parity symbols to RS codewords. There are numerous
algorithms for the optimization of RS parity levels in multiple
description codes, but these require that the probability distri-
bution of the number of erasures should be known to the opti-
mizer. In iterative decoding, however, it is more complicated to
estimate all the required probability distributions. We derived
the mathematical equations by which the probability distribu-
tions can be generated in a simple way from a set of basis prob-
ability profiles; therefore, the estimation of a large number of
probability distributions can be avoided at the receiver. The per-
formance of the proposed decoding schemes was evaluated for
multiple description codes in a wireless OFDM system. The
numerical results showed that the PSNR performance of FEC-
based multiple description codes can be significantly improved
if the proposed iterative decoding algorithm is applied, and the
RS parity level is optimized for unequal error protection based
on our method. We also presented technical discussions on how
the coherence time in OFDM frames affects the performance of
iterative decoding. Lastly, some discussions were given on the
singular behaviors exhibited by RS code parity levels optimized
for iterative decoding.
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