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Abstract

Adaptive Development:

The Microgenesis of Development as Adaptive Learngn

By Gabriel Filartiga

Adaptive efficiency is the product of an evolutiopgrocess in which certain
types of learning prevail, locking societies iniwigs cycles of underdevelopment
or unlocking the path to prosperity. Moving devetggt studies from a theory of
choice to a theory of change, this research pakés learning reinforces path
dependent processes of underdevelopment and idenlérriers that block the
reflective learning types that can unlock sociegnf such patterns. With data
about the ability to learn of urban developmentjguts, the empirical analysis
studies learning fitness with a model of Evolutign&ame Theory, combined
with a process tracing method in case studies. réhelts present evidence that
hierarchical power relations and complexity inceeagath dependence to
unreflective learning and that vicious cycles oflerdevelopment are reinforced
by ambiguity, defensiveness and misperceptions yofachic complexity. The

conclusion recommends to policy makers a focud i just policy design to

learning processes.
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1. Introduction

Learning is the microgenesis of development. Irmhligls, organizations and
society change as they learn in the face of ongoew challenges. The ability to
adjust to such dynamic change, what Hayek (196@) ldarth (2005) called
adaptive efficiency, is the product of an evoluéipn process in which certain
types of learning prevail, locking societies iniwigs cycles of underdevelopment
or unlocking the path to prosperity. This is a g% of adaptive development, the

focus of this research.

Great efforts have been made by governments, ateltdl organizations,

development banks, as well as by all kinds of mudhd private agents, including
the academy, in order to understand and implemehitiens to drive less

developed societies to prosperity. Prescribed rmesg® in mainstream
development theory and public policy are mostly eoan incentives and
constraints that might produce better chofcessually aiming some sort of
institutional improvement and capability building ierms of human and social
capital, but when these initiatives fail there & 80 much left in the manuals. The
persistence of poverty in all continents is theoutinate evidence that such
efforts have been seldom successful. We need aappnoach that, more than
pointing out institutions and capabilities to bepnoved, unveils the underlying

mechanisms of path dependent processes of undégment.

! North (1990) was very influential in this sensel aearly stated his theory, at that point, as a
theory of choice.



Consider this example | had the opportunity to olesén the wild”. People from

a municipality in the heart of the Amazon forestevabout to suffer the impact of
the massive investment of the Belo Monte hydroateptant. | was part of a team
whose task was the promotion of coordinated actirag would potentially

contribute to mitigating the impact of the expectes$t amount of investments.
Along environmental issues, the main concerns wnedeted to the deterioration of
local living conditions that usually follows larg&rastructure projects. One of the
first meetings was a festive announcement of araroghat would support small
farmers. Interested in the project, the governnaer the contractor consortium
presented several actions, one of the most impob@ing a new credit line for
investments in equipment and training. However, wtiee first farmer had the

chance to speak, an endless discussion about projggits came about.

The problem of property rights is one of the lorigganding, complex and violent
in the region. Unlike usual agrarian problems aficantrated land, that area was
occupied with several governmental programs thsiriduted small to medium

properties to migrants. The process was confusinaigogerlapped by national and
subnational programs, with some pieces of landnpwip to eleven different

property deeds. The upshot was that the statehenfittleral government couldn’t
solve such ambiguities in the short term and, withlibe proper documentation, a
farmer couldn’t access the credit loans. Moreostate and federal government
became very defensive and guilty seeking, and tbgram turned out to be a

timid amount of grants for superficial investments.



As explained in institutions theory, high transacticosts related to the property
rights barred the investment of the farmers andréggon’s economic growth.
Nevertheless, the ambiguity created by the govenhmiecades ago also affected
the possible reflective solutions for the probléffithout a proper reflection upon
the deep causes of the property rights dilemmainitentives offered by the new
program to local development became innocuous. Riexgpin an unreflective
learning cycle that historically dealt just withetlsymptoms of the problem, no
farmer, citizen, technocrat or politician seemed@éoclear about the underlying
structure that kept the situation path dependemtthErmore, political disputes
between state and federal government and even temds to map the property
entitlements in the region seemed to increase adiip] ambiguities, defensive

behaviors and potential conflicts.

This snapshot of a long story should be enoughdbvatte a series of questions to
push the boundaries of the available literature@tas incentives and constraints.
Why didn’t agents learn from the experience andrdioate a solution? What
locked them in a path in which no reflective sauaticould emerge for so long?
What produced so much defensiveness and guiltyirsg2lDid ambiguity block
reflective learning rather than just increase uagety for investment
commitments? To what extent it was all a mattecaiplexity? | believe the
missing part of this puzzle is the understandinghef dynamics of the political
economy of development. More than the static imfage of institutions and
capabilities driving choices, we should try to gréise dynamics of the process of

learning from experience, decision after decisidhis research takes adaptive



learning as a fundamental process for understansogpl change within the

political economy of development.

The starting point is the idea that developmeiigvolutionary process of trials,
errors, learning and adaptatforiThe keystone is the concept of learning as a
process of adaptive reorganizatidhat links the microgenesis of capabilities and
institutions to the production of social goods. Hmepirical questions are whether
learning is the source of path dependent procedsgsderdevelopment and, if so,
what barriers block the reflective learning typémttwould possibly unlock

societies from such patterns.

Chapter 2 is an inquiry about the role of adapteerning in the literature of
political economy. | study the approaches basednterests, institutions and
culture, as typified by Hall (1997), to figure onhether they are still limited to
explanations about how political and economic cb®iare framed. | also try to
find the dynamics of learning in the debates orh mpendende institutional
change and institutional complementaritieg/hat does the literature say about

learning as a source of path dependence?

Chapter 3 is a search for the ideas that mightifélgap of the unexplored role of
adaptive learning found in the literature. It is emerdisciplinary study with

references from Political Economy, Economics, Psiady, Anthropology and

2 As Hayek (1960) suggests.

3 A definition proposed by Hutchins (1995).

* As developed by North (1990) and Pierson (2004).

® As discussed by Mahoney and Thelen (2010) ankeintteory of Varieties of Capitalism.



Organizational theoriésin order to build the concepts of development and
learning that drive this research. | suggest atugemary approach with emphasis
on organizational learning as a step further theausxplanations of the primary
causes of development and adopt a concept of fepimeyond individual and

disciplinary bounds.

Chapter 4 turns to the empirical part of the redgeatlefining learning fitness as
the dependent variable; power relations, complextiy the artifactual structure of
capabilities and institutions as independent véembas well as the barriers to
learning as intervening variables. | translatedix@amics of adaptive learning into
an analytical model in which development is thedpied of virtuous or vicious
cycles and unfold my empirical questions in thrgpdtheses. The methodology
section presents the quantitative and qualitatippr@aches of this research
project: a large N study of learning fithess angr@cess tracing case study on the
barriers to learning. The first starts with a s@etior exploring a data set of 172
projects of water & sanitation and a model to eaterthe odds of certain power
relations, levels of complexity and local developméo produce reflective

learning.

The quantitative stage continues in Chapter 5 withodel of Evolutionary Game
Theory to estimate learning fitness. This model Was$ developed by Friedman,
Paranjpe, Magnani and Sinervo (2016) for studyingrdls’ mating strategies, but

the adaptation for learning types was quite sutabluse the model to examine

® Principally Hayek (1960), North (2005), Nelson afhter (1982), Hutchins (1995) and Argyris
and Schon (1978).



two hypotheses: (i) learning is a source of patpeddence in the process of
development; (ii) hierarchical power relations acdmplexity increase path

dependence to unreflective learning.

Conducted in Chapter 6, the second stage is atafisai analysis of hypothesis
(ii): vicious cycles of unreflective learning areeinforced by ambiguity,
defensiveness and misperceptions of dynamic contyplek study 8 cases to
identify the mechanisms that link such interveniragiables with capabilities,
institutions and learning in order to trace theous and virtuous cycles proposed

by the analytical model.

With this multidisciplinary research | expect tontwbute to the process of
building a new perspective to development theoaied practices. | believe an
approach centered on learning processes that gondethe human mind and
intentionality may be the key for understanding dy@amics of development in
terms of how capabilities and institutions evolioreover, | intend to produce
practical implications for public policies, overddir those in which the solutions
focused on incentives and capabilities have be#dimgaRather than the usual
responses of contractual incentives and innumeatigsnpts of “empowering”

local project leaders and populations, the appraoauii present in the following

chapters inquires how individuals, organizationd aacieties deal with changing
circumstances and learn by trails and errors awes.tThe possible identification
of patterns that block learning may be a relevéep $or the development of new

solutions towards the path of prosperity.



2. The Unexplored Role of Adaptive Learning in Potical Economy

Re-inaugurating the debate on the political econagevelopment, North and
Thomas (1973) had an influential insight about hibve variables we usually
consider as explanatory of economic growth areitsotauses, since they are
growth itself. In fact, thinking of private invesamt, public expenditures, level of
education or health care as causes of economicooialsdevelopment is
redundant, because they are part of developmentsuress such as Gross
Domestic Product and the Human Development IndexrebVer, studying
investment and capacity building as relevant factifrdevelopment is necessary
but not sufficient, because how investment decssiare made and improved, as
well as how capabilities can be built in underdepel regions are questions that

remain unanswered.

New Institutionalism is the mainstream answer tstéhquestions in the academy,
both in Politics and Economics, as well as in RuBlolicy, as seen in projects
managed by multilateral organizations such as therldVBank, the United
Nations and the International Monetary Fund. Thera settled belief that well
designed institutions are able to provide incemstitkat will guide different
societies to prosperity, even with the evidencehef contrary exposed by the
challenges faced by state building and local dgreknt projects. It is not my
intention to make a frontal critique to these idaad efforts, as | too share such
beliefs to some extent, but why institutions dgoroduce the same satisfactory

outcomes in distinct places and situations is amitable question.



While the recent literature in Social Sciences seenostly focused on how
incentives and constraints shape human behaviere tts an implicit and yet
unexplored role for adaptive learning that may clament the approaches that
explain how ideas, institutions and interests emdggehcy. More than the static
influence of the “rules of the game” driving deoiss, we should try to grasp the
dynamics of the process of learning, decision ateision, which consolidates
our experiences into capabilities and institutiofisis research will take adaptive
learning as a fundamental process for understansogpl change within the
political economy of development. This chapter ex@® to what extent the
literature on Political Economy has been focusingrestitutional incentives and
constraints, leaving the process of learning demded or at best implicitly
considered. While here | show the unexplored aveanuehich this research
intends to be a contribution, the next chapter W@l about the interdisciplinary

concept of learning on which | will build my hypetes.

The following section starts with a discussion lo@ &pproaches based on interests
and culture and how they are still limited to exjiaons about how political and
economic choices are framed. The second sectiqggekbe same argument for the
approaches of political economy based on instihgti®Gection three, as an attempt
to move beyond a theory of choice, will extend thiguiry along the institutional
path in order to understand to what extent thealitee explores the concept of
learning within the dynamics of institutional chand will make the argument

that when political scientists borrowed the conaaippath dependence from the



literature on increasing returns they emphasizedattpects related to costs and
coordination and added the perspective of powgmgimuch less attention to the
process of learning. Finally, | will discuss therisies of Capitalism framework
as a systemic approach for studying complemerdarlietween institutions that
inspires a general hypothesis about the politicanemy of development in

which adaptive learning plays a fundamental role.

2.1. Political Economy, Institutions and Learning

Hall (1997) presents an insightful summary of acaideefforts in the analysis of

the political economy that are based on materi@rasts, institutions and ideas.
He posits that scholars explain how interests natgivndividuals and groups, who
articulate coalitions to produce different patteofigconomic policies, as well as
how these policies affect the interests of groupthe other way around. He also
discusses how ideas are taken either as complemetatanterests or as the
preeminent cause of public policy design and gsateelection by firms. He

argues that even for those who assign causal pyinmaaeas, by and large its
effective influence is only realized when they mtitutionalized or embedded in

specific social contexts.

For Hall, the institutions-oriented approach categmate the positive political
economy of interests and the cultural perspectivdeas, for institutions theory is

not grounded only on rational choice models, bsb an cultural embeddedness



and historical path dependeficdn fact, the explanatory power of institutions
theory is rooted in its wide range of applicatioesabling the integration of
studies in Economics, Politics, Sociology and Higtéco name a few. However, it
seems that from the rules of rational-choice gatoebe historically constituted
social fields, the whole spectrum of institutioaglproaches is mostly focused in
how incentives and constraints shape human behaki®n when a historical
component is added to interests, as in KrasneQ)2l0d example, or culture is the
fundamental explanatory variable, as seen in Eigst1996), the emphasis rests

upon incentives and constraints framing politicad @conomic decisions.

Analyzing tariffs levels, trade proportions and ice@l trading patterns as
indicators of economic openness, Krasner (2000jircos the relevance of the
hegemonic leading power to support free internalidrade. Nevertheless, he
realized that Great Britain and the United Stat@gehboth been prevented from
making policy amendments in line with state inteyed some point, delaying the
expected pattern. British bankers were still enagimg open trade policies long
after the “star had began to fall’. Congressionammittees were still giving
protection to import-competing industries after thiest World War, when the
United States emerged as an economic power readgniinate the international
market. Krasner had to make a historical amendn@rthe argument in his
conclusion, because political and economic agere wot only motivated by
power and interests, but also constrained by tbein institutionalized past

decisions.

"Hall (1997), p. 191.
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Fligstein (1996) argues that the lack of a sodialcsure to control competition
and avoid predatory practices explains businessbgds better than a lack of
resources or capabilities. In order to illustratee timportance of a “stable
conception of control”, he presents the exampltheflJapanedeeiretsu Fligstein
points out that in these diversified business gsofipns cooperate purchasing
goods and services from each other, supporting e#todr in hard times and
taking advantage of the close relationships witimksaowned by the same
holdings they take part. The notion that coopegativithin the keiretsuis a
“reasonable action” is nothing else than a cultacalstraint that frames individual
and groups behavior, either simply by imitationbased on expectations formed

by identities.

Even though explained by very distinct influencesou human behavior,
Fligstein’'s Japanese firms and Krasner’'s BritishkKeas and American congress
members respond to incentives and constraints ietpdyy their explanatory
variables, respectively culture and interests. H@geone question that is not part
of Krasner’s scope is how those bankers and cosgnesnbers would be able to
respond promptly to changing circumstances. Whaickad the learning
mechanisms that would give them the signs, bargfén bargain, to change their
political strategies? This question is not about which direction their
institutionalized past decisions would lead theatians with incentives or
constraints, but why they didn’t learn they shougliange strategies from the

feedback signs of the experienced bargaining. @terasting hypothesis to be

11



explored here would be that the institutional pdépendence effect, rather than
constraining strategies to the wrong direction,rafeel to weaken the learning

process that would empower agency to better dehlahianging circumstances.

While in Krasner's example the concern would beutalibe failure of learning
mechanisms, Fligstein makes us inquire how thesehamsms work. How did
those Japanese firms build trust as a fundamentgih&ss principle? Did they
help each other, crisis after crisis, building pigs of cooperation with
encouraging payoffs? Rather than taking the satiatture as a frame for firm’s
decisions, one can argue that the importance okelretsustable conception of
control is to allow learning from experiencing thenciple of trust, reinforcing
such business practices through time, empowermgsfio cooperate and get the

most from threats and opportunities that emergaduhe hard times.

Krasner and Fligstein help illustrate not only theexplored process of learning
within political and economic contexts, but alsdlidaargument on the relevance
of institutionalized interests and ideas intertvdime cultural and historical aspects
of the political economy. Interests and trust tdrneto formal and informal
institutions, such as laws, contracts and practi¢demming the behavior of
individuals and organizations in the USA, Englamd dapan throughout history.
When Hall (1997) turns to institutional-oriented papaches, one of his
observations is that some of the most exciting eptwal developments in the
political economy field are taking place at the hdaries of the institutional

approach. He points out that the research on utistits is moving beyond the

12



conventional economic analysis that considered|dped societies institutionally
homogenous, stressing the need of a focus shifartbwhe socioeconomic and
political variables that underpin institutional ciga. Following his advice on the
promising path of institutional analysis, in thexnhsections | will explore the
literature on institutions and institutional changeorder to find the process of

adaptive learning I'm looking for.

2.2. From a Theory of Choice to a Theory of Change

According to North (1990), institutions are rulesdaprocedures that establish
stable structures for political and economic relati allowing individuals and
organizations to accomplish their potential acawgdito their goals. If the
economy is driven by productive investments, arnituigonal environment that
reduces uncertainty encourages relationships batwesonomic agents and
creates conditions for the commitment of resoumethe long term. In its turn,
the provision of public goods depends on the impletation of policies,
programs and projects. In the presence of an uistital environment in which
rights and duties are accomplished and in whichesgcto information is
guaranteed by transparency and accountability, tagleave incentives to use
“voice” channels and become less susceptible tdrarimess in elections and
public management, thereby improving the perforreaoic public organizations
and policies. Productive investment and public gped are products of human
action, of choices of individuals and organizationfluenced by costs and

benefits ratios established by institutions. Asestdy North, his argument is built

13



on a theory of human behavior combined with a thexfrtransaction costs, in

which “institutions define and limit the set of ¢bes of individuals®.

| engage with North’s definition to make my pointdause of his clarity and
influence. He made the empirical work of researslzelot easier with his distinct
categories for institutions and organizations, &l &s for formal and informal
institutions. | argued in the previous section that culturahfing and historical
path dependence can also be taken as incentivesanstraints that influence
individual and organizational behavior, but | thiborth is more explicit than
anyone else in institutional theory advocating #okind of political economy
based on a theory of chotfeYet, the contribution this research intends tckena
is based on the proposition that we still needind & perspective of political
economy based on a theory of social change. Cariuiiegns explain change
rather than only choices? Analyzing the followingparical works on the seminal

concept of “credible commitments” may shed lighttlois question.

& North (1990), p. 4.

® Other influential scholars argue for the use wifider concept of institutions. For example, Evans
and Chang (2000), studying the case of South Kataan that the developmental state is the best
“institutional instrument” for less developed natoto catch up economic growth. In his famous
comparative study in Italy, Putnam (2007) argueat tmore than the rules of the game,
“institutions are devices for achieving purposesfotigh governmental action. In Varieties of
Capitalism the concept of institutions follows teigpansive trend, as seen in Schneider (2013), for
instance. | agree with Schneider (2013:6) when diatp out that “institutions and organizations
require equal treatment in institutional analystslit | think the precision of North’s definition is
empirically powerful for controlling variables inomparative analysis, giving less room for
“concept stretching”, in the sense explained bydaf1970, 2009).

Y Hall & Taylor (1996), for instance, named “Ratibi@zhoice Institutionalism” the school that
emphasizes property rights and transaction costseas in North. Besides this “economic”
approach, they identify as “Sociological Institutzdism” the one that defines institutions not only
as rules, but also as symbols, cognitive schemésramal standards that guide human action; and
“Historical Institutionalism” as the approach tlainsiders institutions as part of a chain of causes
and effects that takes into account other factoch s the diffusion of ideas and socio-economic
development.

14



North and Weingast (1989) narrate the story of @ie®rious Revolution,
explaining how institutional change altered incessi of governmental agents to
create credible commitments regarding propertytsigwhile the Crown became
the “king in Parliament”. They explain that the teigous parliamentary interests
led to relevant institutional changes that enhandbkd predictability of
government decisions. As also presented in Nottiésry, the conclusion is that
the ability to engage in secure contracting actoae and space is a necessary

condition for the creation of modern economies.

The article fulfils the promise of explaining homstitutions controlled the power
of the Crown over fiscal, legislative and judicmlatters, while balancing the
power of the Parliament, making credible the gowent's commitment of
honouring its agreements. North and Weingast alesgmt convincing evidences
that private capital markets flourished with thabslity of the public power in its
commitment to secure property rights. They caleragtton to the remarkable
increase of banking operations, including the trgdif securities, discounted bills
and notes, as well as the fall of private interagts. Based on these evidences,
they observe that the growth of the financial mafiappears to have financed a
large variety of business activiti€s” constituting a necessary force of the

economic expansion of that time.

The empirical analysis is clear explaining why emaic growth was produced: a

set of institutions constrained government arhitess, creating a stable structure

M North and Weingast (1989), p. 828.
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with incentives to the public and private financsgctors. The growth of these
sectors combined with the government’'s enforcenoérgroperty rights created
incentives for entrepreneurs to invest. Albeit mportant argument, the dynamics
of economic development is not in the scope of sigtlanation, for describing
the economic process from incentive to incentiheytleave the complexity of
continuous learning, at best, implicit. How did thew banks access knowledge
and grow over time? How did they develop new finanmstruments? How did
each new bank or business face opportunities arehtth while learning with
success or failure? How did they improve practiggsducts and markets? In
order to explain economic development, we shouldyshow institutions were
able to allow learning from experimentation. Isriie power of credible
commitments in allowing adaptive learning in theadorun, rather than just

creating incentives for economic performance?

Weingast (1995) goes further with the argumentreflible commitments not only
with the case of England, but also with more re@@mples about the United
States and China. His main question is how marketgyving federalism can be
self-enforcing, but I'd like to highlight two aspecof his article that can start a
dialogue with the idea of learning closer to thalme of politics. The first is the

presentation of the economic effects of federaliasna process of political
competition. Here, again, incentives shape decasionthe subnational level,
where policy makers will try to attract economidiaties with different mixes of

taxation, public goods, social protection, etc. @bsg the dynamism of the

decision-making explanation one may foresee a psoé adaptive learning, in

16



which policies are improved through time. In thisnse, besides the role of
balancing power through incentives, power decemtitan is also a source of

institutional and policy experimentation.

The second point brings us back to the seventesmrttury in England. Weingast
explains the political disputes between Whigs andeB at that time as a problem
of coordination. Their marked divisions preventbd tormation of shared beliefs
about the role of the state, the limit of sovergognver, citizen duties, and other
economic and political rights. The Revolution led the construction of new
consensus and institutions, such as the Declarafidgtights, where both parties
negotiated the limits of the sovereign action. Tgmnscess resulted in a new set of
shared beliefs, recorded in formal institutions thauld function as coordination
devices. Weingast’'s explanation can be interpretedan interesting learning
feedback, in which Whigs and Tories learned fronitipal practices, adapting
their negotiations according to changing circumstéan and consolidating the

lessons learned into new principles in shared fselie

In both works, either as incentives for businesgestments or coordination
devices for political disputes, institutions operas credible commitments that
reduce uncertainties for actors who need to malkéceh based on preferences
and beliefs. However, the process I'm trying to Bagze is the one that explains
changes, rather than choices. This process is ¢mpli Weingast's subnational
competition as well as in his explanation of Whagsl Tories political disputes, if

we locate such choices in time, taking changes refepences and beliefs
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historically. It is also implicit in the dimensiaf time of “secure contracting” in
England, in which firms learn and interpret, de#tleradeal, the incentives
provided. This implicit learning process may help explain the feedback
mechanisms that change preferences and beliefsndetyloe unidirectional
causality of credible commitments that produce dretthoices. Institutional
analysis has long incorporated the reinforcing beets and the dimension of
time to explain not only when but also why and hdvange emerges, a literature

explored in the next section.

2.3. Learning and Path Dependence in InstitutionaChange

The debate about institutional change in politeabnomy has been built on a
critique of the reductionism of unidirectional cality as well as upon an inquiry
on the possibilities and mechanisms of agency demto promote change. As
argued by March and Olsen (1984), institutions saeb®e neither only reflections
of environmental forces nor neutral arenas fororeti strategies driven by
exogenous preferences: human actions, social doatekinstitutions work upon
each other in complex and interactive processethdninfluential paper, March
and Olsen stimulated the discussion about causalitii a critique of the
functionalist idea of historical efficiency thatduces complexity to short-term

linear problems of optimization.

North himself admits that while his initial studipkced institutions in the center

of economics as incentives structures, they disdegh “the way humans
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understand and act upon” societal chahda fact, the historical functionalism of
North & Thomas (1973) is explicit in their explaioat of the rise of the Western
World as a product of the economic efficiency oftitutional arrangements of
property rights driven by relative prices. Even ubb his later works would

include political and social aspects, such as #levance of organizational
interests in the process of institutional changd #re role of cultural factors

present in informal institutions as sources of pd¢pendence, the framework is
still pretty much based on efficiency: institutioage rules that establish stable
structures for political and economic relation$owing choices towards the best
possible strategies according to expected paylbgems that the symbolic world
built by human relations is not yet part of suchdele and we still have a long
way to understand how we learn from others and @angffs, how learning

changes beliefs and preferences historically, aad It affects institutional

change. In the terms used by North is his selfecsin, it may be the case that
while advancing in the explanation of the processeshange we still need to

grasp how humans interpret and understand suclegses.

My suggestion is that one of the missing partshi$ puzzle is the feedback
process we call “learning”. When political scietgi®orrowed from the literature
on increasing returns the concept of path deperdasiceinforcing feedbacks that
can lock in certain political and social patternstdrically, they emphasized the
aspects related to costs and coordination, anddatidge perspective of power,

giving much less attention to the process of legynMoreover, when they discuss

12 North (2005), preface.
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learning in political economy it is usually incorpted in stocks of knowledge

related to human capital or social capacities,erathan described as a dynamic
process of change. “Learning effects” are takemmesntives or constraints that
frame behavior just like the institutionalized i@sts and ideas discussed
previously. Scholars agree that knowledge can geowetter choices, but we
know little about the learning processes that bwkiltbwledge in terms of

capabilities and institutions. In other words, weeen discussing static stocks
and their influence upon individual and organizadio choices but should go

further on the dynamic flows that characterize pagerns of learning feedbacks
in institutional and social change. It is througle process of learning in the face
of continuous change that such political and sosiatks evolve, a process of
adaptation that can either lock us in less develqpeterns or unlock the path

towards prosperity.

The main reference on path dependence for Nort®Q)1&nd Pierson (2004), two
of the most frequently cited works in institutiordlange, was the literature on
increasing returns summarized by Arthur (1994) pkesents four generic sources
of self-reinforcement mechanisms in the economyeohnology: large set-up or
fixed costs (the advantage of the lower marginat ob a settled technology over
the entrant); learning effects (knowledge aboutdétled technology constrains
the adoption of the entrant); coordination effgetdvantage of going along with
other adopters of the settled technology); and espens (long duration of

certain technology enhances the expectation opriésalence in the futuréy.

13 Arthur (1994), p. 112.
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Arthur also explains that as consequences of sgifarcing mechanisms the
market systems in which such technologies compédteadmit inefficiencies and
multiple equilibria. Of which technology the pathillwbe dependent is
indeterminate, because inferior technologies cak tbe economy in less efficient
solutions simply because of an earlier start. Helaams path dependence as the
influence of the early history of market shares|uding small events and chance

circumstances, on the solution that prevails.

North (1990) extends Arthur's argument to the peablof institutional chandé

to present a theory of transaction costs of impeniearkets as a new source of
path dependence. Consider taxation systems in dessloped economies as
examples of patterns locked in inefficient solusorlbeit several efforts are
made in order to advance for a better taxationesystone of the important
institutional improvements for doing business, sketus quas reinforced by the
large cost of implementation; by the knowledge awglated about the settled
system; by coordination effects such as the comgheanities between federal,
state and municipal taxation laws that reinforcecheapther; and by the
expectations of policy makers and entrepreneurs mvake cash flow projections
based on the established system. Politicians, pus#rvants, businesspeople,
accountants, lawyers, citizens and any individ@ald organizations involved in
such system are constrained by what they and okmena, expect and weigh in

terms of costs and benefits. Moreover, they arestcamed by the “mental

4 North (1990), p. 94.
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constructs” they build to interpret reality based foagmentary and imperfect

feedbacks of information.

Pierson (2004) also recognizes the broad applitabil Arthur's arguments and
agrees with North on transferring such technolddieatures to the institutional
environment. He places politics in time, pointingt dhe importance of the
identification of self-reinforcing dynamics, timirend sequencing for examining
historical phenomena, highlighting four featuresttimake path dependence
prevalent in politics: collective action, institomtial density, complexity and
political authority. He explains how Arthur's se#inforcing dynamics are
associated with the collective nature of politiGsspecially high start-up costs,
coordination effects and adaptive expectatibhdjecause considerable resources
are mobilized in organizing groups and the consecgi®f one’s action is highly
dependent upon the actual and expected actionthefso He also follows North
in the argument that “the interdependent web omnatitutional matrix produces
massive increasing return$® and in the explanation of how the intrinsic
complexity and opacity of politics reinforce biasedntal models of reality. At
fourth place, Pierson notices that the list offebydeconomists doesn’'t exhaust
the possibilities of sources of feedback and suggesat political authority is also
self-reinforcing, insofar the employment of powencproduce asymmetries in

favor of the rulers that shape the historical path.

!5 pierson (2004), p. 34.
18 North (1990), p. 95.
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Pierson (2004) makes sure to point out that pathemidence doesn’t freeze
structure into historical determinism, but rathéascps history into a trajectory
whose boundaries can be changed. He explainsrthzdth dependent processes
cause and effect are connected by a remembereniyhikat starts with a “critical
juncture” and develops through positive feedbadkese feedbacks reinforce the
initial path until the next event capable to createew trajectory. Such events
may be disruptive, but even when small they canehamplified outcomes,
depending on when and for how long they take plecthis sense, Pierson points
out that political space and social capacity amtuies that make timing and
sequencing relevant in path dependent processase e locus of power is
occupied, oppositionists face a higher cost inrttesk towards political change.
Depending on the repertoire of social capacitieailable when opportunities

emerge, agency can be empowered to produce or elvaitje.

In sum, for North there are two forces that shdggepath of institutional change:
increasing returns and transaction costs. He exglarthur's arguments with
institutions in the same fashion | attempted tongidy with taxation systems;
and he adds, as a second source of path dependkactansaction costs of
imperfect information that shape the subjective et®dactors use to make
decisions. Pierson, in his turn, follows Arthur aMdrth, and adds political power

as a new source of self-reinforcement.

The point North and Pierson diverge, however, ishensubject of learning. North

(1990) explains adaptive efficiency as trials, expents and innovations
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encouraged by institutions; and also makes the staéement that we should start
to focus our attention on human learning, from vigial experimentation to
cumulative experiences of past generations in maiesy’’. North (2005)
develops his previous argument about “subjectiveletsd explaining economic
change as a process shaped by perceptions abdity teat influence shared
beliefs on which institutions are constructed. lddsalearning in his model as an
incremental process, filtered by belief systemst ttietermines the perceived
payoffs and can also affect back such beliefs. Ndath, learning is the process
through which mental models evolve according todleeks derived from

experienc®,

North makes several statements about the relew@nearning for understanding
economic change, but it seems he still gives pryjmtadnstitutions in his model,
for the growth of knowledge is dependent on completary institution§’ and
institutions determine who are the entrepreneur®se@hchoice matter in the
process of chand® When he presents the cases of the Western Woddtte
Soviet Union the set of explanatory variables afcess and failure is broader,
including demographic change and the stock of kadgg, but learning is only
briefly discussed as a product of the Christianelielof the Middle Ages that led

to adaptations favorable to economic growth.

Y North (2005), Preface.
18 North (2005), p. 25.

¥ North (2005), p. 99.

20 North (2005), p. 6.
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Unlike North, Pierson sustains that “learning igwaelifficult and cannot be
assumed to occuf® in politics, because the political actor engagesy o
sporadically in political issues that are charazest by the opacity of complex
causal chains, what makes trial and error procdasdsom automatic. He points
out the importance of the investigation of the ficdi circumstances in which
learning processes are effective, but sees ligkson to take learning as a
“reliable tool of institutional enhancement in piok"2 It is important noticing,
however, that North’s object of study is not res&d to the realm of economics,
but rather includes the timeline and complexitypofitics mentioned by Pierson

within a wide range of interdisciplinary factors.

If we look at Pierson’s political space and socibacities as accesses to ways of
learning that would otherwise be closed, we mayckate that better choices,
changes or the reinforcement of thtatus quoare not just matters of stocks of
power, knowledge or social capital. When a smathfbecomes a member of an
association, for instance, it gets more than bparg of an influential lobby in the
polity, reports with sectorial analysis or a notebevith important connections; it
gets access to learning from the experience wittigg) from using the available
data in its own business and from continuous ictema with the new available
network. In this sense, back to the example of ttamain less developed
economies, learning may empower the firm to unlingkeconomy from the path
dependent pattern of the settled system. Firgtileg the technical aspects of the

new fiscal system from the shared knowledge ofratiembers of the association,

L pierson (2004), p. 38.
2 pierson (2004), p. 126.
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the small firm will reduce the advantage of the sigtem’s “learning effects”.
Second, learning the political processes within desociation’s political space,
e.g. bargaining in the parliament, the firm will @apowered as a political agent
for institutional change. As a consequence, knowiag to change the rules and
how to mobilize forces in order to do so reducesrtdative advantage provided
by set-up costs. It is through the same procedgarhing that public spheres,
including policy makers and politicians, and prevaigents, such as accountants
and lawyers, will disarticulate and rearticulateom@nation around the new
taxation system. Then, more broadly and less iimeally, the firm will be part of

a social process of learning new practices, sucth@se related to an eventual

reduction of tax evasion or bribing, and expectaiwill turn to a new direction.

The ideas of sequencing and timing are insighger seif one wishes to move
from static to dynamic modeling in order to undanst institutional change. They
provide a somewhat concrete notion of process, lsfegtep, and bring about the
subject of opportunity, an important concept fog thatter of agency in various
fields, from business strategy to social movemeiiewever, it seems an
important piece of such dynamics will be missingwié don’t take learning
feedbacks into account, either as a source of pEgbendence or for the
empowerment of agents for the opportunities of geain this sense, identifying
the mechanisms of reproduction of positive feedbaakcluding the process of
learning, is important not only for clarifying patlependent processes intertwined
in social complexity, but also for understanding thossibilities of trajectory

changing.
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The possibility of agency for institutional changeone of the main questions of
Mahoney and Thelen (2010), whose theoretical stagibint is the argument that
sociological, rational-choice and historical ingiibnalisms explain the

persistence of institutions as well as exogenouseas of change, but do not
provide a model that comprehend endogeneity. Indeedogenous forces are
particularly important if we decide to study ingtibnal change as complex
phenomena, taking multi-causality and reinforcemdeeédbacks as usual
characteristics of political systems. Like NortlddPierson, Mahoney and Thelen
explore the complementary effects of institutiom&l grocesses of change, but
they set aside the subject of reinforcement to $omm institutions as devices of
power distribution that “animate” change. They explthe incremental processes
through which institutions evolve supplementing sthpower-distributional

approach with compliance as an intervening varjaltguing that institutional

change occurs upon opportunities opened by amhaguabout rules and their
enforcement. The model details how the veto pdgsisi of the political context

and the level of discretion in interpretation andoecement of institutions are

related to different modes of change and how theps the type of agents and

their strategies.

Even though there’s still a primacy of institutipmssofar they bring within the
allocation of power and the possibilities of inteation for change, Mahoney
and Thelen’s explanation of the modification of theanings given by agents is a

learning process at work: “as the meaning and emadt of an institution change,
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so too may actors preferenc&s’in fact, changes of such meanings affect agent’s
preferences in a process comparable to North’statap of mental models,
turning compliance into a product of learning fraxperiencing the institutions
that may be the subject of change. In this semsening may come back to the
picture as a feedback process that can be bothatlree of reinforcement of the
established pattern, likewise Arthur’s “learnindeets”, or the source of agency

that produces change.

The ideas presented in this section bring insthai analysis beyond the
reductionism of unidirectional causality and de&hvagency taking into account
the opacity imposed by the limits of human cogmitivhile North and Pierson
advance the discussion on the sources of increasitugns to the realms of
political economy and politics, Mahoney and Theteave the focus to explain
change and unlock agency in path dependent instialtprocesses. Each of their
crucial contributions brings implicit or yet unegptd new questions about the

learning processes attached to the complex dynawhiastitutional change.

| attempted to make a differentiation between staakd flows in order to unveil a
fundamental process of learning that complemengssen’'s argument about
reinforcement feedbacks, timing and sequencing.l&Mhngher stocks of power
and social capital are likely to have strong catiehs with developed societies,
they will tell us little about the prospects of tless developed. It is the flow

through which such stocks are produced that raaffycates the path towards

% Mahoney & Thelen (2010), p. 14.
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prosperity. | also argued that learning from exgece is the source of the
evolving meanings found by Mahoney and Thelen’snegevithin processes of
institutional change. Nevertheless, albeit stillplasizing aspects of incentives
built in institutional structures, it is North whexplicitly points out the importance
of learning in the process of change of the paliteconomy, opening a fruitful

avenue for research yet to be explored. Moreoverpiesents the process of
economic change as complex in terms of causality aan-ergodic in its

continuous novel change, softening the determiresentually seen in the path
dependence of institutional change. In this selesening is part of a feedback
that breaks unidirectional causality and may bekiine that unlocks agency for

institutional development.

Understanding the political economy of developmastcomplex phenomena,
translating reality into cycles of equilibrium ogimforcement, either virtuous or
vicious, instead of linear unidirectional cause affdct relations, is a crucial step
to grasp the power of learning processes of adaptatvhen Hall (1997) locates
institutions in the center of a possible integmnatganong approaches in the field of
political economy, as discussed previously, he alsxerves the need of a certain
amount of complexity to deal with an expanded raoiyeariables. Likewise the
scholars discussed in this section, Hall and Sesk€01) focus on institutions
and their complementarities, pointing out contartsvhich institutions increase
the returns from each other, introducing VarietiéCapitalism as a relational

approach that aggregates perspectives and vari&ioles Economics, Politics,
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Sociology and Business into a model that standdoupomplexity in a very

interesting and fruitful manner.

2.4. Development and Learning with Institutional Canplementarities

Hall & Soskice (2001) present a powerful agent dafamework, built on
assumptions and insights of the institutions theavith two ideal types of
political economies: liberal (LME) and coordinatg@ME) market economy. The
firm is the center of the model, but they give speattention to internal and
external relationships established by firms withptayees, unions, associations,
clients, suppliers, governments and stakeholdegeineral to understand strategic
interactions and its outcomes. The framework allemgpirical studies on interests
bargaining policy design, such as small and medgire firms demanding
flexibility increase for industrial relations in @eany during the 80’s (Thelen and
Kume, 2003); ideas influencing institutional diffois, as pointed out by Vogel
(2003) to explain how Germany was more infiltralbtgcthe views of international
organizations than Japan; and incentives establiblgeformal institutions, such
as how financial regulation shapes shareholder etsiik liberal economies (Hall
and Soskice, 2001). Furthermore, the approach ligfuhefor explaining how
institutions complement each other. For instanoethe United States market
oriented regulation, flexible industrial relatiomsd an equity based financial
market are related to radical innovation and hegiint while in Germany available
long-term credit — the so-called “patient capital strong labor unions and

business associations are related to incrememtalation and manufacturing.
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Institutions are essential variables in this motiecause they support the
relationships firms establish to solve coordinatmmoblems. Hall and Soskice
explain that institutions provide the capacities faformation exchanging,
behavior monitoring and sanctioning defections wah to cooperation,
improving the relations between agents. In thiseethey point out that while in
LMEs competitive market arrangements and hieraschieordinate firm’s
performance, in CMEs firms coordinate their acigtwith non-market relations,
highlighting the role of networks as efforts to wex cooperative outcomes of

strategic interactions among agents.

Vogel (2003) posits that even when considerableatian across sectors and
firms is observed, the distinction between CMEs i¢lvhhe calls “organized”
instead of coordinated) and LMEs remains significarihe empirical question
behind this claim is whether size, age and secfofirms explain business
strategy, funding and innovation better than therdmation policies used to
distinguish developed economies. A start-up complomryexample, usually seeks
market share before reaching its break-even pathen it will begin making
profits. When they are new businesses and don laagets to give as collaterals
for debt contracts, start-ups look for partnersider to finance investments with
private equity. Eventually, these companies will thgng to launch a patent
pending product or service. One can make similamd for age and sector,

arguing that such preferences can be present bh&ermany and United States.
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The critique above is not for the framework itsélis rather motivated by a good
skepticism about the distinctions between developsmhomies. United States,
Germany, Japan, and all the developed nations arexttiby Hall & Soskice are
market economies that work well. Comparing to teeedoping world, they have
systems of prices that provide reliable enough rmédion for businesses
decisions, processes of competition that enharm@uptivity and innovation, not
to mention credible commitments about property tegiiNetworks that enhance
information exchanging, behavior monitoring and atkes sanctioning are also
present in both LMEs and CMEs, even though in LMig$ necessarily as a
product of intentional design. Maybe the effectivalue of the so-called
coordinated oriented policies relies on the contrdn they provide to make the
systems of price and competition work as learnirag@sses. To what extent each
variety of capitalism enhances or destroys marikitions, allowing or blocking
adaptive learning for individuals and organizatibn$loreover, can this
framework help us understand the links betweentipali economies, learning

processes and levels of development?

Studying Chile, Brazil, Argentina, Colombia e MexiSchneider (2013) expands
the Varieties of Capitalism framework introducirte t“hierarchical” ideal type.

He notices that most of the typologies of capitatigsstems focus on inductive
clustering of developed economi®s, offering a classification based on

mechanisms of resources allocation. For him, winileiness decisions are mostly

4 For example, Coats (2000) adds Japan and Sch2gifi2] adds France and ltaly in a third state-
led category of capitalism; and Kitschelt et ab42) divide CMEs countries in labor corporatists
(Scandinavia), sector-coordinated (Rhine) and giengrdinated (Japan and Korea).
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based on market relations in LMEs and bargainin@MEs, in HMEs they are
implemented top-dowf?. He persuasively explains how diversified business
groups, multinational corporations, atomized labetations and low skills
mutually reinforce each other, maintaining the duehical relations between and
within firms. Schneider points out that the infotitya high turnover, low unions
density and over regulation of the labor markettie region discourage
investments in skills for both employers and emp&s; in a kind of coordination

locked in the inefficient equilibrium he calls “loskill trap”.

In order to make a connection to the literatureugloestitutional change and the
subject of learning, one may notice that the complatarities pointed out by
Schneider make development incremental and patendiet, rather than abrupt,
and help us understand the “trap” in which LatineXioa is locked in as a pattern
in complexity, rather than a positive unidirectibrausal mechanism. Second,
Schneider is interested in how businesses engagelitics rather than just in the
influence they have. This approach is importantetp us move the focus of our
research from the incentives provided to agentstbgks of power to the process
throughout power is produced and maintained. HemE&xplained by Schneider,
Latin American business groups are less interegtedirect political action

towards policy making related to trade, FDI, ediucator R&D, turning

themselves into agents of “quite politics” thatguwoe barriers for new entrants in

order to keep their political space reserved. Sidems account of the relations

% Besides the United States as the representatse aaLME, Germany as CME and Chile as
HME, Schneider points out Japan as the example fofugh type of capitalism, the Network
Market Economy (NME), in which the main allocatienciple would be “trust”.
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between business groups and the state in the regigant seeking, lobbying or
“Leviathan shareholder minority” inspires the argumh that the non-market
relations that were expected to coordinate and orgreconomic performance
turns into harmful practices that block the diffusiof the learning benefits of
networks. Information flows only for groups in adadion, monitoring and
sanctioning are selective, and businesspeople nmak wore hours per day
discussing strategies for lobbying and rent seekimgn for marketing and
competition. The adaptive process at work here sgelactive and predatory trap

that keeps the agents interested in change obeajame.

As an effort for searching patterns produced byititonal complementarities
within reinforcement feedbacks, the Varieties ofpitdism approach is an
interesting response to the critique of the liter@aton institutional change about
unidirectional causality. Locating economic anditpm! agents in the center of
the framework, scholars of this approach also eetd the problem of agency
within institutional change. Schneider’'s empiriagplication of the framework, in
particular, inspires a series of questions for aedeers interested in the political
economy of Latin America and the rest of the dewelg world. Are the less
developed regions locked in path dependent pafeYkbat are the composite
processes of such patterns in terms of capabiliéed institutions? Which
processes can unlock the development pattern? Te=stions are the starting

point of my empirical work.
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On the other hand, in Varieties of Capitalism tosibnal complementarities are
still taken as all kinds of sources of reinforcemfem path dependence, except as
learning processes. Furthermore, as Arthur (199Mtg out, the theme of exit
from locked-in less efficient states runs througk titerature on development
economics as studies about synergies and linkagiegebn industries and policies
mostly produced by coordination mechanisms. Heamplthat the “exit from an
inferior equilibrium in economics depends very muchthe source of the self-
reinforcing mechanism”: advantages of learning @ffeand fixed costs are less
reversible or transferable to alternative statem tthe advantages seen where

coordination is the source of lockZin

In fact, there is an extensive literature on thétipal economy of development
that has been exploring the coordinated stratega&sns must implement to
achieve higher levels of wellbeing. Within effotis improve institutions and
build capacity, private and public projects haveerbenanaged trying to turn
human capital and material goods into a reasondibtyibuted wealth. However,
in the search for explanatory variables and strasetp implement prescribed
policies, development theory overlooks how indidtdu and organizations
respond in face of changing circumstances. Thigsarse is certainly influenced
by institutions, human capital and other availalesources, but what seems to be
missing is the learning factor that unlocks theeptill benefits of these variables

throughout history.

% Arthur (1994), p. 118.
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The simple effort to define development as a spedbal is based on the
determinist assumption of a developed status aahlevin the future, as well as
leads to reductionist conclusions and prescriptimnsaccelerating the catch up
process with unidirectional and short-term causddtions. The idea that it is
possible to grasp the complexity of change undedstg and describing its causal
relations into laws and structures may be repldnethe search for the patterns
through which institutions and knowledge are histdly built as a cumulative
process of experimentation. In this sense, rathan tfocusing on designing
institutions, policies and projects, we should gttite learning mechanisms that
allow continuous improvement in these matters. géeeral hypotheses | intend
to develop from now on is th&tarning is a source of path dependence of the
underdevelopment pattern and that thereaal@ptive learning typethat unlock

prosperous development.
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3. Adaptive Learning

The previous chapter makes the proposition thaketiean unexplored role for
adaptive learning in the subfield of Political Eoony of Development. It
discussed a selected literature with emphasis stitutions in order to present
three main arguments. The first was that we shodde from a theory of choice,
based on incentives and constraints, to an apprtiathtakes into account the
dynamics and complexity of social change. The sgagas that when we study
the reinforcement feedbacks that produce such eoatplthe focus is on costs,
coordination and power, leaving aside the procddgarning or considering it
strictly as stocks of knowledge that frame choicése third argument was that
these learning processes might help explain pgtlerdient patterns such as seen

in developing and underdeveloped societies.

These arguments leave the questions of what isiteaand what would be a
learning approach in the context of developmenis Thapter is an attempt to
answer these questions. | will study an interdigpy literature in order to
develop the general hypothesis that learning suace of path dependence of the
underdevelopment pattern and that there are leatgpes that unlock prosperous
development. This review will help with the accompment of two main goals.
The first is the definition of a grounded conceptiearning that can be studied
empirically. The second is to subsidize the forriataof an analytical model that
takes into account the complexity of the problendefelopment and society as a

learning system.
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The following section presents a perspective algewelopment as a process of
learning and adaptation. | suggest an evolutiorsmproach with emphasis on
organizational learning as a step further the nticaam research on the primary
causes of development. | will also review importasfierences from different
fields such as Psychology, Anthropology, Organaragiand Economics in order
to present a concept of learning beyond indivicarad disciplinary boundaries. |
will argue that the concept of learning as “adaptreorganization in complex

systems™’

connects distinct levels of analysis and timees;ahllowing the study
of the learning processes that generate capabihinel institutions as co-evolving
subsystems of the development system. Section I3ew@émplify and clarify in

what sense one may consider the production of lspegs as a learning system.

3.1. Development as a Learning Process

The search for the primary causes of economic dr@antl development produced
convincing theories and empirical evidences foresalv possible explanatory
variables, such as geography and natural resdrtesnari® and social capit3],

institutions”, and so on, an inquiry that has been always ped/ag a passionate
debate about the role of the state. The Cold Warthva background of a dispute

between the principles of the free market and tleeekbpmental state in

2" Hutchins (1995).

% Djamond (1999), Sachs (2012).

29 Romer (1986), Lucas (1988), Gleaser et al (2004).

30 putnam (1993).

31 North (1990), MacFarlan, Edison & Spatafora (20@&emoglu, Johnson & Robinson (2004).
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Economics that was reopened for Politics and ofieds when institutions and
social capacities became part of the mainstreaftuelmced by works such as
North (1990) and Sen (1999), policy makers in ratiral organizations were
convinced that institutions mattered and they sthoukasure human development
rather than simply calculate economic growth. la #tademy, as explained by
Doner and Schneider (2000) and Doner (2009), nssicia economics expanded
to New Institutional Economics (NIE) relaxing asstions about perfect
information and utility maximization, while the dgdepmental state embraced
institutions as fundamental variables in approackesh as the Varieties of

Capitalism.

In the previous chapter | followed the path of itsional theory to make the
argument that while moving from unidirectional cality to complexity as a
product of reinforcement feedbacks, both NIE andéfi@s of Capitalism still left
implicit or unexplored the role of adaptive leamim development. This move
opens the possibility of bringing back to the Rodit Economy of Development
an evolutionary approach that has gained groun@&amomics mostly in studies
on innovation, but could be taken as broadly asé&d to be in the early days of

Political Economy.

The evolutionary approach in Economics was orgahizea theory in the seminal
work of Nelson and Winter (1982). They study howve ttapabilities of firms
evolve as a result of problem-solving efforts aaddom events, in a process of

learning and adaptation in which such organizatitnaits” are transmitted over
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time. They present their evolutionary theory asriticsm to the neoclassical
assumptions of equilibrium and rationality, int&tmg the economy as a process
of continuous change in contexts that are not cetalyl familiar or perfectly
understood to individuals and organizations. Dosi Belson (1994) state that the
“behavioral foundations of evolutionary theoriesstreon learning processes

involving imperfect adaptation and mistake-riddeiscdvery”?

, explaining
“learning” as a search to improve or uncover neshmelogies in terms of
products and processes. Furthermore, influencedSblgumpeter's idea of
“creative destruction”, evolutionary theory takeapitalism as a process that
“revolutionizes the economic structure from withimgessantly destroying the old
one, incessantly creating a new ofie’an engine whose impulse comes from new
products, processes, markets and forms of industriganization that the
capitalist enterprise creates in order to get mporefits with some sort of

transitory monopoly. In this sense, more than pete&land processes, in economic

change technologies and industrial structures civet’.

More recently, Nelson (2008) made the point thahudtpeter and the early
empirical works on evolutionary economics overlabkehe institutional

complexities of modern market economies. He ardbat a satisfactory theory
should see economic growth as “the result of thewwution of technologies,
firm and industry structures, and supporting andegoing institutions”, stating

that the driving dynamics of the economy involvies interaction of these three

%2 Dosi & Nelson (1994), p. 159.
33 Schumpeter (1942), p. 83.
% Dosi & Nelson (1994), p. 161.
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levels. He suggests that scholars should bringtutisins to the umbrella of

Evolutionary Economics to cover this blind spotarder to study the whole

system that supports the dynamics of innovaticsed this claim as the point of
convergence between the systemic approach ofutishal complementarities, as
discussed in NIE and Varieties of Capitalism, amel dynamics of the learning
processes of Evolutionary Economics. Looking frone tperspective of the
Political Economy of Development, | suggest brimgio the center of our model
the learning processes that power the co-evolufarapabilities and institutions.
In this case, learning is more than R&D and théolenm we study is broader than

innovation systems.

The concept of development as a learning procesgh&oundations in the early
days of Political Economy. Adam Smith’s invisiblartd was taken by a positivist
economic theory to explain market equilibrium, blis metaphor is part of a
broader tradition, as pointed out by Hayek (1980hat understands the power of
spontaneous order in all human endeavors as agsafecontinuous imitation,
trial, error and learning from experience, from ehinew institutions and
practices emerge. Hayek states that we shouldKtbirprogress as a process of
formation and modification of the human intelleatprocess of adaptation and
learning in which not only the possibilities knowm us but also our values and

desires continually chang®&”

Hayek adds to this tradition an epistemology of ptaxity and an insight about

% Hayek (1960), Chapter 4 — Freedom, Reason andtibrad
% Hayek (1960), p. 37.
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the use of knowledge in society that make experiatem the social learning
mechanism par excellence He argues (Hayek, 1967) that for complex
phenomena, such as those studied by Social Scietheesonception of “law” in
the cause and effect sense of natural sciencemppiopriate. Such phenomena
must be studied and explained as patterns thatgemerder certain circumstances
from the relations between the elements of a systather than by individual
events. Hayek (1948) also states that as the nmablgms of society are related to
rapid adaptation to changes in particular circunt#a, we should leave the
decisions to the people who are familiar with theisseumstances, maximizing the
chances that knowledge will be properly used. Basethe idea of adaptation in
face of complexity, this is a strong argument inofaof decentralization and
spontaneous order not only for market relationg, dso for institutional and
cultural change. In fact, he points out that thebfgm of the use of knowledge,
which is not given to anyone in its totality, “isy mo means peculiar to
economics”, but rather “constitutes really the cantheoretical problem of all

social science®’.

Hayek’s epistemology encourages the adoption ofldgwment as a learning
process to be studied by its composite procesdberrghan by explanatory
variables in unidirectional causality. Instead bé tprimary causes we've been
looking for, we should try to grasp the patternsdeffelopment as processes of
fortune taming, of adapting in the face of changed achieving goals through a

decentralized learning process of trial and efRather than a state to be reached,

3" Hayek (1948), p. 88.
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development may be the process of learning by whigiman organizations get
ready to act when opportunities arise from the iocoously changing

environment.

| take this step back to Hayek’s interpretationtioé early days of Political
Economy to clarify two important aspects of thise&rch. The first is that the
process of evolution in focus is not the mecharo$fimatural selection” in which
individuals and organizations compete to “survivéyt rather the learning
processes that generate capabilities and instigitithat will support these
individuals and organizations in the adventure wifding prosperous societies. It
is the fitness of learning types that matters h&ree issue is neither just about
stocks of knowledge operating as sources of paplertience of one technology
over the other, nor stocks of human capital thetease productivity and produce
growth. The subject | intend to observe is the dyica of learning processes that
produce such stocks and, moreover, the fitnesgpdst of learning in certain

environments and how they produce or slow down Idgveent.

The second aspect is the systemic character of leaitypas discussed with the
literature on NIE and Varieties of Capitalism. N#lsalso made his point about
the complementarities between technologies, indisséind governing institutions,
three subsystems of the innovation system in wihroh just firms but also

policymakers are important actors. Hayek's broamgproach inspires an even
more extensive analytical division of subsystenat thay go beyond the limits of

the intentionality of private and public agents;luding social and cultural traits
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that are not necessarily products of human desiginis sense, development is an

evolutionary process of adaptive learning in comitye

3.2. The Learning Wave

| argued previously that as learning is taken ihtieal Economy mostly as stocks
of knowledge that frame agent’s choices, we endnigsing the dynamics of
change that may be observed in learning as a @mod#hile Evolutionary
Economics is a step further from a theory of chéica theory of change, it is still
restricted to the realm of innovation systems inclwhearning is mostly a matter
of improving technologies of products and procesSdse previous section
suggested that we should study development incatipgra broader evolutionary
approach with emphasis on the learning processas phoduce not just
capabilities for individuals and organizations, lalgo institutions and practices
for society as a whole. Retaking from the point iefthe previous chapter with
North’s insights about economic change, the folteyvsections will present the
concept of learning that will be the keystone a$ tlesearch. In order to reach the
processes in operation in the abstract level otipal economy, | will build on
the idea of Distributed Cognition beyond individdaundaries borrowed from
Psychology and Anthropology, as well as on a liteea from Business
Management and Organizations Theory influencedhleyperspective of System
Thinking. As this is a ubiquitous subject, the se@pb this inquiry is delimited to

references that study the feedback dynamics ohileguin complexity.
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Mantzavinos, North and Shariq (2004) define leagnias the “complex
modification of mental models according to the femtk received from the

»38  Environmental feedbacks can reinforce mental ndspde

environment
consolidating beliefs, or lead to their creativedifioation. The authors explain
that in the societal level learning occurs colhleglly, modifying shared mental
models and producing belief systems that will suppustitutions, policies and,
ultimately, economic performance. Since the mingrprets reality irt, on the
basis of shared mental modelstpf path dependence in economic growth can be
traced from the cognitive level. While this “cogné approach” allows learning
processes to connect very distinct levels of tHeéipal economy of development,
from individual cognition to economic prosperityt, Seems the evolutionary

explanation of the emergence of institutions pre=gm the article is still more a

functionalist process of selection than an adagireeess of learning.

The authors explain the rise of the state as disoléor the problems of trust and
protection from aggression. When a society growggdai and relationships
become increasingly impersonal, “individuals capabf learning are bound to
realize” that the probability of dealing with defexs increases. This collective
lesson implies a demand for protection that willgsevided by many protective
agencies, because of the higher transaction co#te dormation of coalitions for
each time defection occurs. With access to violeneehanisms with nothing else
than informal rules to constrain them, the protectagencies engage in a trial and

error process of competition and cooperation, “frarmed battles to complete

3 Mantzavinos, North & Sharig (2004), p. 76.
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fusions”, in order to keep control. They conclutiattthis evolutionary process

generates a state or states taxing constituengsdcgction.

The evolutionary process in the selection of agene clear, but when learning
takes place adaptive efficiency is taken as givedividuals realize the increase
of defections and higher transaction costs of oesalutions to make choices.
The authors cautiously address the point that fiarevolutionary perspective this
story is just one of many possible outcomes, bulentistory takes the path of the
emergence of the state because of settled reledsts, learning is still implicit in

a model of incentives and constraints.

Transaction costs are, in short, the costs of amiyigimperfect information,
unclear rights and inefficient enforcement prodas®iguities that will be objects
of bargaining all the way to the courts. Such amitigs can be reduced by
contracts in the free market or by social rearramegds that absorb these
transactions in administrative decisions and nosush as firms (Coase, 1937) or
governmental regulations (Coase, 1960). The staicto explain the emergence
of the state is that cost and benefit analysis exigby transaction costs led
choices to “agencies” and then to governments. dymamic explanation might
be that ambiguities continuously blocked reflectionabout adaptive
rearrangements in the market, driving history teeiaforcement cycle of power
concentration. Perhaps more than the level of tamicgy for political and
economic choices, transaction costs influence thd &f learning that prevails.

This is an empirical question that | will carry leeforth.
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North (2005) takes a step outside the individuainaaries of mental models with
Hutchins & Hazlehurst’'s (2003) concept of “artifaak structure”. He points out
that what is learned by one generation is tranedhitdo the other by artifactual
structures of beliefs, knowledge, institutions,l$pdechnology and so on. Such
structures shape the “immediate choices of playasskell as provide clues to the
dynamics of “success or failure of societies thtotighe”. He explains that the
richer the artifactual structure, the greater is tieduction of uncertainty in
making choices and wider is the range of poss#sliiof experimentation and
creative competition. “The richer the artifactuatlisture, the more likely are we
to confront novel problems successfully. That isatwvis meant by adaptive

efficiency”>°.

North, Wallis and Weingast (2009) advance in thelgiof adaptive efficiency as
an essential force of long-run stability of develdpsocieties fostered by
competition and credible commitments. They explédat open access to
organizations and the free flow of ideas enhanee ahility of individuals to
pursue their interests and find better solutions few problems, in a
Schumpeterian process of political and economiatore destruction. Conflicts
related to this competition of ideas do not geredisorder because commitments
established by institutions are credible and immeab in the so-called “open
access” social order. On the other hand, in “natstates” privileged groups

control valuable resources and activities congtngithe ability of individuals to

39 North (2005), p. 70.
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explore new opportunities and solutions. Compaetii® limited and institutions

are unable to create credible commitments in tba@ny and the polity.

Like in North (2005) and in Mantzavinos, North aB#arig (2004), in North,
Wallis and Weingast (2009) adaptive efficiency Immcterized as a process of
competition that selects solutions framed by adeinstitutions that produce
better choices. These insightful works advancéhendoncept of development as
an evolutionary process and provide ideas for airgted concept of learning in
this context. One can picture a process in whichtadlenodels modify, artifactual
structures evolve, new solutions are continuousisted and mental models
change again. However, in order to figure out howntprove adaptive efficiency
to produce prosperity one should observe not dmyselection of solutions, but
also how they are produced. Rather than betwearti@ad, the competition is
between the learning processes that produce sughoss to never ending new
arising challenges. It seems the study of developme terms of adaptive
efficiency is beyond mental models, frames for chei and arenas of
experimentation of ideas and solutions. Hutchinsegathis step further by
understanding artifactual structures and mentaleisods media of the learning

process in distributed cognition.

Hutchins (1995) is an important reference to tesearch because his approach of
distributed cognition brings together learning ammnplexity in a concrete and
observable manner. Likewise my concern about stasid flows in Political

Economy, one of Hutchins’s motivations is the regcof the idea of culture as a
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“collection of things™’. In the manner of Hayek, he proposes that culisir@n
adaptive process that accumulates partial solutrdmte our everyday practices
are enacted. He explains that as a consequenabftask performance and its
repetition over time individuals reorganize theimds to develop skills, while
partial solutions are crystallized in material fadts and in the social organization
of the work. He understands stocks of knowledgeels as logbooks and pencil
marks on charts as residua of this process, olgethie microgenesis of cultural

elements in the details of the ongoing practice.

In his research, Hutchins describes navigationstgekformed by a team at the
bridge of a Navy ship as a process of propagatiod @ansformation of
representations distributed across members ofrthggthrough time and beyond
the “skin or skull” of an individual. He believede real power of human
cognition is the ability of bringing bits of struce into coordination in order to
organize solutions, defining learning as a proaésadaptive reorganization in a
complex system®. He explains that in the task of “fixing” the ptsh of the
ship a “wave of organization” propagates throughetiand space from external
media, such as written procedures and navigatistiuments, to internal media,
such as individual minds that coordinate words amehnings, and back to
external media, such as the map where the posiiomarked. Cognition is
distributed in the sense that cognitive processkdad to memory, reasoning and
learning are not closed within the boundary of wiitlial minds, but can also be

observed in the social and material world, coortiinga minds and material

9 Hutchins (1995), p. 354.
“1 Hutchins (1995), p. 289.
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artifacts. Learning is a cognitive process of adapteorganization of parts of a

system in relation to other parts.

Hutchins states that the conduct of the activitye tdevelopment of the
practitioners and the evolution of the practice ate¢he same process, explaining
that its products go beyond the end of the taskeas ways of solving problems
written down in improved procedures or rememberedn@mories, habits and
skills. A learned lesson shapes the immediate pednce and the future career of
a military officer, rewrites the formal process aftask in manuals that will be
used by different crews, and may change patterndatfavior and social
organization that affect the whole corporationtHis sense, Hutchins’ concept of
learning has the plasticity of a wave of adaptikgaaization that propagates in all
dimensions connecting subsystems, that can beasegmlividuals, teams or sub-

processes, in various levels and time scales.

It seems the study of distributed cognition thraughthe web of connected
subsystems is in the domain of Hayek’s epistemotefgyomplexity and provides
evidences of his hypothesis of decentralized adapgéarning. When the ship’s
propulsion system failed during an entry into Saregd Harbor, Hutchins
observed two modes of adaptive responses to theepnoof fixing their position

without the support of crucial electrical devicd$e first was an unreflective
process of adaptive interactions among subsystemich the calculation of the
position of the ship was made differently dependingt on the availability of

data, without further reflection upon neither tbedl nor the overall process. The
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second was the case of local design, in which @reom was aware that was
falling behind and implemented a local change m ¢hlculation process that in
sequence triggered both unreflective and locallgigieed adaptive responses in
other subsystems. Hence, the ship is a complerrsyst processes and mediating
artifacts in which organization is achieved by ddapns to emerging

circumstances. Learning is this process of adapta@ganization in which

representations of reality change in mental modets material artifacts. Hutchins
points out that systems change in part by an eoolaty process and in part by
design. Even when subsystems change by local desitaptation in the system
level is evolutionary in the sense that many othebsystems may present
unreflective responses to such change. With anrgpdlogical approach, he

doesn’t make judgments about which learning typgesrable, but rather realizes
that solutions “we recognize in retrospect as bgusg the sort of solution we

would hope designers could produce” are a “prodfi@daptation rather than of

design™?

| think Hutchins’ concept is powerful for many reas. First, the learning process
that builds artifactual structures is explicit frahe very beginning as a wave of
organization connecting the microgenesis of capegsiland institutions. In this
sense, it has the flexibility to navigate in vasolevels and time scales, from
individual skills to cultural elements. Second, ttentification of reflective and
unreflective learning types and their combinatiorevolutionary processes may

help us explain unintended and even counterintiiggtterns in social systems,

*2 Hutchins (1995), p. 317.
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including in the political economy of developmeithird, the proposition that
cognition is distributed has interesting empirigaplications. It encourages not
only ethnographic approaches, as adopted by Huwchiith recording and
observationsn loco, but may also inspire the researcher to see tetledata as
residua of learning waves through time. In ordademtify what types of learning
are at play, one can analyze data not just frortefival media” by interviews,
surveys or experiments, but also from “external iaiesuch as databases, reports

and archives.

Hutchins’ perspective is by no means limited to $lgp’s problems. One can
imagine learning as the rearrangement of processgsn firms deciding to
contract or expand activities in order to reducangaction costs, or as the
improvement of institutions to coordinate relatidretween labor and business in
varieties of capitalism, or yet as the reenginggih “routines” in innovation
processes of evolving technologies. | imagine legnas the adaptive
reorganization of capabilities and institutionstie pursuit of prosperity. These
processes of change can be unreflective, refldgtidesigned or evolutionary
combinations of both. While in the level of the teys the challenges are always
changing and never completely known, Hutchins eff@n approach that traces
learning from the level of local design in subsygste In order to hypothesize
about the relations between such learning types landl contributions to
development | need to explore in depth the typesleafning observed in
organizations and, equally important, the factdrat tproduce the distinction

between these types, weakening or strengtheningitgafeedback links in the
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process of development.

3.3. Learning Organizations

Studies about learning in complexity that addrdsssé questions are very
traditional in Business Management and Organizatibrories. While some of
the most influential scholars pointed out the scibjgf change as the central
theoretical issue of the fielj organizational learning became the fundamental
process of competitive advantage in continuous ghdor a part of the literature
influenced by the approach of System Thinking. Wahts in the general system
theory", this literature was initially studied as the dyres of complex systems
by Forrester (1961) and developed in the subfiéldrganizational learning by

scholars such as Senge (1990) and Sterman (1994).

Forrester (1961) was a major breakthrough for dmtimaking in the field of
Business Management. Applying the idea of feedbacdktrol from his
engineering background, he demonstrates how theustmaf corrective action
based on misinterpretations of time delays in adenected systems often lead to
costly fluctuations in processes of production amstribution. He explains the
poor performance of inventory management in faegrdistributors and retailers

as the result of the inability of managers to grabp properties of the

“3 Drucker (1985); Fahey (1999); De Geus (1988).

4 Inspired by his experience as a biologist, Bent#ja(1968) states that the scheme of isolable
units acting in one-way causality has proved toinselfficient and, in all fields of science, we
should think in terms of systems of elements inualitnteraction. However, he explains, while
Natural Science reveals laws about the relationwden its elements, such as particles, atoms,
molecules and living systems in various levels,i@o8ciences have the challenge to deal with
human beings and their self created cultural usier
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interrelations of the system instead of the charatics of the individual units.
Forrester argues that the company should be resegymot as a collection of
separate functions but as a system in which thesflof information, materials,
capital and so on lead to growth, fluctuation oclae. His research anticipated
the emphasis on feedback cycles and time delaysmbidd be the fundamental

principles of business management a few yearsater

Forrester pioneered business processes modelingnaglex systems in order to
deal with the limitations of human cognition in tli@ce of complex social
organizations. Political scientists and economistsally discuss such limitations
as “bounded rationality”. Simon (1972) explains tth@ecause rationality is
bounded by uncertainty, limited information and g@dexity, decision-making is
more a problem of “satisficing” than optimizatiorhis assumption permeates the
referred literature on institutions and evolutignaconomics, with emphasis on
uncertainty and limited information though. Whifestitutions turn the uncertainty
of transaction cost8into risks that entrepreneurs can measure to regsions,
evolutionary economists embrace uncertainty andtdominformation in the
process of innovatidi This literature also highlights the complex clutea of
the political and economic milieus, but mostly ursieod as a complicated web

of variables and strategies. Simon (1972) points that the chess players’

> For instance, the principle of feedback is behiidespread managerial tools such as the PDCA
cycle (plan-do-check-act) of Total Quality Managetand as the Balanced Scorecard of strategic
management; the reduction of time delays are thmusfoof Japanese models of process
management such as Just in Time.

8 The seminal discussion proposed by Coase (193Wpitly about how the level of uncertainty
in the use of the price system, access to infoomatind costs of negotiation explain which
transactions the firm will absorb into the orgatima and which it will keep in the open market.
“7«Our greatest intellectual debts are to Joseplugeter and Herbert Simon” (Nelson & Winter
1982, preface, ix).

54



difficulty to behave rationally is a matter of colayty rather than uncertainty,
because of their “computational inability” to ageer all the strategies of the
game. Pierson (2000) and North (1990) deal with“thstitutional density and

opacity” of politics and the “massive increasinguras” produced by the
“interdependent web of an institutional matrix”spectively. Nelson & Winter

(1982) go further, insofar they deal with the insically dynamic character of the
evolutionary perspective and develop their modahvaimulation techniques.
Starting with Forrester, System Thinking scholaystabute with a closer look to
the structural elements of dynamic complexity and barriers they impose to

learning.

Sterman (1994) explains that dynamic complexitgemieven when there is no
combinatorial complexity, i.e. systems are simpleterms of the number of
interrelations between variables. While people gaheadopt an event-based,
linear open-loop view of causality, complexity pets itself in real life with

feedback connections between cause and effectlytighupled variables, as well
as time delays between action and response arteireporting of information.

These structural elements produce path dependepcaterintuitive responses
and nonlinearities that are difficult to grasp oegict. He presents several field
and laboratory experiments in which subjects fa&ppreciate such complexities,
including cases with professionally trained persdrand treatments in which the

structure of causal interrelations is revedle@enge (1990) points out that as a

“8 Sterman (1994), p. 303. For example, the “Beer €aima lab experiment in which subjects
simulate management in a supply chain of producimhdistribution. Even experienced managers
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consequence of such limitations certain systemiegires occur again and again
even after being well known to us. This is the aafsmilitary conflict escalation,
the tragedy of the commons, price wars, real dtatem and boost, etc. These
“archetypes” are vicious cycles locked in path aejemt patterns that are difficult
to be dealt with by the human mind. Regarding ttablem of development, the
empirical question is whether dynamic complexites impediments to learning
that lock in less developed societies. Are theresperceptions of feedback
dynamics, time delays and nonlinearities affectimg implementation of public
policies and private projects? Are such complex adyics spontaneous or
designed? The empirical question of my researchnloas dynamic complexity
and transaction costs as two elements affectinqnileg types that | intend to

investigate.

In order to overcome the impediments to learningdghamic complexity,
scholars of system thinking suggest a systemicppetse to grasp the feedback
structure and the dynamics of social systems. Sterdescribes learning as “a
feedback process in which our decisions alter tbal world, we receive
information feedback about the world and revise dbeisions we make and the
mental models that motivate those decisidisThere are two learning cycles in
this definition; in the first cycle decision makec®mpare the information
acquired from reality to a goal and take actiomimve the trajectory toward the

desired state; the second is a reflective cyclevimch the assumptions that

are tricked by misperceptions of time delays andlinearities, incurring in costly results. The
average cost found by Sterman was ten times grésteroptimal.
9 Sterman (1994), p. 291.
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motivated the previous action are called into goastSenge (1990) explains that
the first is the cycle of imitation and repetitian,which individuals and groups
adjust their behavior according to fixed goals,m@and assumptions. The second
is the “generative” cycle, in which individuals agdups take action creatively
and goals, norms and assumptions are open to ch#igk the first learning
type is a corrective cycle similar to the unrefleetadaptations of the crew of
Hutchins’ ship to the availability of data, the sed can be compared to the
reflective local design that changed the way daéa wsed. In the second cycle
there is reflection on the complex structure ofitgand intentionality to alter its
representations in mental models as well as togdesew solutions and rules.
Sterman states that for learning to occur the twap$ must work and we must

cycle around them faster than the relative ratehahge in the real world.

Both Sterman and Senge refer to the typology ofyAsgand Schon (1978) of
single-loop and double-loop learning, applying #pproach to complex systems.
Defining learning as the “detection and correctodrerrors”, Argyris and Schon
study how individuals and organizations simply ap@rstrategies or run the
double-loop reflection on the strategy’s “governigriables” when something
goes wrong. They present empirical evidences tidaviduals are acculturated to
be single-loop learners, encouraged to learn “ag las the learning does not
question the fundamental design, goals and aevitif their organizations®.

This discussion adds to our inquiry the idea thas important to observe how

systems deal with errors in order to understanadhieg types and, moreover, how

%0 Argyris (1976), p. 367.
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unreflective types of learning can be intentionaiynforced.

Argyris (1976) points out a set of factors thatilmhlearning within groups and
organizations such as interdepartmental and inteopal conflicts, political and
organizational exchanges, competitive games andabang, parochial and
personal interests, ideologies, cognitive rigiditieconcepts of loyalty and
miscommunication. He argues that effective learngsgltimately weakened by
the underlying behavioral strategy of control owthers, explaining that the
primary strategy of unilateral control produces etsive and closed groups,
affecting the production of valid information andeddom of choice.
Defensiveness results in less public testing ofasddittle genuine feedbacks,
reduced opposition and a frustrated leadershipwiiaviciously increase control
and demand loyalty. He states that all these fa¢tord to become more operative
as decisions become important and threateningporeing the single-loop pattern

in all kinds of organizations.

Argyris is clearly discussing the politics of orgeations as a fundamental factor
that inhibits or enhances learning. He points bt t'giving the meaning of a
concept to others and defining its validity for rinés one of the most powerful

ways of control®®*

. This statement links the idea of learning tymethe literature
on institutional change discussed in Chapter 2. Mahoney and Thelen (2010)
institutional change results from the relation kesgw power and the meanings of

institutions. Depending on the level of discretiahowed, agents change or

*L Argyris (1976), p. 368.
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comply with institutions. In this sense, certainmvgo relations may determine
meanings that reinforce unreflective learning psses in which compliance is a
key characteristic. | think this is a relevant mamukm through which power
produces path dependence and should be added ftestthod possible sources
discussed by Pierson (2064)One can also understand the ideal types of galliti
economies discussed by Hall and Soskice (2001 5ahdeider (2013) as learning
systems, formulating the hypothesis that the hokiaal power relations in Latin
America produce more ambiguity and defensiveneas ttoordinated or liberal
markets, resulting in poor learning processes aaith plependent patterns of
underdevelopment. Expanding Argyris’ findings beyonorganizational

boundaries, | would complement my empirical questout transaction costs
and dynamic complexities with the issue of contobekr meanings. How do
transaction costs, dynamic complexities and powktions influence the kind of
learning that takes place in different societies@rév specifically, which

ambiguities, misperceptions and defensive reactiares designed and which

emerge spontaneously and how they undermine riefidetarning?

3.4. The Production of Social Goods as a LearningyStem

Before moving to the empirical chapters, a few eplas might clarify the

concept of a learning system in the context of Wgment, as well as the

2 High start-up costs, coordination effects and #dapexpectations of the collective nature of
politics; increasing returns of institutional degsiasymmetries determined by political authority;
and biased mental models.
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theoretical arguments discussed so far. Consigeptbduction of social gootfs
by the government in a process in which subnatienéties such as states make
investments with credit contracts from a developim®ank. In order to access
each planned disbursement the states need to alisbregme requirements, such
as those regarding environmental licensing andctineect expenditures report of
the previous tranche. Of course, some states wilnbre successful than others,
providing solutions for the requirements, manadimgr projects and delivering
their contribution to local development. For thaolsat fail to access the resources,
the usual responses of the creditors are finarc@aénants in contracts, either
with incentives or sanctions, as well as trainin@lc servants in order to increase
efficiency in the requirements’ task. This is ammmple in the micro level of the
solutions prescribed by development theories dia tnstitutions and capabilities
as explanatory variables. On the other hand, ailegmapproach would ask, first,
how are the states dealing with their mistakes?tAeg keeping the same pending

requirements or anticipating future solutions?

Consider now one state that, locked in the unrefledearning type, couldn’t
build a school on time because of recurrent pendimgronmental requirements,
and another state that after experiencing the saotdem for a while created an
on line application and a law to fast track prageestth low environmental impact.
Moreover, the successful state became a benchmhbsa vbest practices in

environmental regulation evolved. If both startedhwthe same incentives in

*3In the sense that they are not strictly publicdgdut rather any project considered meritorious
to be part of a public program of investment, sastwater & sanitation, hospitals, schools, roads,
etc.
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terms of the expected payoffs, contracts and réigalathe question is why did
one reflectively solve the problem changing capdsl and institutions, while the
other didn’'t? One quick answer would be in the powafbargain based on the
importance of the project. Larger investments wolidde more influence over
bureaucracies, informally getting advantages to gquer bureaucratic
requirements. We will see in the empirical chaptdsat this is not the case.
Another answer would be in different levels of depenent, with the
unsuccessful state falling behind in education, neauc performance,
institutional effectiveness and so on. While tmswer would describe the status
of the problem it wouldn’t explain the inability ofie state to change. It would
describe the stocks of the artifactual structurdaevit the flows that change them.
What would be the dynamic explanation in terms ddpive efficiency? Which
impediments to adaptively reorganize in order toycan their projects did the
unsuccessful state face? The explanation develapethis chapter is that
hierarchical learning systems might create defemsgs, ambiguity and
misperceptions of dynamic complexity. The followisca real example in which |

observed these barriers to learning.

With the best of the intentions, one state decittethave the signature of the
Accountability Office before sending each of thepemxditures reports to the
development bank, a process of compliance thatllysiakes place afterwards.
The timing of compliance and project managementewguite different and
frequently engineers had the feedback from theceffitoo late to make

adjustments, making the new process strictly burnedic. The new procedure

61



also created ambiguities and, apprehensive witkkitia of control they would be
exposed to, engineers and bureaucrats became nmotemare defensive,
providing the minimum information and avoiding aagd of creative solution for
the project. Because of misperceptions of timind defensiveness, the reporting
process of each tranche was extended for weeks wi#nginal quality
improvement and all projects were rescheduled sévémes. Instead of
developing for a prosper mix of project managemeapabilities, creative
institutional change and entrepreneurial practites, state reinforced this vicious
cycle for a long time. A good intention enactedane subsystem generated
adaptive reorganizations in other parts of theesysthat locked the system in a

path of low performance.

Summing up, this chapter contains three fundamesgaks of this research. The
first is the concept of learning as a process ap#de reorganization in society as
a system. This definition makes explicit the mi@ngsis of capabilities and
institutions as products of learning processesoscsuch systems and their
subsystems deal with errors differently, learniedlectively, unreflectively or

maybe not learning at all. Learning is unreflectwieen adaptive reorganization
occurs without reflection about the underlying stane of the problem. On the
other hand, learning is reflective when adaptiverganization designs solutions
that challenge the structure of the problem. Thesening types combine in
evolutionary processes that may produce unintendad counterintuitive

consequences such as unfavorable path dependdatnpain less developed

societies. Third, Organizations Theory adds to itleitutional approach some
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insights for investigating these dynamics through impediments to learning.
The literature discussed here is not exhaustivieptmyides the interesting starting
point of the empirical question about how learniyiges are affected by dynamic

complexity, transaction costs and power relations.
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4. The Hypothesis of Adaptive Development

Chapter 2 pointed out the unexplored role of adapearning in the subfield of
Political Economy of Development. It called attentito the importance of
pursuing a theory of change beyond incentives amdtcaints that frame choices.
| argued that the idea of learning as a source eaffarcement should be
considered in the study of path dependent patwrok as seen in developing and

underdeveloped societies.

While Chapter 2 was an attempt to show the uneggdl@venue in which this
research is located, Chapter 3 was about the istgptinary concept of learning
on which 1 build my hypotheses. First, intendingn@ake explicit the learning
processes hidden in the feedback dynamics discussedew Institutional
Economics and Varieties of Capitalism, | suggeste@volutionary approach that
takes development by its composite systemic presasgher than by explanatory
variables in unidirectional causality. Understaigddevelopment as a process of
fortune taming by decentralized adaptive learnlraygued that society should be
taken as a learning system in which capabilities iastitutions co-evolve. In this
context, | looked at Distributed Cognition as agpective to complex systems
that would allow a drill down to the microgenesfsdevelopment in the learning
processes that take place in problem solving thgledaptive reorganization. The
proposition that cognition is distributed has theeresting empirical implication
of turning collected data into residua of learniwgves through time. With

insights from this perspective as well as from Q@rgations Theory | argued that
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capabilities and institutions are products of m@flee and unreflective learning
types that combine in evolutionary processes. Finaldiscussed how dynamic
complexity, transaction costs and power relationghimproduce ambiguities,
defensiveness and misperceptions of feedbacksimmjtthat influence learning
processes in path dependent cycles of developrbig.discussion inspired the
empirical question of whether these elements arsigded or emerge
spontaneously, as well as how they undermine tefee¢tearning in unfavorable

developing processes.

This multidisciplinary approach centered on leagnamocesses beyond the human
mind and intentionality may help us understanddjieamics of development in
terms of how capabilities and institutions evolioreover, this approach may
have practical implications for public policieswhich the mainstream solutions
of incentives and capabilities have been failimgofar it allows the identification

of patterns that block learning and sheds some tigér the path of prosperity.

4.1. Analytical Model

Chapter 3 presented the concept of developmenpascass of adaptive learning.
Development is adaptive because groups reorgahzenéxt trails taking into
account the previous errors, adjusting strategmaeflectively or by reflective
design. Furthermore, as pointed out by Hayek andchihs, social systems
reorganize adaptively in the global level even asesponse to local design.

Adaptive development is a process because thisngséooks at the dynamics of
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the flow rather than static stocks. Rather thaonkst@f knowledge, human capital
or any other element of the artifactual structutes object of interest is the
dynamics of learning processes that produce sumtkst The next chapters will
analyze the fitness of types of learning in certanvironments and how they
produce or slow down prosper societies. Learnitigess will be studied as a

measurement of path dependence in the procesveibpenent.

| already stressed that this research follows arstepology of complex
phenomena, rather than a positivist approach ofdirgutional causality.
Development and learning are not only mutually ttuts/e but the pattern of
development emerges from the relations betweenetbments of the system
rather than from individual variables. Think of thedation between the sets of
variables presented in Figure 4.1 as a continuausat chain. In a virtuous cycle,
learning produces better capabilities and instingi that reduce the barriers to
learning. In a vicious cycle, lower learning prodsicinferior capabilities and
institutions that let barriers grow and undermiearhing again. When this causal
chain works in virtuous cycles, development is gkém. When it works in

vicious cycles, society is locked in a path depengattern of stagnation.
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Figure 4.1 — Adaptive Development as Virtuous @iotis Cycles

é Development

Barriers to

Hutchins (1995) summarizes his argument about ¢tognin the wild with a
“moment of human practice® in which the activity, the development of the
practitioner and the development of the practiosuosimultaneously. | build my
research on an analytical model inspired by théesidut adapted to the episteme
of the political economy of development. Humanaetis still the engine of the
model but the residua of the learning wave of rapization | will observe are
capabilities and institutions. Capabilities includ®wledge, skills and attitudes of
individuals and groups. Institutions are formal ttacots, laws and other written
rules such as business processes described inizagianal norms; and informal
norms, codes of conduct and cultural elements restaifl in human action and

represented in material artifacts.

This first set, corresponding to North’s “artifagtustructure”, represents the

** Hutchins (1995), p. 372.
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variables that are traditionally the primary causéslevelopment in the Social
Sciences. As pointed out in the previous chapteesy Institutional Economics,
Varieties of Capitalism and Evolutionary Economiesplicitly relate these
variables to learning in the process of developnagt economic growth. North
(2005) summarizes this link as the relation betwasdifactual structures and
adaptive efficiency, emphasizing the ambiguitiesrahsaction costs. My attempt
to make a theoretical contribution here is makixglieit the dynamics of learning
processes that affect and are affected by suchablas. Empirically, | will
measure path dependence and trace how ambiguitilester barriers to learning
produce such locked patterns. | will try to obsétnethe wild” the microgenesis
of capabilities and institutions when reflectivaereflective and no learning are at
play, with main focus on how the reorganizationtbis artifactual structure
affects learning fitness. Learning fitness, as aasueement of adaptive

development, is the dependent variable.

It was also pointed out previously that capabgitiend institutions influence
learning not only by directly reducing ambiguitfstransaction costs, but also by
the way they distribute power and unveil dynamimptexity. Figure 4.2 detaches
these variables from the artifactual structure r@milesents the feedback cycle that
enhances or undermines the barriers to learningeidthey receive feedbacks
from the system in the long run, as representethéylashed lines in the figure, |
will assume these variables can be taken as exagendhe short term. In fact, in
real life one will always observe better and woasgfactual structures, power

relations and levels of complexity operating ag parendogenous or exogenous
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processes. Consider the example of an agent trijgngccess credit for an
infrastructure project. In the long run, experienogy change technical
knowledge, regulations and ethics in the sectorwal as influence agent’s
organizational structure and managerial complexitgroject design. Yet, policy
makers can exogenously change credit rules, aggmés selection and project
characteristics if they believe these choices etddearning, attempting to shift
vicious into virtuous cycles. In this sense, eatthese categories can be taken as
an independent variable in the model or, partitplan this research, as

explanatory factors of learning in public policyadysis.

Figure 4.2 — Analytical Model

In summary, the artifactual structure in defineatagabilities and institutions; and

barriers to learning as ambiguities, misperceptansut dynamic complexity and
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defensiveness of unreflective and uncooperativeggoln this model, artifactual
structure, power relations and complexity are irthejent variables; learning is

the dependent variable; and barriers to learniagraervening variables.

The next section will explain the three hypothesdésthe research design,
presenting the operative concepts of the variabfestudy. The first hypothesis
requires an analysis about the dynamics of learfitngss. The second is an
inquiry on the relation between this dependentame and the independent
variables, namely power relations, complexity ahd tartifactual structure of
capabilities and institutions. The third will dendaa qualitative design of process
tracing that includes the barriers to learning: parseptions of dynamics,

ambiguity and defensiveness.

4.2. Methodology

In the operative definition of this researtdarning is adaptive reorganization in
the process of trial and errdn society as a system. Subsystems respond tserro
differently, learning reflectively, unreflectivelpr maybe not learning at all.
Learning is unreflective when adaptive reorganaaticcurs by the application of
a solution according to established knowledge, gjoabrms and assumptions,
without reflection about the underlying structuretlee problem. On the other
hand, learning is reflective when adaptive reorgaion is an intentional design
of a solution that challenges established knowledgals, norms, assumptions or

any element of the underlying structure of the pob | study learning in the
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microgenesis of the process of development, inaiegoing problem solving

tasks agents face in the production of social gospgscifically in the access to
funding for development projects in the sector attev & sanitation. Agents are
states, municipalities and state-owned companigsblicly traded or not — with

the same goal of providing the social goods, sulechito the same sectorial
regulation and very similar incentives in termstloé funding process. They are
the units of analysis in which the learning typesnpetition takes place. Since
they are competing, learning types occur simultaegoin all levels, from

individual minds to project teams, agents and $pcgaining and losing shares
through time. Shares are relative frequencies arhiag types that prevail in the
micro level of the problem-solving task that, instlempirical analysis, is the
project compliance. In this sense, the data reptsssnapshots of winning

learning types that are continuously challengedtbers.

States, municipalities and companies need to comly certain requirements
regarding environmental licensing, property entigat, bidding procedures and
engineering projects in order to access federalifghfor investments in water
and sanitation systems. | use a database withniafiton provided monthly by
project managers of the Brazilian Development Bané&m October 2010 to
March 2016, about infrastructure operations withtest, municipalities and
companies. For every month in the period the datbshows whether each
project complies or not with each of the four menéd requirements. | coded
projects’ compliance to the bank’'s requirementgssifying learning types

i = (0,1,2) as follows:
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I = 2, if compliance mistakes ip, t,.; and t, are zero;
i =0, if the same compliance mistakesqmwere in f.;and t,., or
if there are more compliance mistakes, than in t,;;

i = 1, for the remaining possibilities.

When agents reorganize themselves in a way thetigates future problems and
avoid compliance mistakes, there is a superior tfgearning going oriL,). The
other pole is when they keep making the same oemustakes and much less
learning is at playL,). In the remaining possibilities of changing coraptie
mistakes, some learning must be happeingy. For example, if a municipality
complies with all requirements except the environtak license for a whole
quarteri = 0. If the municipality complies with the environmahticense, but
now can't access the money because of anotherresgemt, e.g. the bidding
procedures; = 1. Finally, if the municipality has no pendent reganents for
three months;, = 2. | assume initially that some reflection upon thelerlying
norms and beliefs occur 1}, but the in depth analysis and confirmation ofhsuc

assumption is the object of the case studies atestep of this research strategy.

Theoretically, the use of compliance as a meastuleaoming brings together the
idea of correction of errors from the literature ®©nganizational Theory, the

idea of progress as an adaptive process of trikaror from Political Economi§

%5 Argyris and Schén (1978).
% Hayek (1960).
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and the emphasis on the on going practice of Disteed Cognitio®. Empirically,
this operative measurement has the flexibility ttova further comparable
research on different kinds of agents and subsystérmluding various sizes of

firms, sectors, industries, cities and societies.

This research strategy has three steps: a I|Argexploratory analysis, an
evolutionary approach to study learning fithess andet of case studies for
process tracing. Next section and Chapter 5 arefitie and second steps,
respectively. | expect to observe higher fitness uoreflective learning as the
evidence of path dependence; as well as find hifitmerss for reflective learning
when power relations are less hierarchical, theptexity of projects is lower and
higher levels of development represent the mix agabilities and institutions.
Chapter 6, the third step, is the study of casasttlace the process of adaptive
development. | look for data in assessment repagtayell as conduct interviews
with experienced professionals to understand trexlifack dynamics of the
relations between barriers to learning, learningesy and the capabilities and
institutions that unlock prosperous developmergxpect to find evidences that
misperceptions of dynamic complexity, ambiguitiesl @efensiveness are barriers
that lock subsystems in unfavorable patterns o¢flextive learning. This strategy

unfolds in three hypotheses as follows.

> Hutchins (1995).
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H1: Learning is a source of path dependence irptioeess of development.

In the perspective of adaptive development, legrifitmess is a measurement of
path dependence. Friedman & Sinervo (2016) praseaels in which fitness is
estimated with data of the shares of differentgraiith studies in biology. They
also explain examples of “frequency dependencethich fithess and shares are
related in increasing or decreasing returns. Codiegycompliance mistakes as
described, | have a database with the sh@rgger learning type over time in
order to estimate fitneg$V;) as well as the possibilities of frequency dependen
Evidences of virtuous path dependent patterns neagrbvided by the result of
higher fitness for reflective learning. On the athand, the vicious cycle in which
less developed subgroups are locked in may be \waten higher fithess for
unreflective learning. In Chapter 5 | will applycteiques of Evolutionary Game
Theory, as introduced by Friedman & Sinervo (206)rder to find evidences

to support the hypotheses 1 and 2.

H2: Hierarchical power relations and complexity tex the fithess of reflective

learning.

The subsequent question is whether the relativedd of reflective learning is
different in distinct power relations and complgAivels. The “ecology” at stake
is about agents managing infrastructure projectgaobus sizes in regions with
different levels of development. Agent is takenaasategory of power relations,

considering two types: market based relations, essted by publicly traded
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companies; and hierarchical relations, charactérizg municipalities, states or
state owned companies. The size of the investmenthe measurement of
complexity, the second explanatory variable. Thgdathe project, the higher
will be the number of people, the amount of resesit@nd the intensity of the flow
of information, consequently increasing the oddsnufre misperceptions of
feedback dynamics and time delays. | also contiokhe artifactual structure of
capabilities and institutions, taking the municigaiman development index
(HDI) as a proxy. Section 4.3 will explain in détthis coding and explore the
data in order to find statistical support for thmices of variables. In this section,
complexity and HDI will be taken as continuous ghfes in a logit model. In the
next chapter | will estimate the fithess and sttliyy dynamics of learning types
with a comparative analysis within the categoriethe explanatory variables. In
this case, agent types, complexity of projects &tidl will be categorical

variables with two levels each.

H3: Vicious cycles of unreflective learning are nferced by ambiguity,

defensiveness and misperceptions of dynamic coityplex

If one group of projects represents an environnienhich reflective learning
takes too long to blossom, something other than fthancial incentives,
contractual constraints and capabilities providgdhe Bank to the agents must be
affecting the payoff (fitness). Chapter 3 proposdte hypothesis that
misperceptions of dynamic complexity, ambiguity atefensiveness are barriers

to learning. In order to analyze whether these efémare sources of vicious
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cycles of unreflective learning, in Chapter 6 |Iwstudy selected cases in a

process tracing analysis.

Project teams in each case receive performancetsefom the agents and
produce assessments. | analyze assessment rep@tsases, selected by the
combination of agent types, complexity and levdlsl@velopment. The analysis
of these reports, which the Brazilian DevelopmeaniBkeeps in digital archives,
intends to identify and classify the challengesjgmbomanagers encountered to
comply with the requirements. | map the learningcpsses with special attention
to the assumption of reflective learning, tryingfijure out whether a case builds
the ability to anticipate requirements becauseefiectively designed change. A
state that improves performance creating an enwiemtal law or changing the
licensing process is a case of reflective learniiog,instance. | also conduct
interviews with experienced project analysts tachepolitical and organizational
aspects that are not part of the formal reportsalyaing these processes and
keeping the proposed analytical model in mind, patierns are traced: a virtuous
and a vicious cycle. | expect to find cases ofuatts cycle and cases of vicious
cycles, according to how capabilities and institaé change, and how this set of

variables affect the barriers to learning.

4.3. Exploring the Data

This section explores the data of the quantitatapgproach, clarifying the

measurements of each variable while presentingtstal support for the choices
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of agent type, project complexity and municipal lamdevelopment index (HDI)
as categories of study. The exploration starts witbrmation about number of
projects, learning shares and sectors, continussloding the levels of each
category and concludes with a logistic model taveste the odds of certain agent

type, project complexity and HDI level to perforeflective learning.

In the explained methodology, the calculation drhéng types requires up to
three months, making the two initial months of tfa¢a only the starting base of a
total of 58 months. The sample is a portfolio cédit operations that starts with
172 projects and ends with 118, oscillating adittecause of new projects but
mostly as the result of the natural life cycle adjpcts that finish or are cancelled.

| drop them just after these events occur to awdldting the results with learning
measurements that would be just repetitions of thst active month.
Approximately 14% of the projects are active fag thhole period and 56% for at
least 29 months, or half of the time. This variatinakes sense since a project the

Bank typically supports would have a constructioneslule of two years.

Notice that the idea of a fixed sample of infrastmwe projects for the whole
timeframe wouldn’t be accurate. Besides the lifeleyissue, the date a project
enters in the process of credit analysis is notdtneit was born. Policy makers,
project managers, politicians and the public omirstart discussing such projects
long before the funding analysis. Moreover, thejguts are just the means
through which the learning types, our variablestdrest, spread out as memes in

every direction. Individuals and teams share egpees within and between
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agents in formal and informal forums, training pags, seminars and also
participating in initiatives planned by the BankeTprojects are the units in which
learning types develop and through which they d#fuby the adaptive
reorganization of groups formed by engineers, aatzous, lawyers, bureaucrats
and so on. These teams solve problems in varimgsslenot only in construction
sites, but also in public works, budget, environtagnfinancial and legal
departments of states, municipalities and compainethis sense, the number of
projects is less important than the relative fremyeof learning types. Figure 4.3
presents the monthly distribution of projects ane shares of learning types for

the whole data set.

Figure 4.3 — Projects and Learning Types
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L, increases its share from 45% to 66% in the plotfevhile L, shrinks from
44% to 30%. Is this picture as good as it seemdPréflective learning., keep
increasing its share in the long run, producingitsahs for the supply of social
goods? If learning types are strategies competimgshares, fitnesd¥y;) is the
ability of a learning typéL;) to increase its share. This is the central conoépt
the empirical analysis and will be the subject lvé hext chapter. The stacked
100% area chart will be a recurrent tool in thigdgt The horizontal axis will
always be the months between 12/2010 and 0372046 it will not be displayed
from now on. In the charts about learning tydeswill be always on top and,

in the bottom.

The projects at stake are construction activitiéssobsectors that can be

aggregated in a general sector of water & sanitafithey are facilities of water

°8 The observations sums up to 58 because of fiveimgisnonths. | simplify, considering all of
them as if they were subsequent in the period Isectie missing months are far away from each
other, in different years.
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supply, sewage or combinations of them. The tygcaject is a small to medium
size system of water supply or sewage collectiod @&reatment. Figure 4.4

displays the proportions of projects by subsecos HDI.

Figure 4.4 — Subsectors and Human Development Index
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The distribution of observations among sectors alé & levels of development is
quite regular through time, even though the prgjeate not the same for the
whole period. The United Nations classifies mostha municipalities in which
the projects occur as High HDI, between 0.700 aB0@ In average, 20% of the
municipalities in the sample are defined as Venyiind 16% as Medium HE|
The following logit model estimates the margindeef of HDI, as a continuous
independent variable, over the possibility of retilee learning. On the other hand,
for the evolutionary model in the next chapter Hidll be a category with two
levels. As using the United Nations’ ranges resultgery small samples for the
combination of factors, e.g. Medium HDI with Hiechy agent type, | use the
median of all the indexes that occur in the sampgardless of for how long,
coding Higher for projects in municipalities in whiHDI is equal or higher than
0.736 and Lower otherwise. The orange line in thBl Khart shows the

proportion of projects above (Higher) and belowwWieo) this threshold.

Complexity is also continuous for the logit modeidacategorical for the
evolutionary model, with two levels. “Simple” isvier than R$ 30 million, an
approximated value of a budget of the typical mjevhich | defined after a
careful look at the objects of the contracts regmé=d by the available data: a
treatment facility with a network of water supplysewage collection that covers
part of a municipal system. This choice is basedtl@nidea that the relation
between investment size and complexity may be m@at. Imagine the flow of

information between team members, for example. fitmmber of connections

59 , - .
In a few cases that involve more than one muniitypdoe measurement is the average of the
indexes.
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between members grows faster than the number ofbmemHence, it seems
plausible to consider that small projects will loakke and complexity will
increase fast with the addition of constructioesiand teams of workers. Figure

4.5 shows that complex projects are in average Gétte total.

Figure 4.5 — Project Complexity and Agent Type
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The organizational structure of the agents is goomant and contentious aspect
in the discussion about the provision of social dg38. New Institutional
Economics and Varieties of Capitalism add intengstinsights to this debate,
which otherwise could be only ideologically weighimarket and government
failures. As discussed in the previous chaptersE Mitroduced the adaptive
feature of the market into the organizations astegic choices between
aggregating and disaggregating activities, depgndm the costs of transaction.
Williamson (1991) summarizes this idea contrasttayek’'s spontaneous order
of market relations to the purposeful cooperatioh formally organized
hierarchies. He argues that hierarchies replacekehancentives, which are
typically driven by relative prices, with adminastive controls; and substitutes
formal contract law by internal relations in whittierarchy is its own court of
ultimate appeaf’. He explains that the craft of internal coordingtmechanisms
supplants the “autonomous” adaptation of the fraeket when authority relations

have adaptive advantages over autonomy.

Schneider (2013) expands the concept of hierarohyelations of ownership,
labor, associations, vertical integration, as \w@sllkmong firms, across sectors and
national borders. To him, hierarchies replace i@mtatthat would be mediated by
markets, coordination or networks in other vargté capitalism. The distinction

between hierarchical and market based relatioadsts present in the conceptual

®0 As I have been referring generally to the systémaier & sanitation.
®1 williamson (1991), p. 274.
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framework proposed by North, Wallis and Weingagi0@. They explain the
importance of an open access order characterizembimpetition and impersonal
credible commitments, typical of market relatiofes, adaptive efficiency in the

pursuit of superior economic performance.

Bringing politics to the picture, the criterion aflaptive advantages of hierarchical
authority over autonomy comes with the questiontiwrepower relations, within
or beyond internal integration, block or enhanaarag. In order to study such
adaptive advantages in terms of the influence afgrorelations over learning
fitness, agents are coded in two types: marketshardrchies. Market agents are
publicly traded companies that are more autonomauselation to political
authority and sensitive to the system of pricesrétchies are municipalities,
states or state owned companies (except publiatiett) that operate mostly under
political and bureaucratic authority. Needlessdg that the agents are in hybrid
positions located in the spectrum between marketararchy, each group closer
to one of these poles. Notice that most of theiplyblraded companies in water
& sanitation have the state as the controlling ehalder, allowing some level of
political influence. Nevertheless, they are alsiell in BMF&BOVESPA, the
Brazilian securities, commodities and futures ergeain Sao Paulo, in a segment
committed to the highest level of corporate govecea Rather than a public vs.
private dispute, the key is the level of autononsy arbitrary influence. In my
hypothesis, the arbitrariness seen in certain typepower relations might

produce barriers to learning.
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All these projects and agents experience very aimmientives and capabilities in
terms of the internal policies of the Bank, inchglifinancial covenants and
technical support. They are also submitted to #meeslegal system in the national
level and regulations of the sector of water & &mon. The subnational approach
also improves the control for certain variablest thuld affect costs in the
national level, such as inflation and exchange. fdtmetheless, | use municipal
HDI in order to control for subnational social aadonomic variations, i.e. as a
proxy of the artifactual structure of capabilitiesd institutions developed in

various regions where the projects take fface

Given these preliminary observations and in ordgsrovide statistical support to
my choices of independent variables, | start stuglyp what extent the odds of
market agents, simple investments and higher Hpréauce reflective learning
are higher than those of hierarchies, complex ptejeand lower levels of
development, respectively. The data is a panelaepts by dates that sum up to
9,525 registers, with learning and agent type asirigivariables coded 1 fag
and Market, Complexity measured by the log of tize sf the investmefit and

municipal development as HDI. Since the dependangbleL, is binary, | use a

2 s | pointed out in Chapter 3, there are plentgmwipirical evidences of the relation between

development, capabilities and institutions.

63 Log is adequate because the size distributioraheesy long upper tail and is quite skewed. In
R$ millions, the following descriptive statisticspresents all the projects that have been in the
sample, regardless of for how long: mean 54; stahdaviation 207; minimum 0.300; maximum
2,902; median 17; first quartile 7.5; third quar#l6.
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logit model to estimate the coefficier®) °* In this case coefficients are in log

odds and the standard procedure of exponenti&i®nresults in the odds ratios.

Table 4.1 displays the estimates, standard e(&#3 and the confidence intervals
(CI for B. The interpretation of? is straightforward for Market: the odds of
Market agents to learn reflectively are 88% higher thareréfichies. For
Complexity, with base 10 log of size the estimat¢hiat for a tenfold increase in
the size of the investment, from R$ 10 million t& ROO million for example,
there is a 56% decrease in the odds of reflecaaening to be produced (1.00 -
0.44 = 0.56). The results are the expected for Bteetkd Complexity, but for HDI

the marginal effect found is not statistically sfgrant.

Table 4.1 — Results of the logit model fitve dependent variablg,

B SE & Cl

2.5% 97.5%

Intercept 5.93%* 0.73 375.23 4.49 7.36
Market 0.63%** 0.08 1.88 0.48 0.79
Complexity - 0.82%* 0.07 0.44 -0.95 -0.68
HDI -0.18 0.84 0.84 -1.83 1.47

Significance: 0 “*** 0.001 “** 0.01 ** 0.05'." 0.1 ‘' 1.

The results confirm the importance of market reladiand simplicity for learning.
Moreover, the dataset is quite rich, allowing nolydhe study of the dynamics of

learning through time, but also a research desitjm explanatory variables coded

®*In terms of theoglm package in RL, ~ Market + LogSize + HDI. Further details are in the
Appendix 8.1.
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by agent type and project complexity. One could &ddher techniques to
improve the model specification, but the resultauldaemain more a statistical
support to the choices of variables than to theothgses of the research. My
hypotheses require a method that admits the oligamvaf the dynamics in which
the variables of study are involved and an apprdachracing the intervening
barriers to learning that affect such dynamics. gi#ra5 is about the former and

Chapter 6 on the latter.
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5. Path Dependence in Adaptive Development

The study of path dependence in adaptive developmegjuires a method to
assess the dynamics of learning. Project teamsizeyand reorganize solutions
attempting to comply with the requirements that wpen access to funding for
their planned investments. Beyond individuals anghnizations, reflective and
unreflective learning take place in this processaddptation gaining and losing
shares as time goes by in waves of reorganizatmerading throughout the
system. This dynamics of shares of learning tygesging through time is the
center of interest of this research. Studying stdymamics, | expect to find the

underlying patterns of path dependence to leartypes.

As discussed in Section 2.3, development is patfemidgent insofar the future
depends on its past trajectory. It is a quite sengrld somewhat obvious statement
that becomes more interesting when one qualifieskihd of path dependency
under the spotlight. This research focuses on plhendent patterns of
development in virtuous and vicious cycles, wite@gpl attention to the processes
locked in states of unreflective learning that de$ the latter. In such situation,
society remains stuck to old problems without thiditst to unlock prosperity with
reflective learning. With regard to the observedadagents remain unable to

deliver development in the form of social goods.

In this chapter | study two hypotheses: (i) leagns a source of path dependence

in the process of development; (ii) hierarchicalpo relations and complexity
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reduce the fitness of reflective learning. In tmepeical analysis that follows |
show how the estimate of the fithesses of leartypgs unveils a pattern locked
in unreflective learning, different from the optshc picture seen in Section 4.3. |
introduce the concepts and the approach of EvalatipGame Theory to estimate
fitness as presented by Friedman and Sinervo (28t@) in order to explore
hypothesis (i), | apply to our learning types teehniques these authors used in
the study of three lizards’ mating strategies. équence, | study hypothesis (ii)
submitting the data to the same approach with tdditian of municipal
development, agent types and complexity as exmaynatariables of the learning

dynamics.

5.1. Learning Fitness and Path Dependent Dynamics

Sinervo and Lively (1996) found an interesting kgmaper-scissors” dynamics
studying three mating strategies of side-blotcheatds Uta stansburiana They
observe that males with orange throats acquiresléegitories with aggressive
attempts to exclude other males, an effective exjsatigainst the blue throats but
one that fails against the yellow. The yellow-thesh lizard mimics female
behavior and sneaks in to copulate, while the arangles are fighting. The blue
males, in their turn, lose territory to the orarggeategy, but cooperate to other
blue male neighbors to defend adjacent territoagainst the cheating yellow
strategy. Just like the old game, each strategyg @w@ainst one and loses against

the other.
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Friedman and Sinervo (2016) confirm such dynamstsmating a 3 x 3 payoff
matrix with the data of shares of the three lizamtsrphs described, based on
annual hand counts. They find nine fitness (payotuesW;; (i,j = orange,
yellow, blue) that account for the observed shamacdhics. My idea is to apply
this approach to study the dynamics of our threenieg types. Since learning
shares change in a monthly basis without comptioatof sexual dynamics, such
as overlapping generations, | consider time discretalso treat population as
constant, for the reasons described in section Ph& simplifies the analysis
allowing the implementation of the approach in tssteps: first, using the data set
to estimate the fithesses of learning types armhre simulating the dynamics of
learning types for various initial states. The égés matrix will show the relative
advantage of each learning type over the othetsptioaluces the dynamics of the
system. In the analysis of such dynamics, the maestions are where are the
shares moving to and how. Does the system readbaalys state in which the
shares of all learning types remain constant omee? How fast distinct initial

states move to these steady states?

In evolutionary theory, fitness is the ability oftit, species, meme or, more
generally, strategy to gain shares. Thinking ofrewa types(L;) gaining and
losing shares in a process of evolution, fitn@#s) can be defined in discrete time
as:

l

SIS

Li(t+1) = Li(t), i=0,1,2,
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whereW = Y2_,L;W; is the average fitness.

Widely used in evolutionary processes, this equai® known as replicator
dynamics and means that the share changes accoodielgtive fitness. I{W;) is
greater than the average fitness, the shares wiihgatypei will increase. If it is
less than average, shares will decrease. In thisesditness is the growth rate of
shares. The fitness of each learning tyeat a given staté = (L, Ly, L) iS

weighted by the respective shares

Wy = LoWyo + LWy, + LWy,
Wi = LoWio + LWy, + LWy,

Wy = LoWyo + LiWy + LW,

By definition, shares are non-negatiilg > 0) and sum td>_,L; = 1 for each
timet. Calculating the proportion of each learning typeeach month from the
panel data, | produce a 3 x 58 vector of sharels thitee learning types changing

shares for 58 months. The task now is to estinfate3tx 3 fitness matril/;;

(i,j = 0,1,2) that is most likely to produce such vector of sisain the form of:

Woo W01 Woz
W = W10 W11 W12

WZ 0 WZ 1 WZ 2

®5 Eriedman and Sinervo (2006), p. 54.
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W;; represents the fitness of learning tymisputing in a world of learning tyge
One of the most important differences between tiathl and evolutionary games
is that the latter relaxes the assumption of ralipn So, | invite the reader to
avoid the temptation of thinking of the encountetvieen learning types as a
moment of calculated choice. Individual minds ardyopart of the learning
process, only media through which learning wavess g@y. Even though, is a
type of reflective design, its prevalence afterheancounter with other types is
not a product of rationality whatsoever. It is agess of adaptation in which
distinct types of reorganization may occur depegdin how ambiguous, complex
and defensive the system is. Since we seldom eetliesse barriers to learning, we
may reflect about the problems we solve, but ndkecabout the learning type we

follow.

The state of a system is the vector of shdres (L, L;,L,) that can be
represented by a point in the 2-simplex. A 2-simpie a two-dimensional
equilateral triangle whose corners are the stateshich everyone uses the same
learning type. The opposite edge of each learnypg trepresents the states in
which only the other two learning types are at plalge simplex in Figure 5.1
shows the dynamics of the system with the sameafatze shares ch&fton the
left. An appealing way to think about the simplexas a field of attraction:
imagine each corner, representing each learning, tperforming a force of

attraction at time. The simplex in the figure shows the dynamics afstem in

66 «Shares” or “Data” charts always with yelldy in the bottom, red, in the middle and blug,

on top. Except when mentioned otherwise, horizomta always refers to 58 months.
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which the attraction of reflective learning seermasbe resulting in a relatively
successful state. The path is a move from the cdaom to the right, away
from L, andL,, getting closer td.,, from the state (0.44, 0.13, 0.43) to (0.30,
0.04, 0.66). This mearis, increases from 43% to 66%. Observe this is noaggt
sort of steady state or equilibrium. The chartsesgnt the whole data set, with its

real initial ¢ = 0) and final ¢ = 58) shares.

Figure 5.1 — Learning Shares in the Simplex

Shares Shares in the Simplex

L
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20%
10%
0%

Lo 1 L2

Estimating the fitness matrix, | will be able tonsilate the dynamics of the system
for any set of initial valuesnd produce a similar simplex with a nice visual
representation of the shares of learning types ngpto steady states. In order to
do so, | follow Friedman and Sinervo (2016) and #dDirichlet distribution to
the discrete time replicator equation, a tailor-madstribution with density zero
outside the simplex. Hence, the discrete time capr equation is the

deterministic part of the model,
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w;(t—1)
2i() = 5 Lt = 1),

while the Dirichlet distribution specifies the shastic partL;(t)~ Dir (NZ;(t)).

In this sensel;(t) is a random variable with meay(t) and variancé%

on the simplexS = {(Lo, Ly, L;) € R*: L; 2 0,%;L; = 1}.

The model is, then, the conditional probability édh®on the difference equation
we have, i.e. the replicator dynamics, with theidbiet distribution representing
our prior knowledge about the parameters. Givernptiegious staté(t — 1), the

conditional density of the current state is

(V) ()
fFA®IL(E-1)) = o rvzio) 2 LNz,

The final step is finding the conditional log-likebod function for the maximum

likelihood estimation procedure by summing the ddghe conditional density for

the whole period, i.e. from to tsg (denoted byr) °":

Inf = TInT(N) + 31—, Y2 [ InT(NZ;(t)) + In L;(t). (NZ;(t) — D)].

Fitnesses in the discrete replicator can’t be riegfif so each entry satisfies

W;; = 0 and, in order to solve a problem of indetermindéyedman, Paranjpe,

%7 See Appendix for further details about the model e estimation procedure. See Friedman
and Sinervo (2006), p. 91 for the original model.
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Magnani and Sinervo (2016) suggest the normaligatib the original matrix,
imposing the constrairf; 3. ; W;; = 1. Given these constraints, | use a numerical
algorithm to find the parameter vector that maxesizhe likelihood of the
observed data, which is the maximum likelihoodreate for the fithess matrix.

Table 5.1 presents the results with bootstrappsttistd errors in parentheses.

Table 5.1 — Normalized Fitness Matrii/

Ly L; L

Lo 10,0000 0,3994 0,0000
(0,0173)  (0,0551)  (0,0471)

L; 0,0408 0,1618 0,0000
(0,0285)  (0,0596)  (0,0491)

Lz 0,0000 0,3979 0,0001
(0,0236)  (0,0574)  (0,0293)

Remember we are playing the rows against the cadurimthe world of the
columnL,, L, has the higher fitness. The other way aroundde &lue:L, wins
when everyone else is playidg. These are situations of negative frequency
dependence, or decreasing returns to scale. Thignsrg won’t have a
sustainable growth, because it will lose fithesdempaining shares. Notice that if
L, starts to blossoni,, will strike back with the higher fithess of thenga.L,

still gains shares againg{, slower thanL, though, and might be a case of
increasing returns with a very low advantage. Togadm line is that the fitness
advantage of, makes the system path dependent to unreflectamiteg. The

simplex geometry with the simulation will help uswalize such dynamics.

®8 The minimum number of “descendants” in the nextegation is zero.
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With the fitness matrix ready, | can go further amthulate the dynamics of the
system for several months and various initial skalaes. Given any initial shares
L(0) = (Ly(0),L,(0),L,(0)), I can use the discrete time replicator dynamacs t
calculate the shares of learning types through.tirigure 5.2 shows 37 initial

states distributed around the simpfeand a projection of 50 years from a “fair”

initial stateL = (g, % %).

Figure 5.2 — Dynamics of the Total Portfolio of Ppects

Dynamics

L

%9 use theggternsoftware package in R to produce the simplex diagt
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“Fair” Game
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Except for a small region far away fratpand closer to the cornég, in which a
few initial states move to the steady state of L{0=0, 1), from any initial state
the system falls onto a stream moving to the edgevdenl, andL,, into the
unreflective learning world of the steady state £%0.85, 0.15, 0). The sparse
points mean that from any initial state the systaoves fast to the stream. The
higher density of this line is the result of a lovepeed flow, consistent with the
decreasing returns seen in the matrix. The simplexides a visual representation
of the dynamics of the microgenesis of developmastyell as an argument for
hypothesis (i). Learning is a source of path depend in the process of
development because for the great majority ofahgtates the system is attracted
to unreflective learning. In other words, the syst®rmed by the object of this
research, i.e. the production of social goodsaigped in a path dependent pattern
of unreflective learning. The relatively succesgiidture of the real data seen in
Figure 5.1 can be explained by the long time trstesy takes to reach the steady

state of 85% of unreflective learning. The fair gam Figure 5.2, for instance,
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reaches 50% of unreflective learning in five yea% in 50 years and would
take one century to reach the steady state. Ntiteeelecreasing returns looking at
the yellowL, curve at the bottom of the fair game chart: thgdathe share, the

longer it takes to grow.

Since the dynamics unveils development locked4iraja of unreflective learning,
the question comes down to what can be done tackipimsperity. First, let's see
the dynamics of adaptive learning in two groupsyidéid by levels of

development. They represent the artifactual straectof capabilities and
institutions of the environment in which adaptiearning is taking place. Where
municipal development is higher, the theory wouledict higher adaptive
efficiency. As explained in section 4.3, all catege are divided in two levels
because otherwise the number of observations wbaldoo small in certain
combinations of variables. For municipal developmgre level is Higher for

municipalities where HD* 0.736.

Reflective learnind.,, in blue, increases approximately 20% in both éigand

lower levels, as seen in the data charts in Figu8eOn the other hand, the yellow
Lo, was persistent in municipalities with lower deyeteent, decreasing only 4%,
while in the higher group it plunged from 47% td2during the five years of the
available data. The fitness matrices produced bydidia follow the structure of
the matrix for the whole data set, with decreasetgrns to scale. The dynamics
flow as predicted by the theory: where developmeitigher, the system runs to

the steady state of reflective learning L* = (0.00Q0, 1.00); where development
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is lower, the system converges to 86% of unrefleckearning. The dense black
line in the former indicates, however, that it wbtdke a very long time for the

system to converge to 100% Iof.

Figure 5.3 — Learning Dynamics by Municipal Develognt

Data Charts
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Fitness Matrices W

Higher Lower
LG L1 Lz LU L1 Lz
L, 0,0000 03892 0,0000 L, 0,0000 0,4286 0,0000
(0,0159)  (0,0366)  (0,0252) (0,0137)  (0,0406)  (0,0262)
L; 0,0288 0,1926 0,0000 L; 0,0535 0,0979 0,0000
(0,0294)  (0,0625)  (0,0277) (0,0271) ~ (0,0402)  (0,0286)
L, 0,0000 03893 0,0000 L; 0,0001 0,4200 0,0000
(0,0199)  (0,0407)  (0,0131) (0,0222)  (0,0411)  (0,0050)

99



Dynamics

Higher
L1

L* = (0.00, 0.00, 1.00)

Lower

L* = (0.86, 0.14, 0.00)
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One may observe the concentration of fitness inLtheolumn as a recurrent
pattern. In fact, it is in thé; world that most of the “action” is going on. The
struggle is mostly between upgradingLtpor falling back toL,, what in the
theory would mean developing to a “double loop™réag type or not. Because
the fitnesses af, andL, in theL; column of the Higher matrix are so close, one
could also inquire what would happenLjf were slightly higher instead. In this
case, the steady state would be on the opposite add the system would
converge to unreflective learning, likewise in thienplex of the lower group.
However, it would take much longer, centuries foaghler development versus
decades for the lower, opening much more opporasfor reflective learning in
the long run. In this sense, the dynamics woullll ®infirm the statement that
adaptive efficiency, measured by reflective leagnins higher where the
artifactual structure, measured by municipal dgwelent, is better. | don’t want
to be pessimistic about the prospects of the supiplyater & sanitation in Brazil,
but these dynamics also confirm the vicious cydidower development and
unreflective learning of the analytical model | gagted. The missing links
capable to reverse this cycle are the barriersetwning produced by power
relations and complexity, a set of variables | wiihrt to study in the following

sections.

5.2. Power Relations, Complexity and Path Dependeac

We've seen that in less developed environmentstagagfficiency is lower. The

theory explains that the artifactual structure hose cases has been unable to
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support society towards prosperity by an adapteariing process. Through the
lens of the proposed analytical model, capabiligesl institutions have been
unable to unblock the barriers to learning. Theosdc hypothesis is that
hierarchical power relations and complexity inceeagath dependence to
unreflective learning. Nourishing misperceptionsibgguities and defensiveness,
hierarchies and complexity block the rise of rdflexlearning in vicious cycles of
underdevelopment. In order to study this hypothdsanalyze the dynamics of
adaptive learning by agent types and complexitglsb control for municipal
development in an attempt to improve this reseadekign. | observe the
differences of the dynamics between market andarghres, as well as between
simple and complex groups, when development is lawérigher. As defined in
section 4.3, Market agents are publicly traded cmgs that are less susceptible
to political arbitrariness, while Hierarchies areumtipalities, states or state
owned companies (except publicly traded) more erfeed by political and
bureaucratic authority. In terms of complexity, plen projects are defined as
investments of less than R$ 30 million. At this rpil have two questions in
mind: are market relations or simpler projects ablenlock reflective learning? If
not, do they at least explain lower path dependdncenreflective learning,
producing dynamics in which reflective learning Wwbhave more opportunities

to flourish?

The data charts in Figure 5.4 show market relatipegorming better in the
period, increasing, from 35% to 75%, while hierarchies lose and recebares

to keepL, in the same 56%. The underlying fithesses prodyoamics that don’t
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look so different at a first sight. Neverthelesse anteresting thing about looking
at the dynamics of change is that the analysi®isimply about equilibrium. As
important as where the system is going is the @bsien of how fast the stream is

moving.

Figure 5.4 — Learning Data, Fitness and Dynamics Bgent Type

Data Charts
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Fitness Matrices W

Market Hierarchy
Lo L; L Lo L; L,
L, 10,0000 0,4108 0,0000 L, 0,0000 0,3905 0,0000
(0,0107)  (0,0692)  (0,0548) (0,0132)  (0,0514)  (0,0376)
L; 00467 0,1342 0,0000 L; 10,0217 0,2034 0,0000
(0,0267)  (0,0470)  (0,0540) (0,0283)  (0,0699)  (0,0350)
L, 10,0001 0,4082 0,0000 L, 0,0000 0,3843 0,0000
(0,0229)  (0,0572)  (0,0261) (0,0211)  (0,0557)  (0,0262)
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Dynamics

Market

L* = (0.86, 0.14, 0.00)

Hierarchy

L* = (0.90, 0.10, 0.00)
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Market relations have a small advantage over hghres in terms of the steady
states they aim to: the former reaches L* = (0B®&4, 0.00) and the latter L* =

(0.90, 0.10, 0.00). However, path dependence tefiaative learning is stronger

when relations are hierarchical because the sysienverges faster to such
unfavorable steady state. In a fair game, for ime#a with market relations the
system reaches 53% of unreflective learning in yiears and 58% in 10 years. On
the other hand, when relations are hierarchigaincreases to 66% and 78% in
five and 10 years, respectively. Figure 5.5 shdvis comparison between agent

types for unreflective and reflective learning digr20 years.

Figure 5.5 — Comparing Path Dependence in MarketdaHlierarchical Relations

L, Shares in the Fair Game L, Shares in the Fair Game
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When power is based on market relations, thereoie moom for a longer time for
reflective learning, with more opportunities forring a vicious cycle into a
virtuous cycle. In the fair game, while in 20 yebjdalls to 2% in hierarchies,
market relations are still struggling to adapteefively in the level of 21%. This

relative advantage is smaller when the initialestatcloser td., and larger when
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it's farther, but there is always an advantage afk@at over hierarchy in terms of
the area below the curve. The larger the areahitjieer the path dependence to

learning, because it means the system spends m@elbser td.;(t)"°.

Complexity is the second explanatory variable. &hailable data supports the
hypothesis again, as seen in Figure 5.6, which eoespthe simple and the
complex levels. In the data chart of the fornmigrsoars from 42% to 70%, while
in the latter it increases from 45% to 59% with enorolatility. There are
decreasing returns in the fithess matrices againhtiHe dynamics of the group in
which complexity is lower is very different fromehdynamics we’ve seen so far.
“Keeping it simple” results in a steady state mubbser to reflective learning
(0.37, 0.09, 0.54) than the 85%Igf of those working in complexity. The system
also converges faster when complexity is lower.i¢¢othe black density of the
slow stream to the steady state in the simplexgifdr complexity. While market
relations are only less path dependent than higiesclower complexity seems to
really break the vicious cycle, reducing the basriéo reflective learning.
However, are both statements still true regardiédbe level of development in

which they are examined?

" One can think of path dependence to any learnipg tn terms oﬁot L;(t)dt, for any initial
stateL .
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Figure 5.6 — Learning Data, Fitness and Dynamics Bpmplexity

Data Charts
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Fitness Matrices W

Simple Complex
Lo L L,
Lo L, L,
Lo 00479 10,3693 0,0189 L, 00000 04137  0,0000
(0,0149)  (0,0380) (0,0258) (00052)  (00489)  (0,0367)
L: 01617 00000 0,0000 L, 00515 0,235 0,0000
(0,0302) (0,0473) (0,0254) (0,0196) (0,0479) (0,0371)
L, 00723 03199 0,0100 L, 00001 04112 0,0000
(0,0232) (0,0594) (0,0148) (0,0113) (0,0471) (0,0167)
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Dynamics

Simple

SIS

S

L* = (0.37, 0.09, 0.54)

Complex

L* = (0.85, 0.15, 0.00)
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The empirical evidence seems to confirm the hyms®bdan study, but we still
need to control for the effect of municipal devetegnt. The whole effort of
studying the political economy of development istinaied by the search of a
way to move less developed societies to prospatgnce, | start assessing the
effect of market relations and simple projects igraup of municipalities where

development is lower.

Figure 5.7 — Control for Lower Municipal DevelopménAgent Types

Data Charts
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Fitness Matrices W

Lower Development with Market Lower Development with Hierarchy
La L1 Lz Lg Ll LZ
L, 0,0003 0,4540 0,0001 L, 0,0000 0,4299 0,0000
(0,0022)  (0,0613)  (0,0553) (0,0093)  (0,0646)  (0,0377)
L, 01074 0,0000 0,0021 L, 0,0322 0,1231 0,0000
(0,0166)  (0,0105)  (0,0499) (0,0332)  (0,0425)  (0,0416)
L, 0,0005 0,4356 0,0000 L, 10,0000 04148 0,0000
(0,0107)  (0,0531)  (0,0131) (0,0263)  (0,0610)  (0,0165)
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Dynamics

Lower Development with Market

L*b_ © /o '.—/o
.o o ° '\o . ‘c\ ° Dl ™
Lo Lo
L* =(0.81, 0.19, 0.00)

Lower Development with Hierarchy

L* = (0.91, 0.09, 0.00)
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The difference between the charts with the real @gafigure 5.7 is striking. With
market relations, reflective learning is skyrockgtirom 27% to 86%, while with
hierarchical relations it decreases from 60% to 4&en though the fithess
matrices produce dynamics that are not that distmarket still has an advantage
over hierarchies. In five yeatg for the fair game is 7% higher in hierarchies and
after 10 years it approaches 10%, the differencsemed when both reach the

steady states.

The same analysis applies to the real data onddgathe level of complexity.
The performance of simplicity in municipalities witlower development is
remarkably better compared to complex projectseas in Figure 5.8. The result
of the dynamics, however, is unexpected. After sarcinteresting steady state for
simple projects with the whole data, the dynamirag out to be quite similar in
lower development, regardless of the level of caxity. The steady states are
again on the edge betwekpandL,, but very close to each other. The flow is
also similar, with a small advantage of simple ogeemplex that spreads the
maximum of 6% in five years, in the example of thie game. The sparse points
in the simple simplex mean the system falls fasteo the stream, but the slightly
higher density of the line shows the simple systemning slower than the

complex once the states reach the stream.
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Figure 5.8 — Control for Lower Municipal DevelopménComplexity

Data Charts
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L, 0,0002 04650 0,0001 L, 0,0000 04532 0,0001
(0,0047)  (0,0477)  (0,0324) (0,0043)  (0,0512)  (0,0250)

L; 0,848 0,0000 0,0000 L; 0,596 0,0525 0,0000
(0,0172)  (0,0066)  (0,0366) (0,0221)  (0,0235)  (0,0331)

L, 0,0003 04497 0,0000 L, 10,0001 04344 0,0000
(0,0175)  (0,0434)  (0,0030) (0,0122)  (0,0474)  (0,0050)
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Dynamics

Lower Development with Simple

L4
L* : ° [ ] [ ] . ° \
| A 3

L* = (0.85, 0.15, 0.00)

Lower Development with Complex

L* = (0.87, 0.13, 0.00)
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If one wishes to prescribe public policies with tiiention of leveraging less
developed regions into prosperity, it seems sdHat the vicious cycle predicted
by the analytical model holds as a powerful obsta@V/hile in the data charts
market and simple perform much better, the dynamiesw that, even though
hierarchies and higher complexity are still the st@cenarios, moving away from
the trap of unreflective learning is difficult whéime artifactual structure does not
contribute. Studying the group with higher develemtn by agent type and

complexity will shed light on this argument.

Figure 5.9 — Control for Higher Municipal Developnré: Agent Types

Data Charts
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Fitness Matrices W

Higher Development with Market Higher Development with Hierarchy
Lg L] Lz Lo L1 LZ

L, 10,0000 04126 0,0000 L, 0,0000 0,3969 0,0000
(0,0069)  (0,0654)  (0,0555) (0,0215)  (0,0569)  (0,0205)

L; 00473 0,1293 0,0000 L; 0,0000 0,2022 0,0090
(0,0227)  (0,0445)  (0,0649) (0,0360)  (0,0588)  (0,0248)

L, 10,0001 04107 0,0000 L, 10,0000 03919 0,0000
(0,0147)  (0,0665)  (0,0208) (0,0322)  (0,0548)  (0,0102)

Dynamics

Higher Development with Market

L4

oy oY /.. )
MRS Z:‘) ¥/
Lo L2

L* = (0.86, 0.14, 0.00)
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Higher Development with Hierarchy

L4

o i A

L* = (0.99, 0.01, 0.00)

The available data of the 58 months in Figure %spldys again market relations
performing better than hierarchies, increasing frd0fb6 to 72%, compared to a
lower range from 54% to 61% of the latter. Marketass attracted tq, in the

simplex as well, converging to the steady state86,0.0.14, 0.00), while

hierarchies run faster to a world of 99% of unrefiee learning. Hence, when
development is higher, the artifactual structurgroves the adaptive ability of
market relations. These market based power reR&tieduce barriers to learning
and, consequently, weaken the path dependenceeo$ytstem to unreflective

learning.

In environments of higher development levels of ptaxity also have a

remarkable difference in terms of their dynamics, seen in Figure 5.10.
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Regarding the available dafg, increases a bit more than 20% in both cases, but
Lo drops 22% in the simple and 15% in the complexe m@sults for the dynamics
are more salient as a support to the hypothesssithple simplex converges very

fast to (0.39, 0.08, 0.32), while complexity fatisto 92% of unreflective learning.

Figure 5.10 — Control for Higher Municipal Developent: Complexity

Data Charts
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L, 0,0000 0,3738 0,0680 L, 0,0000 04106 0,0000
(0,0149) (0,0415) (0,0259) (0,0139) (0,0546) (0,0324)

L, 01181 0,0000 0,0378 L; 0,0224 01644 0,0012
(0,0333)  (0,0492)  (0,0259) (0,0299)  (0,0522)  (0,0457)

L, 00274 0,3188 0,0560 L, 0,0000 04014 0,0000
(0,0215) (0,0558) (0,0178) (0,0179) (0,0489) (0,0114)
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Dynamics

Higher Development with Simple

L* = (0.39, 0.08, 0.52)

Higher Development with Complex

L* =(0.92, 0.08, 0.00)
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5.3. Empirical Evidences and Limitations

Before discussing the empirical evidence discove@dar, | must point out the
limitations of this project design, model and asptioms. Field research is
important because variables of study are obserwedcallected “in the wild”,
without the challenge of emulating reality in lasgtmries. On the other hand, they
lose the power of control researchers have indbe rhaking it harder to isolate
other influences over the dependent variable. ilebela strong theoretical base
supports my choices of variables and | rely on mhixesthods to supply responses
to some of the limitations of the project designexpect the process tracing
approach of the qualitative step will provide evide to support not only the third
hypothesis about barriers to learning, but alssttengthen the quantitative results
found exploring the data, estimating fitness andélyming the dynamics of

learning.

Models are simplifications of reality that allowetlstudy of relations between
variables with the cost of several assumptions approximations. I'd like to
highlight two of these assumptions for the momadihie first is that choosing to
consider population constant one loses the contret the possibility of “density
dependence”, which is the influence of the sizthefpopulation over fitness. As |
already argued, there is no theoretical motivatmassume such influence, since
my definition of learning goes beyond individual nis, projects or groups.
Moreover, this decision simplifies our model ane trelated analysis of the

dynamics. The second assumption is thas reflective because the problem of
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compliance is solved for at least one quartertdnd to study this assumption in
depth in the qualitative step of this research,cWwhwill present examples of
reflective and unreflective learning in case stadselected by combinations of

agent types and project complexity.

In terms of the approximations, | may point outttiadnen fithesses are closer
standard errors become relatively larger. Neveslthe dynamics of learning
for each independent variable depends on all tlaive fithnesses, not just on a
pair, as explained in the Higher level of HDI. hat extreme example, even if the
fithess ofL, were slightly higher thah, in theL, column, the dynamics would
still confirm that adaptive efficiency is higher ere the artifactual structure is
better. Given these caveats and considerationsydepd to a discussion on the

method and empirical findings.

The evolutionary approach of this chapter wasatftiused to study lizards and is
now adapted to learning types in the political exop of development. One can
apply such method to a wide range of issues bunhktit is highly suitable to the
problem of development, especially when considedegelopment an adaptive
process. One advantage of analyzing the dynamicsleafning while
implementing public policies, for instance, is tipalicy makers can have a good
idea of where and how the adopted solutions aneggoefore the end of a project
cycle, saving time and resources. Any public polieyll have a set of
requirements that can be coded as proxies of le@rnihe way individuals,

groups, organizations or societies deal with swruirements will indicate how
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they are learning and, moreover, the resulting chos produced by an
evolutionary approach to the problem may anticipabether a public policy is
prone to success or failure. Ultimately, the appholpresent in this research is a
method to study adaptive efficiency by the measerdgnof path dependence to
learning types in a wide range of situations, frpablic policies to corporate

strategies, from small business to countries, feteations to social movements.

A zoom in the microgenesis of development in Bramil the examination of
fundraising efforts for the production of social ogs, unveils convincing
evidences of a path dependent trap of unrefleti@ming. For the great majority
of initial states of learning shares, the dynanotsadaptive development is a
stream flowing away from reflective learning. Itimsthis sense that, as suggested
by hypothesis (i), learning is a source of pathetelence. Furthermore, it seems
that when the artifactual structure of capabiliteasd institutions is unable to
support adaptive efficiency, path dependence teflaative learning is stronger,

as suggested by the vicious cycle of the proposatyical model.

When the question comes down to what we can donlock prosperity,

attempting to turn vicious into virtuous cyclesd#velopment, agents organized
in market relations and projects that are simpbemianage perform better than
hierarchical power relations and complexity. Notitet one may find these
results quite surprising, insofar common sensedcoutate the expectation that
big investments of complex projects and politicdluence of hierarchies would

pressure the Bank's bureaucracy to approve regemsmcompliance. The
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available data provides a striking support of teatary, consistently showing
hierarchies and complexity with more difficulties increasd., and decreask,
than market relations and simple projects, esgdgcialhen controlled for
municipal development. The evidences from the amlgf the dynamics also
support hypothesis (ii): hierarchical power rela@nd complexity increase path

dependence to unreflective learning.

Two evidences confirm that one group is more papeddent to unreflective
learning than the other. First, the dynamics cogedo a steady state closerLp
and, second, the flow running away from reflectiiwarning is faster. This is the
case of hierarchies compared to markets. The siprpjects, in their turn, run to
a steady state much closer to reflective learnimantthe 85% of,, of those
working in complexity. The system also convergesteda when complexity is
lower, but now running fast is good because itoisards the right side of the
simplex. These results are similar when | contoolHigher development and the
hypothesis still holds for lower development, buwt advantages of markets and
simplicity over hierarchies and complexity, respedy, are smaller. It seems
that the vicious cycle predicted by the analyticaddel becomes a powerful
obstacle, because moving away from the trap offi@ute/e learning is harder
when the artifactual structure is weak. Moreovarorder to unlock reflective
learning or, at least, reduce path dependence reflective learning, keeping it
simple and market based should be considered di& maticy recommendations

for the production of social goods in Brazil.
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6. Barriers to Learning in Vicious and Virtuous Cydes

With the support of evolutionary game theory, thevpus chapter presents
evidence that: (i) learning is a source of pathedejlence in development, and
(i1) hierarchical power relations and complexityciease path dependence to
unreflective learning. In the analytical model sesfgd in section 4.1, hierarchies
and complex projects were expected to create barttelearning, undermining

the possibilities of reflectiveness. These barrmoastitute intervening variables
between learning fithess and the independent agabf the model, namely

power relations, complexity and the artifactualistore.

This analytical model is the product of the inteoiblinary study on theories of
organizations, institutions and political econonfyGtapter 3, which resulted in
the empirical question about how learning types affected by arbitrariness,
dynamic complexity and transaction costs. Whileititependent variables came
out from this empirical question, the interveningyriers to learning will unfold

from the third hypothesis of this research, thgexttof this chapter: (iii) vicious

cycles of unreflective learning are reinforced bwybaguity, defensiveness and

misperceptions of dynamic complexity.

Summarizing the theoretical argument, in the presesf high transaction costs,
dynamic complexity and power arbitrariness, leagni blocked by ambiguous
interpretations of the rules of the game, uncodperadefensive groups and

individuals, as well as by misperceptions aboutdtnactures of the problems in
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terms of time delays and feedback cycles. Thiestant describes the hypothesis
as a process compounded by various mechanismst@ndening variables, rather
than the typical relation of causality, requiring appropriate research method.
The next section presents the process tracing methefines the variables and
explains the case study approach used to exploce stwechanisms. In the
remainder of the chapter | analyze 8 cases, id@mgifa virtuous and a vicious

cycle that confirm the process described by hymishi).

6.1. Process Tracing

Researchers rely on cases in comparative methadsnhp when forced by the
unavailability of data for larger N studies, butintain order to conduct in-depth
analysis of causal relations. The use of mixed odstby scientists is not just an
attempt to complement quantitative and qualitataghniques in large and small
samples, it is also an approach to answer empmigastions in different levels of
abstraction. Lieberman (2005), for example, suggastnested analysis” as an
integrated approach that combines the advantagssab$tics with the detailed
investigation of one or more cases from the samgka He points out that one
can improve measurements and assumptions, as wefleaerate theoretical
insights and explore new hypotheses iteratively impbetween large and small
N levels in the same inquiry. As Lieberman exenmaif this approach is useful
for the researcher who asks the general questidnlatt causes revolutions?” but

is also interested in what was the cause of thedRr&evolution, in particular.
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Mahoney (2003) makes a helpful distinction betwerss-cases and within-cases
in comparative methods. He explains that “withiseaanalysis” is a tool
specifically designed to compensate for the linoteg of cross-case methods,
presenting three techniques suitable for diffetemtls of abstraction. In “pattern
matching” the analyst matches general hypothes#s spiecific cases, as in the
example of the French Revolution. “Process tracirgyuseful for identifying
causal mechanisms that connect independent, imiexyand dependent variables
within cases, contributing to avoid mistaken cosidus motivated by spurious
correlations found in the cross-cases level. Mahgr@nts out that tracing the
mechanisms that compose the process defined lpatlsal relations in study, one
increases the confidence either to confirm or tej® hypothesis testing
performed in the level of higher theory. Finallyittw“causal narrative” scholars
disaggregate the general hypotheses in sequencegenfts within each case in
lower levels of abstraction, in order to comparehshistorical narratives across

cases.

This methodological debate takes place in the héstbtime scale and its tools are
usually applied in the national level, however,pasnted out by Snyder (2001),
the subnational comparative method also has theenpal to increase

methodological rigor. He argues, first, that thbrstional perspective contributes
to improve research designs increasing the numibeobservations and the
possibilities of controlled comparisons. Second; fferspective eventually avoids
the “whole nation bias”, i.e. the common mistaketalfing the country by data

collected in one city or region or by the averafeesy different areas. And third,
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Snyder points out, disaggregating the whole ipé&gs makes it easier to observe
the interconnections among variables, levels, regiand agents in the political

and economic systems.

In fact, studying states, municipalities and comgsnl can control certain

variables in greater extent than would be posdiblthe national level, such as
macroeconomic stability and cultural aspects. Athal cases are submitted to the
regulations of the same sector as well as areecklat operations with the same
developmental agency, contractual incentives arghlmaties provided to the

local agents are controlled to some extent as Wwellhis sense, the subnational
choice improves my ability to trace the causal psses in operation, compared to
higher levels of abstraction, while a qualitativppeoach of process tracing
deepens the understanding of the causal chainptbditice the cycles of adaptive

development.

The goal of this stage of the research is to ifletiie mechanisms that connect
learning types, barriers to learning and the inddpat variables of the model,
which are the artifactual structure, power relati@nd complexity, in order to
trace the process of adaptive development in twieipes: a vicious and a virtuous
cycles. | will describe each pattern in terms @ thstinct effects produced by the
independent variables upon the barriers to learmpgplying the process tracing
method these variables will be disaggregated in llemaomponents, as

represented in Figure 6.1. The reader will notibat tthe analytical model
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displayed here is the same originally presentdeigare 4.2, simply unveiling the

components of barriers to learning and artifacstraicture.

Figure 6.1 — Analytical Model with Detailed Barrgeto Learning and Artifactual Structure

(**-) »

(*) Barriers to learning: ambiguity, defensivenassl misperceptions about dynamic complexity.

(**) Artifactual structure: capabilities and instttons.

Artifactual structures will be studied in the folllng cases by capabilities, such as
technical knowledge and skills; and institutionsgls as laws and organizational
norms and practices. | will observe in the case®thdr such components,
combined with power relations and complexity, erteaor undermine the barriers
to learning. The barriers to learning, in theirntuare misperceptions about
feedback dynamics and time delays, ambiguous irgtfions of rules and

defensiveness of individuals and groups.
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As a case selection criterion, the artifactual cdtme is still measured by the
municipal HDI. Likewise, power relations are stikéfined by how much agents
are susceptible to political arbitrariness, codeceranchical for states,
municipalities and state-owned companies (excepigy traded); or market
based for publicly traded state-owned companiesaflexity is also still defined
as simple or complex projects in terms of the sizthe investment, with the R$
30 million threshold. The selection criteria foretltases are based on the 8
possible combinations of the categories of aggmsycomplexity and artifactual
structure, with the same levels used before: lobgsar complex, lower
development (HCL); hierarchy, simple, lower devetgmt (HSL); market,
complex, lower development (MCL); market, simplayér development (MSL);
hierarchy, complex, higher development (HCH); hielng, simple, higher
development (HSH); market, complex, higher develepim(MCH); market,
simple, higher development (MSH). In order to ims® the chances to find
examples of barriers to learning and reflectivenésdso consider as criteria the
size of the project and requirement status. Lapgejects with more deliverables
potentially have more room for problem solving attans and, once there is a
pendent requirement, | can evaluate how the agatted to deal and learn with
the mistakes. Hence, | select the case with tlgetanvestment with at least one
requirement error in each combination of categorié® result is a selection of 8
cases distributed in 6 states of Brazil, repreagnpublicly traded companies,
state owned companies and municipalities. The “Empases are investments
close to the threshold of R$ 30 million, while titemplex” investments go up to

one billion. For reasons of bank secrecy the BaziDevelopment Bank, from
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now on “the Bank”, required that the names of congmand individuals related
to the projects in the reports and interviews weoé disclosed. Henceforth, |
identify each case by the acronym of the combinatid categories and use

approximations for numbers that describe the pta@ethe agent.

The first source of information for the case stwags the same database of the
guantitative analysis. Besides the requirementd tsalefine learning types, the
file had several fields for each record, includlgservations about the pendent
requirements and the names of the managers ofrtijects. After selecting each
case according to the defined criteria, | couldenbs the requirement errors and
use the related observation as the starting pdintyosearch through the reports.
78 assessment reports produced by the Bank werseegnd source, most of
them with attached documents such as performanpertse produced by the
agents and correspondence such as letters andsehramilyzed these documents
searching for textual elements that would counteaslences to confirm my
hypothesis. Finally, | had the opportunity to vatiel most of my findings with
formal interviews, including a very interesting gpo discussion, and several

informal chats with managers and analysts that eeri the cases.

6.2. Case Studies

HCL (hierarchy, complex, lower) is a R$ 60 million jerct of a sewage system
with one treatment facility and a sanitary sewettmoek with capacity to attend

15,000 households of a municipality with one of liheest development levels of
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the original sample. The agent is a state ownedpeoyy not publicly traded,
financially healthy, with a very good relationshwith the Bank and an excellent

credit rating.

The technical project is well detailed in the répaand was approved with a
schedule of 48 months, including a set up period domplying with the
requirements of the Bank that conditioned the dsdment of the tranches. The
engineering project was delivered very soon, bet dther three requirements
remained pendent from the signature of the conina2014 to the last assessment
report analyzed, from 2016. Looking for the reaswhy these errors were so
persistent, | found an anterior problem that urédigdery closely to the prediction

of the hypothesis in examination.

Naturally, every lending contract has guarantees pinotect the Bank from the
eventual default of the counterparty. The rulesthed Bank about how these
guarantees are provided are quite clear, but teatagust know and be able to
manage the laws and the internal rules of all timelihg sources of its investment
programs. It turns out HCL'’s guarantees were giweanother bank as well, and
the Bank had to fine the company and couldn’t makg disbursement for the

project.

The first trial of HCL to solve the problem was time technical level, with an
attempt to cancel certain obligations of the carttrgith the other bank, which

failed because these obligations were irrevocableldw. In sequence, the

130



documents report an escalation to the politicatllewith meetings of the top
executives of all interested organizations. Theckion of the last report has an
interesting textual passage: while one presidedt@re director communicated
the “desire to start the construction” in the shertn, technical employees of the

same organizations “considered such scenario uyilik@occur.

The guarantees issue surprised HCL's team becdwese Had an ambiguous
interpretation of the related financial norms. Thauld be a problem with the
institutions, which were unable to reduce transactiosts, but it seems more an
issue of insufficient capabilities related to fical regulation. As stated by a
senior manager, project teams usually present atieqguarantees and easily
renegotiate its replacement whenever necessaryhdmythis situation is an

example of how the weak artifactual structure @icés ambiguities operating as
barriers to learning. When HCL adaptively reorgadizo solve the problem, the
ambiguous interpretation about the irrevocable gations blocked a more

reflective solution, keeping the project unfundeul @ahe city without the public

good.

In the second trial of adaptive reorganization splents and directors met and
agreed to start the project, a desire that wa®uiisg of the technical perception
of reality. The reports say the project team sértha required information about
the guarantees, but there are no examples of actowards the advance of the
project or at least of solutions about the biddangcess, environmental licensing

or land entitlement. The prudent diagnosis aboat fgloject’'s schedule of the
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technical teams was a sign of defensive behaviot,the evidence was the
complete inaction on regard of all the other regmients and possible fronts of
the project. Defensiveness blocked possible reflecolutions for the project, but
the identification of the source of power arbitn@ss that produced such reaction
is fuzzy. HCL project team suffered the exerciséiefarchical authority not only
from their top executives, but also from the state the banks. Without such a
defensive attitude, project teams of this case wdnd able to cooperate in the
search of a technical solution, either simply replg guarantees or reflecting
upon and improving the internal and external nothrest were the source of

ambiguity.

HSL (hierarchy, simple, lower) is a R$ 30 million proj for the expansion of a
water supply system, including the constructiorresfervoirs, pumping stations,
main water pipes and a distribution network. Therags a state owned company,
not publicly traded, with a good credit rating. &nthe beginning of the
construction, the project developed right on theeframe with satisfactory results
in all matters, as stated in the assessment repddwever, it took 2 years
between the signature of the contract and the @est of construction. The
examination of the motives that resulted in thidagleunveils an interesting
mechanism of misperception of dynamic complexitytie access to public

funding.

All the cases in this research, including HSL, weaet of programs of the federal

government coordinated by the Ministry of Citiesttincluded credit operations
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for water & sanitation projects. In order to expléine underlying dynamics that
weakens learning in such situations, | will go backew years in time. In the
1990s and 2000s, as part of a set of austeritgipslidesigned to deal with the
debt crisis, the Brazilian government created ratipms to limit the public debt.
In 2001, the Brazilian Central Bank issued the ltdgan n°® 2.827 to control the
public sector’s credit, including states, municippad and state owned companies,
which became submitted to federal government aiziioon to contract new
credit operations. The inception of the Ministry ©fties in 2003 changed the
process of credit concession, from a centralizad bf projects to a group of
distinct sectorial lines, coordinating the creditprojects of water & sanitation by

normative instructions.

The main criticisms to the new procedure were shah legal instruments were
issued somewhat randomly, with very short schedtdesproposals, with the
addition of new rules each time, embodying a higlel of uncertainty to the
process. HSL had to present a proposal in 30 daysaiter a positive response,
less than 2 months to present the engineering girjée instruction also had a
deadline for contracting, but it was repeatedlytpased. The bottom line was
that very few agents had detailed engineering ptejor the application and the
program ended up with a portfolio of very basicjgcts. Most of these projects
had to go through “a long period of preliminaryiacs about the project design,
environmental licensing, land entittement and mddorocesses”, as stated in one

of HSL’'s assessment reports.
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The underlying problem of the process was a dynammplexity similar to the

logistics of stocks in the retail business. Projeanagers confirmed that the
demand for projects was unpredictable, compressedhort periods of time,

requiring the management of a stock of projectslyet® be presented to the
Ministry. Since the rules could also change, th&t ob keeping a stock of projects
was high, because the company would not be abdptimize the fit between its
portfolio of engineering projects and the crite& selection of each new
normative instruction. Such dynamic complexity progdd misperceptions about
timing and delays, blocking the possibilities ofieetive learning and affecting

the quality and the costs of projects such as HSL.

MCL (market, complex, lower) applied for funding iretbame process described
above, but with a very different outcome: during thyears HSL was setting up
to start the project, MCL had 80% done. The projgetn R$ 100 million sewage
system expansion, including the increase of thaaapof one treatment facility
and the construction of a new one, as well as a&asgnsewer network that
benefits 50,000 households. The agent is a pubtreged company, with an
excellent credit rating and a diversified relatioipswith the Bank, including loans

and debentures.

Even though MCL had more success than HSL, thedi@jy of the project was
not smooth. The assessment reports describe adaptivganizations constantly
solving problems of project adjustments that rezpithe coordination of analysts

and managers in the Bank, the company and the tiniSven in the face of high
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transaction costs of submitting modifications i tproject to the bureaucratic
process, MCL was able to anticipate solutions aepkthe schedule of the project

on track.

There are two examples of reflective learning irs ttase that | would like to
highlight. The first was a contract amendment. rideeo to present the proposal in
the short timeframe of the normative instructionCIM left pendent a few
environmental requirements. A typical solution loé Bank when contracts need
to be signed before a deadline is turning certagigontracting conditions into
conditions required before the first disbursemémtMCL'’s case, the licensing
process was taking the sewage system as a wholharahalysts foresaw a delay
while waiting for the issuance of a single liceriee the whole project by the
environmental authority. Analysts from the Bank dahd company realized that
disaggregating the object of licensing in parts Mosimplify the process and
allow an earlier start for that deliverables thauld be authorized before the
others. The cost of working in a contract amendmegitectively changing the
project and the formal institution that governed thlationship between the Bank
and the agent, was lower than the cost of waitimga single environmental
document. This adaptive reorganization was fundaahém make the project start

on time.

In a group discussion | organized as part of tlseasch, a manager who worked
in the project reported a second example of reflectearning that | found

surprising. He pointed out that, after learninghwihe stop-and-go process to
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access funding, the company developed the costhbdae of projects mentioned
in the previous case. At least for MCL, the cosha¥ing such stock of projects
was lower than the transaction costs of dealindp Wit Ministry of Cities after

all.

MSL (market, simple, lower) is a small project of R® illion for the
construction of four compact sewage treatmentiteesithat would benefit 50,000
people. The agent is a publicly traded companyh witgood credit rating and a

diversified relationship with the Bank, includingahs and debentures.

MSL also went through the Ministry of Cities’ pr@se as part of a big application
for projects in several locations, exposing managerd analysts to the same
challenges explained in the other cases. MSL’s rtepshow the delay in the
bidding and environmental processes, resultindhereduction of the scope for
only two treatment facilities, instead of four. Hewer, while the problems in the
other cases seem to be related to barriers toitgarm MSL the delays and
changes of the project were mainly the result ohiécal solutions in benefit of

the public good.

The construction of two of the four treatment féie$ couldn’t start as planned
because they had difficulties complying with thevimnmental requirements.
Analysts figured out that insisting in the questdompliance in these problematic
items would take longer than changing the projeself. Engineers changed the

project design connecting the neighborhoods whee would be implemented to
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the main sewer collection system and, consequdntiyre central treatment plant,
delivering to the population of the city a solutidmt was better than the one
initially offered. MSL case had a significant chanipat resulted in revisions of
the bidding process and delays, but the reorgaaizatescribed in the reports
exemplifies a remarkable reflection upon the techinaspects of the engineering

project that delivered a creative response to tive@nmental licensing problem.

HCH’s (hierarchy, complex, higher) agent is a munikipawith 400,000
inhabitants, located in the South of Brazil, witivexy good fiscal situation. The
project of R$ 100 million is a water supply systentluding facilities of water
extraction and treatment, reservoirs, pumping atatiand main water pipes. The
initial schedule had 30 months and the goal wapasieg the city for a predicted

fast population growth.

Likewise other cases, HCH had to make adjustmeamdsrian after requirement’s
compliance, experiencing delays in bidding procgssavironmental licensing
and land expropriation, ending up with only 40%lté project delivered after 30
months. Moreover, in this case the consequencethefbarriers to learning
inherent to the funding process were more costlyying to follow the

unpredictable schedule and moving deadlines defimethe Ministry of Cities,

HCH'’s proposal presented a detailed project bub e outdated budget. The

Bank noticed a budget increase of 50% that hae tautded by the municipality.
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Budget shortages can have many causes relatecgdarces availability, scope
changes or deadline updates, most of them well kntawexperienced project
analysts. Capability improvements, such as in anatysis and managerial skills,
as well as adequate institutions, such as starmgéedences for estimating costs,
may help prevent certain budget problems. In arseca order to achieve the
goals of the project, the Bank requires that thenagises its own resources or

raises funding until completion.

Rather than a stable horizon for infrastructureegtments, the Ministry’s process
of credit concession created a dynamic complexitwhich budget spreadsheets
became only one more appendix in a bunch of doctsnequired by the
bureaucratic procedures. HCH couldn’t follow thdesuand deadlines of the
Ministry without losing budget accuracy, ending upot grasping the
consequences of bad timing and delays in the futxeeution of the project. Like
HSL, HCH couldn't overcome the obstacle of dynandomplexity and
misperceptions about timing and delays blocked phbssibilities of reflective

learning, resulting in a budget shortage.

MCH (market, complex, higher) is an R$ 1 billion pragraf investments with

funding from the Bank, from an international deyetent bank and of their own.
The projects take place in nine municipalities,hwat 1,000 km sewer network,
seven treatment facilities, 100 pumping stations atiner items. The agent is a

publicly traded company, with a good credit ratiagcess to international capital
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markets and a diversified relationship with the Bamcluding loans and

debentures.

Given the size of the investment, technical compjeand the bureaucracy MCH
went through, the project was remarkably succesahdlysts pointed out upfront
the risks of delay, budget shortage and regulatongertainties about the
agreements between the agent and the municipahtiefich facilities would be
constructed. Even so, except for one municipathig, projects finished right on

the deadline of 4 years.

One of the critical factors of this project was thember of environmental
processes that would have to be managed, so the ageked to obtain such
documents before approving the project in the Bafikce one municipality
didn’t make it, the analysts segregated a sub tchedine contract and managed a
realistic longer schedule for that project. MCH igated the other risks in the

same fashion, reflectively anticipating solutionsll fronts.

Senior executives reported that MCH’s company wae # contribute for the
improvement of the environmental authority withive tstate bureaucracy. With
big investment programs the company motivatedtut&tnal improvements in the
environmental authority, which started to fast krabe licensing process of
projects with low or positive environmental impacssich as sewage facilities.
This is the learning wave in motion: from the deskthe analyst a reflective

solution propagates throughout the minds and doaotsnef various groups
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involved with the project, reaching a meeting room the environmental
department where managers discuss and adaptiveyar@ze the procedures that

simplify authorizations for sewage projects.

In another example, MCH effectively anticipated thegotiation of financial
covenants of the loan contract. Such covenantagmeements between the Bank
and the borrower on certain indicators that infolne financial health of the latter.
In a situation of financial deterioration, the coaat clauses allow the interruption
of disbursements and protect the Bank from futassés. The company was
adjusting internal rules to the International FicilahReporting Standards (IFRS),
affecting accounting calculations and consequeitbreasing the uncertainty
about the accomplishment of the covenant's goakncH, the project teams
anticipated the negotiation of a waver, changirg dgreement and prevented a
disbursement interruption when the debt/equityorgot slightly higher than
predicted in the contract. Assessment reports explat the changes in the
indicators after the IFRS were marginal, but treutltecould have been costly if no

reflective move had reduced ambiguities previously.

HSH (hierarchy, simple, higher) is a R$ 20 million emsupply project with
three items: improvement of a treatment facilityedeservoir and a main water
pipeline. The agent is a state owned company, abtigly traded, with a good
credit rating. The contract is from 2008 and, etleugh the initial deadline was

in 3 years, in 2010 the project had only a 30%xeaication.
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In the assessment reports, project analysts ackwlgel the environmental
compliance and the agreement with the municipadibere the facilities were

located. In fact, licenses were updated in eadh@fight reports | analyzed and
there was no conflict with the city. The reservaid treatment facility fronts

accelerated after a while, catching up the schedarld there were no critical
bidding or engineering issues reported. The cafiseeodelay was exclusively a
hard negotiation in the land expropriation prodesshe water pipeline. Besides
an area that belongs to the Army and a railroaghetivere 22 private properties
throughout the trajectory of the pipeline. The pobjtook twice the time initially

planned, but the public good was delivered. One sagculate about whether
project managers and engineers could have angdpatsolution to the problem,
but | didn’t find examples of barriers to learniag evident as in the previous
cases. It seems in this case the problem was sithpk consuming, and the

project management was business as usual.

The agent of the last case is a publicly tradedpzom, with a good credit rating,
access to international capital markets and a sified relationship with the
Bank, including loans and debentur&SH is a project of R$ 25 million in a
program of R$ 250 million with a general goal ofpimving the water and

sanitation systems in 32 municipalities.

The conception of the program was itself a reflexigaction to the process of the
Ministry of Cities. Instead of trying to figure othe dynamic complexities and

ambiguities of the process upfront, MSH put theiojgcts under a program
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umbrella that was planned to have flexibility imns of schedule and budget. The
initial proposal had estimates that took into actdbe possible delays and extra
costs of bidding, environmental licensing, projadfustments and so on. Hence,
MSH was a very long project, but instead of thadstpproblems seen in the other
cases, the delay was the result of a budget shatenade possible the expansion

of the scope of the project with new investments.

6.3. Ambiguity, Dynamic Complexity and Defensivenes

Looking at each case with the empirical questiomind, | found examples of
barriers to learning and reflective solutions imi@as problematic situations. The
actions and reactions of each project team indhe ©bf difficulties inherent to the
process of funding were different, but very intéires patterns emerged from the

comparative analysis.

Figure 6.2 — Barriers to Learning Matrix

Yes MCL MSH
MSL MCH
Reflective
Learning
HCL HCH HSH
No HSL
Yes Barriers to Learning No
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Figure 6.2 summarizes the findings displaying Z4sasith reflective learning and
no barriers; 3 cases with barriers to learning mndeflectiveness; and 1 case in
which | didn't find examples of neither barriers @flectiveness. Notice that
when barriers were present, no reflective learmmag found. This result confirms
the idea of the hypothesis that barriers to legrnire. ambiguity, defensiveness
and dynamic complexity, block reflectiveness, a€'double-loop” learning type
in which not only the direct causes but also theeulying structure of the

problem comes into question.

The cross-cases analysis supports the resultsedbtiit model of Chapter 4 as
well as the conclusions on learning fithess dynanaicChapter 5. All the cases
with reflective learning and no barriers, in thepeap right of the matrix, are
market-based relations. The cases show how publichged companies
strategically anticipate solutions and adapt faster deal with changing
circumstances than the agents tied in hierarchiglations. After knowing the
details of the project, HSL being in the opposi@dyant is not surprising. While
with a small investment, the source of complexi§lHvas not able to reduce was

the funding process. In this sense, it supportptheious conclusions as well.

Applying the within-cases method | could trace thechanisms through which
vicious cycles of unreflective learning are reifed by ambiguity, defensiveness
and misperceptions of dynamic complexity, as stametypothesis (iii). | also

discussed each of the intervening variables ob#reers to learning and provided
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examples of reflective learning that support treuasption of reflectiveness @,

explained in Chapter 5.

The bottom left of the matrix portrays a group ases that couldn’'t overcome the
barriers to learning. In HCL, a lack of knowleddeoat the rules that regulate
credit operations reinforced ambiguities when af@mm with guarantees came up.
In addition, arbitrariness of political escalatiproduced a defensive reaction on
the project team, instead of a solution. With céeds and institutions unable to
reduce transaction costs and arbitrariness, antbigimd defensiveness blocked
the reflective solutions that would have solved pheblem and would possibly
have improved such capabilities and institutionskb&oreover, the project had
no disbursement, literally affecting the developtnprospects of a very poor

location.

All the cases suffered with high transaction costditrariness and dynamic
complexity of the process of accessing credit coateéd by the Ministry of
Cities. Timing of issuance of normative instrucsaand unpredictable changes in
the criteria of project selection turned the fumdiprocess into a difficult
challenge. Some projects adaptively reorganizethsieéres to accomplish their
goals, but for HSL and HCH the costs were high. H&k 2 years adjusting the
project and setting up requirements before stari@gconstruction, while HCH

saw an increase of 50% of the initially planneddmid
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Except for HSH, that was business as usual, thegisothat managed the funding
process successfully applied stronger capabiliaesl improved institutions,
undermining the barriers to learning in a virtuaysle of reflectiveness. MCL
actions were strategic, developing a stock of ptejaeady to novel credit
programs; and making an amendment to the contsaptarating the objects of
environmental licensing in order to start the pegjavoiding the wait for a single
license. MSL also made a clever move to avoid thetrariness of the
environmental authority, simply changing the projeca better technical solution
instead of insisting in the requirements that weikeng too long. MCH started a
negotiation about the contractual covenants lorfgreehe impact of IFRS, and
was influential to improve the environmental pracesf the state authority.
Finally, MSH strategy was the definitive solutiaor the dynamic complexity of
the funding process. The proposal was a programvektments to be detailed in

projects during the implementation, with flexibiliof budget and schedule.

While the group with barriers to learning is locked a vicious cycle of

unreflective learning, in the group with no barsieanalysts and managers
reflectively create solutions that change the stdrthe project, the organizations
around them, the people served by the public goadtlaemselves. In this sense,

two patterns explain adaptive development: a vigiaod a virtuous cycle.

In the vicious cycle capabilities are weak and rsbrategic, institutions are
complicated and hierarchical, and agents are rkeacfThese characteristics

reinforce ambiguity, misperceptions of dynamic ctewjgy and defensiveness,

145



with less cooperation, reduced flow of informatenmd few risks taken in order to
change thestatus quo The barriers block reflective learning and theboilities
of capability building or institutional improvementesulting many times in
delays, higher costs and privation of public goodlkis cycle viciously lock

societies in lower levels of development.

On the other hand, the virtuous cycle reflectivelppduces capabilities and
institutions, reducing the barriers to learnindound evidence of reflective local
design and change, innovative and strategic capekilable to anticipate
solutions with creativity, as well as continuoupnmevement of institutions, such
as in contract amendments and environmental lingnprocesses. With lower
barriers to learning, organizations are more caapey and have a clearer picture
of the structure of the problem they face as welbfethe means they have to solve
it, producing solutions that question not only tlagk, but also the underlying
norms and beliefs that govern their actions. Thyslec is virtuous because
reflective learning reinforces capabilities andtim$ions; these elements reduce

barriers to learning; and reflective learning imferced back.
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7. Conclusion

Development is a learning wave. There is nothingapteorical in the idea of the
microgenesis of development as a wave of adapgaening. More than an
appealing image of development propagating in edegction and through time,
the dynamics of adaptive learning is a real proees material and non-material
consequences. Depending on the type of learning pihavails, artifactual
structures evolve and barriers to learning stresrgitr weaken. When they grow,
strong barriers lock individuals, organizations auttieties in vicious cycles of
unreflective learning. This research is an attetoptinderstand and unlock such

patterns towards the path of prosperity.

The main argument is that when capabilities antitin®ns are unable to reduce
transaction costs, dynamic complexity and poweitraniness, reflective learning
is blocked by ambiguous interpretations of the 3wé the game, uncooperative
defensive groups and individuals, as well as bypsariseptions about the
structures of the problems in terms of time delaysl feedback dynamics.
Without the ability to unlock reflective learningapabilities and institutions
remain unable to undermine the barriers to leatnthmging the vicious cycle of

underdevelopment.

This argument was the product of a theoreticalugision on the role of adaptive
learning in the subfield of political economy ofvéépment. It started with the

proposition that the approaches of political ecopdrased on interests, culture or
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institutions, as typified by Hall (1997), are limdt to explanations about how
political and economic choices are framed. | prepagslifferent way to posit the
guestion: rather than asking to which directionislens are guided by incentives
or constraints, we should ask whether political andnomic agents are learning
from the feedback signs of experience over timernifig this analysis to the
influential concept of credible commitments prombs®y North and Weingast
(1989), | argued that incentives explain how we enakoices but not how we
improve adaptive efficiency. More than just proagliincentives and constraints,
institutions allow agents to adapt learning fromacass or failure in the polity and
marketplace. Reviewing Weingast (1995), | claimebatt the power
decentralization offered by certain federal arrangets can encourage
institutional and policy experimentation. In thisnse, we should focus more on
policy improvement by learning than just on polidgsign. Looking at his
narrative about the relation between formal anarimfl institutions after the
Glorious Revolution, | attempted to make clear mplicit process of learning in
politics, in which continuous human interaction l8sipractices, and continuous

practicing is consolidated into beliefs.

In sequence, studying theories of institutionalng® | made the argument that
when scholars borrowed from the literature on iasheg returns organized by
Arthur (1994) the concept of path dependence, theywhasized the aspects
related to costs and coordination (North, 1990) added the perspective of
power (Pierson, 2004), giving much less attentionthe process of learning.

Besides, we take “learning effects” as incentives constraints that frame
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behavior and know little about the learning proesshat build knowledge, other
capabilities and institutions. My suggestion istthaore than discussing static
stocks and their influence upon individual and argational choices, we must
study the dynamic flows of processes of learnintheaface of continuous change
that feeds back such stocks, a process of adaptiad can either lock us in less

developed patterns or unlock development.

Closing my inquiry on the unexplored role of adegtiearning, | pointed out that
the literature about institutions and political Bomy should take the next step
towards a theory that understands development eplea phenomena. We've
been focusing too much in how incentives and camds drive us to specific
goals, but little attention has been given to cleaitgelf. Rather than just engaging
on designing institutions, policies and projecte should study the learning
mechanisms that allow continuous improvement irsé¢henatters. | think the
institutional explanation for the political econonof development must be
complemented by a dynamic and systemic approachwhich institutions

leverage agency when they operate as learning mischg empowering

individuals and organizations to harvest the bagstames from threats and

opportunities imposed by the circumstances.

In order to explore the learning processes hiddaethe feedback dynamics |
pointed out in the literature, | suggested an eiahary approach that takes
development by its composite systemic processdmerdhan by explanatory

variables in unidirectional causality. Understaigddevelopment as a process of
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fortune taming by decentralized adaptive learniniguilt on Nelson and Winter
(1982) to argue that society should be taken asaaning system in which
capabilities and institutions co-evolve. In thisntaxt, | looked at Distributed
Cognition (Hutchins, 1995) as a perspective to dempystems that allows a drill
down to the microgenesis of development in theniegr process of adaptive
reorganization, arguing that capabilities and tostns are products of reflective
and unreflective learning types that combine inleé¥anary processes. With the
support of an interdisciplinary literature, | comdéd the theoretical inquiry
discussing how dynamic complexity, transaction £oahd power relations
produce ambiguities, defensiveness and misperceptd feedbacks and timing

that influence learning processes in path deperd@tes of development.

Based on this theoretical discussion, | definednieg as adaptive reorganization
in the process of trials and errors; and developrasran evolutionary process in
which more or less reflective learning types gairiose shares over time. | built
an analytical model of adaptive development in Wwhite artifactual structure of
capabilities and institutions affects ambiguityfetesiveness and the perception of
dynamic complexity. When the artifactual structsteengthens these barriers to
learning, development is a vicious cycle of unmflee learning. On the other
hand, when barriers to learning are weakened, dprednt is a virtuous cycle of

reflectiveness.

The artifactual structure affects barriers to l@agrdirectly reducing transaction

costs, as stated by mainstream theories, but glsbebway they organize power
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relations and reduce dynamic complexity. Hence, d¢mepirical model has
artifactual structure, power relations and complexs independent variables;
learning fitness, which is the ability of a leampitype to gain or lose shares, as the
dependent variable; and ambiguity, defensivenegsdgnamic complexity, the

barriers to learning, as intervening variables.

The empirical questions represented in the analytmodel unfold in three
hypotheses: (i) learning is a source of path depecel in the process of
development; (ii) hierarchical power relations acdmplexity increase path
dependence to unreflective learning; and (iii) eus cycles of unreflective
learning are reinforced by ambiguity, defensivenesgl misperceptions of
dynamic complexity. In order to examine such hype#s, the research project
had two stages: a large N study of learning fitreegta process tracing case study

on the barriers to learning.

These stages were necessary not only for the comeplary advantages of the
guantitative and qualitative approaches, but beratie hypotheses asked
empirical questions that required different methddsthe first stage | started
exploring the data estimating the odds of the iedeent variables to produce
reflective learning. | found that the odds of maragents to learn reflectively is
88% higher than hierarchies; while the odds of @gat to produce reflective

learning is 56% lower for a tenfold increase in $iee of the investment.
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These results supported the choices of variablestHe hypotheses required a
method to analyze the dynamics of shares of legrtypes changing through
time. Studying such dynamics with a model of Evioluary Game Theory, |
found the underlying patterns of path dependendeaiming types | was looking
for. For the great majority of initial states ofataing shares, the dynamics of
adaptive development was a system converging teflentive learning. In this
sense, learning is a source of path dependendeiprbcess of development, as
stated by hypothesis (i). Furthermore, when thiégaattial structure of capabilities
and institutions was unable to support adaptivecieficy, path dependence to
unreflective learning was stronger, as suggestedhiy vicious cycle of the
proposed analytical model and confirmed with thentd for municipal

development.

The missing links capable to reverse this cycleewtre barriers to learning
produced by power relations and dynamic complextget of variables studied
with agent types and complexity levels as explawyatariables of learning fitness
in the evolutionary game model. While common sewselld expect that big

projects and political influence of hierarchies Wwbupressure the Bank's
bureaucracy to approve requirements, the resutdaged a striking support of the
contrary, consistently showing market-based ratatiand simple projects with
less difficulties to let reflectiveness grow anctidase unreflective learning than
hierarchies and complex projects, especially whentrolled for municipal

development. The evidences from the analysis of dx@amics also support
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hypothesis (ii): hierarchical power relations andmglexity increase path

dependence to unreflective learning.

In hypothesis (iii), vicious cycles of unreflectidearning are reinforced by
ambiguity, defensiveness and misperceptions of dynaomplexity. As stated, it
required a zoom in a set of cases in which | cdtdde the mechanisms that
connected the intervening variables of barriefde#&oning with the other variables
of the model. Applying the process tracing methathwase studies, | could
identify a group of cases with evidences of basrterlearning locked in a vicious
cycle of unreflective learning, as well as a grouph no barriers in which
analysts and managers reflectively created solsittbat changed the project, the
organizations around them and the society servatidopublic goods. Hence, two

patterns explain adaptive development: a viciousaawirtuous cycle.

In the vicious cycle capabilities are weak and stategic, institutions are
complicated and hierarchical, and agents are rkeacfThese characteristics
reinforce ambiguity, misperceptions of dynamic ctewjgy and defensiveness.
Such barriers block reflective learning and thesgmbties of capability building
or institutional improvement, viciously locking getes in lower levels of
development. On the other hand, the virtuous cy@#ectively produces
capabilities and institutions, reducing the bagi¢n learning. Capabilities are
innovative and strategic, while institutions arentbauously improving. With

lower barriers to learning, individuals and orgatians cooperate, exchange
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ideas and produce solutions that question not threlyask, but also the underlying

norms and beliefs that govern their actions.

The object of this research was a group of projggisg to access governmental
funding for investments in water & sanitation. Tbases made clear that the
funding process has transaction costs, dynamic lexity and power relations
that nourish barriers to learning. In this sensw, &ctions targeting the reduction
of ambiguities in laws, normative instructions aondganizational norms; of
uncertainties in terms of timing and delays th&tafcosts of project design and
management; as well as of political arbitrarinessthe coordination of the
process, would be very important to improve investta in the sector. As a result
of this research, in order to unlock reflectiverteag or, at least, reduce path
dependence to unreflective learning, keeping ip&nand market based should be
considered as public policy recommendations foptteeluction of social goods in

Brazil.

Despite the caveats and limitations pointed outh@ end of each empirical
chapter, the Evolutionary Game Theory and Proceasiig methods were very
important, suitable and even required for the emging dynamics and
intervening variables of the analytical model. Niweéess, there are other
methods capable to deal with such complex dynarsiesh as Agent Based and
System Dynamics modeling. Further research withabglication of these and

other methods could potentially reinforce and exjodue findings generated here.
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This work was not designed as a sectorial or omgaional diagnosis, but the
method is suitable for unfolding to a wide range miflicy making and
organizational management applications. Banks irgondve credit analysis using
their own requirements, including the honor of fio&@l obligations, to measure
the learning ability of their clients, simulatingdaanticipating the performance of
assets, portfolios and projects. Developmental @gencan study the learning
dynamics of different sectors, regions, agent typed a variety of possible
treatments, in order to identify and act upon thasons why some investments
have unsatisfactory results, particularly in caseswhich the old fashioned
solutions based on incentives and constraints lb@en failing. Organizations
may also improve internal capabilities and insinia$ looking at learning
dynamics of business units and departments, coparfprmance according to
strategic indicators, including standard finanocndasurements, as learning types.
In this sense, one can estimate learning fithessder to identify units that have
been falling behind and simulate dynamics beforenmodting resources.
Moreover, with the qualitative approach one camiiig barriers to learning and
propose reflective solutions to improve the perfange of such business units
and departments. In brief, starting with a goodirgigbn of requirements or
indicators that represent the ability to learns ttmethod is useful both for further
research and for improving the management of pi®jgrograms and business

units of various kinds.

Finally, 1 would like to highlight that one of thmain contributions of this work

was the effort to push the political economy of @lepment from a theory of
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choice to a theory of change. This shift opens pesgsibilities for debates, a new
research agenda with learning types in its corevaitid development taken as a
process of fortune taming and continuous improvenoéradaptive efficiency.
Understanding the dynamics of adaptive developmenwill learn how to learn
and produce reflective solutions that will set teeffrom path dependent patterns

of underdevelopment that have been puzzling everyonso long.

We must keep adding efforts for pursuing new peatspes to deal with the
continuously changing circumstances and new chgdiensince not even the old
problems remain the same after a while. The firglihgresent here wouldn’t be
possible without a novel perspective that took iattount a learning wave
moving in Hutchins’ distributed cognition as a smurof path dependence,
defining development as Hayek’s evolutionary preces trials, errors and
adaptation. While the arguments and findings ptteseim this research are quite
interdisciplinary, 1 believe my contribution takegart in the efforts of
development studies based on an ancient idea @l saolution that, according
to Hayek, was borrowed from the social sciencediblogists and not the other

way around".

" Hayek (1960), p. 53.
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8. Appendix

8.1. Logit Model

The following is a transcript of the R Studio colessn which | use thgglim
package, a panel generalized linear model thauded the logit link in the
binomial family. | run the model using the Broydé&ietcher—Goldfarb—Shanno
(BFGS) algorithm, a quasi-Newton method of numérioptimization, with

results that support my research design, as exggamChapter 4.

> Logit <- pglm (L2 ~ M™Market + LogSize + HDI, Data, method="BFGS”,
family=binomial(logit))

> summary (Logit)

Maximum Likelihood estimation

BFGS maximization, 61 iterations

Return code 0: successful convergence

Log-LikeTlihood: -3920.383

5 free parameters

Estimates:

Estimate Std. error t value Pr( t)

(Intercept) 5.92755 0.73339 8.082 6.35e-16 ***

Market 0.63380 0.07989  7.934 2.13e-15 *¥*

LogSize -0.81580 0.06784 -12.025 < 2e-16 ***

HDI -0.17733 0.84108 -0.211 0.833

sigma 3.81076 0.11389 33.460 < 2e-16 ***

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.” 0.1 “ " 1

> exp(coef(Logit))
(Intercept) Market LogSize HDI sigma
375.2345004  1.8847589  0.4422858 0.8375065 45.1847666
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> confint(Logit))

2.5 % 97.5 %
(Intercept) 4.4901257 7.3649766
Market 0.4772257 0.7903741
LogSize -0.9487635 -0.6828344
HDI -1.8258145 1.4711620
sigma 3.5875422 4.0339778

8.2. Estimating Fitness

The model used to estimate fitness for learningsypas first developed to study
lizards by Friedman, Paranjpe, Magnani and Siné2046) and made available as
a Matlab code by Magnani, Friedman and Sinervo §20Besides estimating

fitness, these authors use temperature and populdgnsity as covariates that
affect the rock-paper-scissors dynamics of theiol@ionary game. Without

covariates, | adapt their basic model without tldeliton of temperature and
population for my research design. This sectionlamp the model and presents

the Matlab code used in this work.

My original data set is a panel of projects by datded by learning types,

summing up to 9,525 lines. With= };; n; projects for each dateone can easily

calculate the shares of learning types as theivel&equencied,;(t) = T:T(g i =

0, 1, 2, wherg;; L;(t) = 1. With 58 months, | get 3 x 58 vectors of sharadlie
whole data, which is the total portfolio of projgecas well as for each category of

variables: agent types, complexity and municipaletlgpment. The goal of the
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model is the estimation of 15 fithess matrices #rat most likely to produce the
observed data of the Total Portfolio as well asaxfth variable and combination of
variables studied: Higher HDI, Lower HDI, Marketidrrchy, Simple, Complex,
Higher with Market, Higher with Hierarchy, Higheritv Simple, Higher with
Complex, Lower with Market, Lower with Hierarchyower with Simple and

Lower with Complex.

As explained in Chapter 5, the discrete time replic equation is the

deterministic part of the model,

w;(t—1) _
w(t-1) Li(t 1)’

Z;i(t) =

while the Dirichlet distribution specifies the shastic partL;(t)~ Dir (NZ;(t)).

Hence,L;(t) is a random variable with medp(t) and varianceZM on

the simplexS = {(Ly, Ly,L,) € R3:L; = 0,Y%;L; = 1}. Inversely related to the

variance N > —1 is the precision parameter that represents deasitincentrated

closer to the mean when larger, and indicates misersion when smaller. The
Dirichlet distribution is “tailor-made” for our phdem because it is a conjugate
prior for the multinomial distribution of projectsith density zero outside the
simplex. The general probability densitRir (a) of x = (xq,...,xx) .

parameterized byr = (a4,..., @), whenx € S is

rk, a)
fly, o xilag, ..., o) = e 1F(al)l_[‘ 1x ,
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where the expression before the prodiids just a normalizing constant that

ensures the function is a probability, i.e. makesum up to 1, using the gamma

functionl'(z) = [°y* e dy .

Therefore, for any count vectNzy, Nz,, Nz,) from the data seDir (NZ;(t))
gives the probability that the underlying vectot (py, p1,p2) iISx € S, with

probability density function fox = (xg, x4, x3):

_ I 2 NZ®-1
LoT(Nzy(e))  1=07 xes:

f(x0, %1, %2 [N, 29, 21, 2,) =
wherel is the indicator function which is zero outside #implex and 1 on the
simplex. The intuition here is that, since eachtaex is itself a probability
distribution, the Dirichlet can be thought as aladality distribution over the

multinomial distribution of projects witk = 3 learning typegL,, L1, L,).

The model is, then, the conditional probability édh®n the difference equation
we have, i.e. the replicator dynamics, with theidbiet distribution representing
our prior knowledge about the parameters. Givenptiegious staté(t — 1), the

conditional density of the current state is

FAOILE = 1) = s T LOVAO,

2 oT(NZ;(t)
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The next step is finding the conditional log-likedod function for the maximum
likelihood estimation procedure by summing the ¢dghe conditional density for

the whole period, i.e. from to tsg (denoted byl):

T
_ L) -1 —
In? = Zln[ TZO) L 1_[ L;(£)NZi ] =

Al 2 NZ;(t)-1| —
2 ,T(NZ;(D) +1n [0[ Li(®) -

InT(N) — lnl_[F(NZi(t)) +1n1_[Li(t).(NZi(t) - 1)] -

=

M‘i

InT(N) — Zln T(NZ (1)) +ZlnL (). (NZ;(t) — 1)]

t

1l
[y

T 2 2
= TInT(N) + Z — Z InT(NZ; (1)) + Z In L;(t). (NZ;(t) — 1)] =
t=1 i=0 i=0

In? = TInT(N) + X7_; X2 [-InT(NZ;(©)) + In Ly(t). (NZ;(t) — 1)].

This procedure eliminates products and exponensaigplifying the calculations
of partial derivatives in the process of optimiaati | keep following Magnani,
Friedman and Sinervo (2015), using a simplifiedsier of their Matlab code.
They use théminconfunction from theoptimization toolboxvith the active set
algorithm. This algorithm maximizda# numerically, searching the parameter

vectorf = (N, Wy, Wy4, ..., W,,) that best accounts for the available data. The

iteration process starts Hf; =%andN = 18, and the function satisfies the

161



constraintsV > —1, ; >, W;; = 1 andW;; = 0. As pointed out in section 5.1, we
also know that the averayé = ¥*_, L;W; and the fitness of each learning type

(W;) at a given staté = (Lo, L4, L,) is weighted by the shares:

Wo = LoWyo + LWy + LWy,
Wy = LoWyo + LiWiq + LWs,

Wy = LoWyo + LiWyy + LW,

One way to validate the estimation procedure isitorg a few different fitness
matrices, generating data sets from them and rgnthi@ model to see to which
extent the parameters values initially used canrdmovered. | successfully
recovered the true parameters of several distiattioes for 58 months. | also run
the model with a broad set of initializations, fimgl the same estimates. Results

are discussed in Chapter 5.

The following is the code of the basic model, whiakse to findg for the whole
portfolio of projects as well as for each subgreuth very little adaptation from
the original version. The example displayed rureswimole data. Each estimation
requires the main code, e.g. the following Modetal.m, the 3x58 vector with
the data of shares, e.g. Shares_Total.mat, the lsadmpchlet.m file with a
function that creates samples for the bootstragpaadard error section, and the
code with the conditional log-likelihood model, whi is the
learning_model_dirichlet.m. The original Matlab ead available at:

https://dash.library.ucsc.edu/stash/dataset/d@i2ZB1L/D1H59D
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Model_Total.m

RSRIIISRIRIIADASR% SRSRI6% SRR SRSRI6% SRR SRSRI6%

%
% Adaptive Development: The Microgenesis of Development as Adaptive Learning

% by Gabriel Filartiga

% Based on:
% Estimating Payoff Matrices from Time Series Data:
9
% The Case of the Lizard Rock-Paper-scissors Oscillator

% by Daniel Friedman, Jacopo Magnani, Dhanashree Paranjpe and Barry Sinervo

% Required files: Shares_Total.mat, learning_model_dirichlet.m,

% sample_dirichlet.m

% Reading the data

clear all;

load Shares_Total.mat; % contains the dataset shares
infoz.data.s=shares; % turning data into a nested structure
%

% Initial conditions

wO=ones(3,3)*1/9; % initial values of the w payoff matrix
de1ta0=18; % precision parameter N

thetaO=[delta0l, reshape(w0',1,9)]"'; % MLE theta vector
F=@(Vv) Tearning_model_dirichlet (v,infoz); % dirichlet function
%

% constraints

A=ones(1,10);

A(1,1)=0;

B=1;

1b=0.00001*0ones(10,1); % Tower bound

Tb(1,1)=0.01;

ub=ones(10,1)*0.9; % upper bound

ub(1,1)=100;

%

% MLE

options=optimset('Algorithm', 'active-set', 'Gradobj', 'off', 'Hessian',

'off', 'Display"', 'off', 'Funvalcheck', 'off');

[theta_mle, fval,exfl,out, Tambda,grad,H] = fmincon(F, thetaOl,
(1,01,A,8,1b,ub, [T,0ptions);

%

% Results
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delta=theta_mle(1,1); % precision parameter N
w=reshape(theta_mle(2:end,1),3,3)"'; % payoff matrix
1=fval;

% SE bootstrap
T=58;
y=[1;
3=01;
for i=1:100
s=zeros(3,T);
sO=shares(:,1); % start with real initial shares
sO=sample_dirichlet(delta*s0,1); % sampling from dirichlet
s(:,1)=s0;
for t=2:T
alpha=delta*s(:,t-1).*(W*s(:,t-1)/(s(:,t-1) "*w*s(:,t-1)));
s(:,t)=sample_dirichlet(alpha,l);
while s(1,t)<0.01]|s(2,t)<0.01]|s(3,t)<0.01
s(:,t)=sample_dirichlet(alpha,l);
end;
end;
infoz.data.s=s;
F=@(V)learning_model_dirichlet(v,infoz);
[theta_mle, fval,exfl,out, Tambda,grad,H]=
fmincon(F,theta0,[],[],A,B,1b,ub,[],options);
y=[y,theta_mle];
if sum(isnan(theta_mle))>0
i=03,11;
end;
end;
y(:,3)=[1;
my=mean(y')"';
dy=std(y')";
se=reshape(dy(2:10,1),3,3)"'; % SE matrix

sedelta=dy(1,1); % precision parameter N

0/0/0/0/0/0, 0/0/0/0/0, 0/0/0/0/0/0, 0/0/0/0/0, 0/0/0/0/0/0, 0/0/0/0/0,
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sample_dirichlet.m

%%%%%%%%%%%%%00 0/0/0/0/0, 0%%%%00 0/0/0/0/0/0/0, 0%%%%%00 0/0/0/0/0, 0%%%%00 0/0/0/0/0/0/0, 0%%%%%00 0/0/0/0/0, 0%%%%00 0/0/0/0/0/0/0

function theta=sample_dirichlet(alpha,N)

k=length(alpha);

theta=zeros(N,k);

scale=1;

for i=1l:k
theta(:,i)=gamrnd(alpha(i),scale,N,1);

end;

S=sum(theta,2);

theta=theta./repmat(s,1,k);

theta=theta';

0/0/0/0/0/0, 0/0/0/0/0, 0/0/0/0/0/0, 0/0/0/0/0,

0/0/0/0/0/0,

0/0/0/0/0,

learning_model_dirichlet.m

%%%%%%%%%%%%%00 0/0/0/0/0, 0%%%%00 0/0/0/0/0/0/0, 0%%%%%00 0/0/0/0/0, 0%%%%00 0/0/0/0/0/0/0, 0%%%%%00 0/0/0/0/0, 0%%%%00 0/0/0/0/0/0/0

function y = learning_model_dirichlet (theta,infoz)
% Reading the data
s=infoz.data.s; % data
theta=theta'; % MLE theta vector
d=theta(l1,1);

w=theta(1,2:10);
w=reshape(w,3,3)"';

%

% Preliminary computations
T=size(s,2)-1;
wbhar=sum(s.*(W*s),1);
a=d*s.*(W*s)./(repmat(wWbar,3,1));
wbar=wbar(:,1:T);

a=a(:,1:7);
S=s(:,2:T+1);
s=s(:,1:T);

%

% Compute log-Tikelihood function

y=(size(a,2))*(gammaln(d))+sum(sum(-(gammaln(a))+log(s).*(a-1),1),2);

y=-Y;

end

0/0/0/0/0/0, 0/0/0/0/0, 0/0/0/0/0/0, 0/0/0/0/0,

0/0/0/0/0/0,

0/0/0/0/0,
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