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Laser pulses for coherent xuv Raman excitation
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We combine multi-channel electronic structure theory with quantum optimal control to derive
Raman pulse sequences that coherently populate a valence excited state. For a neon atom, Raman
target populations of up to 13% are obtained. Superpositions of the ground and valence Raman
states with a controllable relative phase are found to be reachable with up to 4.5% population and
phase control facilitated by the pump pulse carrier envelope phase. Our results open a route to
creating core-hole excitations in molecules and aggregates that locally address specific atoms and
represent the first step towards realization of multidimensional spectroscopy in the xuv and x-ray
regimes.

Multidimensional spectroscopy in the infrared [1] and
uv-vis [2, 3] spectral regions has proven to be a powerful
tool for revealing quantum coherent dynamics in biologi-
cal systems [4] and quantum devices [5–7]. Extending the
techniques of multidimensional spectroscopy to the xuv
and x-ray regimes could open the door to studying energy
transfer between different atomic sites in molecules [8, 9].
It would provide a local probe of valence excitations,
which would be invaluable for studies of energy trans-
fer processes in biological systems and quantum devices.
However, this presents novel challenges, since the large
energy of the xuv and x-ray pulses can result in a high
probability of ionization, while selective excitation of a
specific intermediate state may be hampered by the pres-
ence of a multitude of other states closely lying by.

On an abstract level, these difficulties reflect the prob-
lem of controllability when a continuum of states is
involved [10]. Controllability addresses the question
whether a quantum control target is reachable, given the
properties of the Hamiltonian [11]. For a structureless
continuum, no control is expected, whereas resonances
in the continuum are predicted to facilitate control [12],
the extent of which depends on the resonance lifetime
compared to the duration of the pulses. Standard con-
trollability analysis [11] cannot account for finite lifetimes
and is thus not applicable. This leaves numerical op-
timization as the method of choice to investigate how
much control is attainable for a process that necessarily
proceeds via a continuum of states.

Here we combine quantum optimal control theory
with the time-dependent configuration interaction singles
(TDCIS) description of electronic structure to assess the
feasibility of coherent xuv Raman excitation, as a first
step towards multidimensional spectroscopy in the x-ray
regime [8]. Achieving such coherent Raman excitation
with a high yield is extremely challenging, due to the
presence of the ionization continuum that is accessible
by both pump and Stokes pulses. Furthermore, in or-
der to probe electronic dynamics of valence excitations

62p22s21s

13p52p22s21s 18.5 eV (20.1 eV)

13p62p12s21s 45.5 eV (49.6 eV)

Continuum levels 2s- and 2p-holes

Ionization threshold 21.6 eV
13p52p

13p12s

FIG. 1. (Color online) Targeted coherent xuv Raman process
in neon. The experimental energies are shown together with
TDCIS values in parentheses.

in molecules, the capability to prepare coherent super-
positions of valence states is imperative, in addition to
population transfer into the excited states. The primary
control objectives are thus to both drive population to a
specific atomic valence excitation and to achieve a coher-
ent superposition of ground state and valence excitation
with controllable relative phase. We demonstrate here
that optimal control theory allows us to predict experi-
mentally feasible pulse forms that populate the desired
state up to 13% and achieve superpositions of ground and
excited state with arbitary relative phase and up to 4.5%
excited state population. The optimal control approach
not only allows for generating the pulse forms but also
reveals insight into the physical mechanism of the opti-
mized excitation process. This, in turn, allows develop-
ment of simpler pulse sequences with similar performance
but better compatibility with experimental constraints.
Our work is the first to tackle the problem of the presence
of the electronic continuum by optimal control, adding an
important capability to the growing attempts now under-
way to tailor multi-electron dynamics [13–16].
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We consider as example the neon atom, employing the
levels shown in Fig. 1. They are accessible in table-top
experiments generating intense high harmonics [17] or us-
ing a free-electron laser operating in the xuv regime. A
pump pulse of 45.5 eV couples the ground state, with
configuration 1s22s22p6, to the core-excited resonance
(1s22s12p63p1), driving a 2s−3p hole-particle excitation.
A Stokes pulse of 27.0 eV induces the filling of the 2s hole
with a 2p valence electron, creating the 2p−3p excitation
(1s22s22p53p1) which is the target valence excited sate.
In order to describe the manifold of excited states and

capture the ionizing electron density, we calculate the
quantum dynamics using the time-dependent configura-
tion interaction singles (TDCIS) method on a numerical
grid with a complex absorbing potential (CAP) [18, 19].
The TDCIS method was developed to capture channel
coupling in high harmonic generation [18, 20], and it
has been used to describe multichannel dynamics in a
number of ultrafast processes [21–24]. The wavepacket is
described by a single-determinant Hartree-Fock ground
state |Φ0〉, single-particle excitations from occupied or-
bital i to unoccupied orbital a |Φa

i 〉, and time-dependent
coefficients α,

|Ψ(t)〉 = α0(t)|Φ0〉+
∑

i,a

αa
i (t)|Φ

a
i 〉. (1)

The dynamical equations for the coefficients are obtained
by inserting Eq. (1) into the Schrödinger equation [18].
A complex absorbing potential (CAP) is added to the
Hamiltonian in order to capture ionization [18, 25, 26].
We may simplify the electronic structure calculation

by employing a Hartree-Fock-Slater one-electron poten-
tial as a starting point (TDCIS-HFS). Dynamical calcu-
lations with TDCIS-HFS are found to yield final state
populations agreeing with full TDCIS results to within a
factor of three. A further gain in efficiency is possible by
using a simplified configuration space including only ion-
ization levels reachable by one-photon absorption within
a bandwidth of a few eV (TDCIS-HFS-1P). Pulse se-
quence optimizations were performed using the TDCIS-
HFS-1P method, and propagations were performed with
the optimal pulses at the full TDCIS level. All calcula-
tions employed 1000 grid points in 63.6 Å, with a CAP
radius of 42.4 Å and CAP strength of 10−4, with angular
momentum functions restricted to L ≤ 3.
Krotov’s optimal control method [27–30] is utilized to

find pulses which suppress ionization. It minimizes the
cost function J for the desired excitation,

Jtf = −|〈ΦD|Ψ(tf )〉|
2, (2)

where |ΦD〉 represents the target state (the 2p-3p excita-
tion) and Ψ(tf ) the time evolved state in presence of the
external field E(t). The Krotov pulse update formula is
given by [30]

E(t)(k+1) = E(t)(k) −
λ

2S(t)
Im

(

χ(t)T zα(t)(k+1)
)

, (3)
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FIG. 2. (Color online) (a) Filtered Wigner distribution of the
optimized pulse sequence, showing the Stokes pulse starting at
the end of the pump pulse and addition of low frequency (eV)
components. Color bar units are W/cm2. (b) Populations of
2p, 2s hole states and the target 1s22s22p53p state that are
achieved with the optimized pulse. (c) Populations for two
simultaneous 2.0 fs TL pulses with central frequencies of 49.6
eV and 29.5 eV. The population of the target state (dashed-
dotted red line) reaches 4.4 × 10−2 for the optimized pulse,
compared to ∼ 1.6 × 10−7 for the naive sequence. The 2p
holes (m = 0; black dashed line, m = 1; green dotted line)
correspond to 1s22s22p5nl configurations, the 2s hole (blue
solid line) to 1s22s12p6nl configurations.

where E
(k)
t is the time-dependent field amplitude at the

k-th iteration, S(t) an arbitrary shape function which en-
sures that the pulse goes to zero at the ends of the time
propagation, z the transition dipole matrix in the basis
of TDCIS states, α a vector of the time-dependent coef-
ficients of Eq. (1), and χ the set of corresponding time-
dependent co-vectors [27]. The choice of cost function at
the final time determines the “initial condition” [27],

χ(tf ) = 2αD

(

αT
Dα(tf )

)

∗

. (4)

The covectors χ(t) are propagated backwards in time ac-
cording to the equations of motion,

χ̇ = i
(

H
T − E(t)(k)zT

)

χ(t) , (5)

with H the time-independent part of the Hamilto-
nian [31].
Our starting point is a naive pulse sequence for

the Raman process obtained by assuming simulta-
neous, transform-limited (TL) pump (p) and Stokes
(S) pulses, Ep/S(t) = E0,p/S sin(ωp/S(t − t0,p/S) +
φp/S) exp[−4 ln 2(t− t0,p/S)

2/σ2
p/S ], with parameters cor-

responding to the experimental setup of Ref. [17]: a full-
width at half maximum (FWHM) duration of 2 fs and a
peak intensity of 3.5× 1012W/cm2. This sequence does
not populate the Raman state significantly, cf. Fig. 2(c).
The overall depopulation of the ground state is small, of
order 10−3. This population is divided between 2p holes
and the 2s hole. The target state is one particular con-
figuration of the 2p hole which is populated only to a few
hundredths of a percent of the total hole population.
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Starting with the naive pulse sequence, an optimized
sequence is obtained using Krotov’s method. The re-
sulting pulses, shown in Fig. 2(a), achieve the Raman
excitation with a population of 4.4× 10−2, five orders of
magnitude better than the starting pulse. The optimized
pulse is increased in amplitude by a factor of about 16
and therefore ionizes more of the electron density. It nev-
ertheless yields an improvement of three orders of mag-
nitude in the percentage contribution of the target state
to the total hole probability. The peak intensity of the
optimal sequence is about 7.9 × 1014W/cm2. Analysis
of the dynamics under the optimized pulse reveals the
added low frequency contribution (Fig. 2(a)) to be ir-
relevant, whereas the relative timing of the pump and
Stokes pulse components are key features. In particular,
the relative timing of the Stokes pulse, which now enters
only at the end of the pump pulse, is critical. As devel-
oped further below, this suggests a sequential mechanism
that may be used to further optimize the pulse sequence
within experimental constraints.

Coherent superpositions of the Raman state with
the ground state are obtained by optimizing with
0.99eiφt|1s22s22p53p〉 + 0.16|1s22s22p6〉 as target state
in the cost function (2), where φt is the desired relative
phase. This target state was empirically determined to
drive population to the Raman excited state while main-
taining the target phase with the ground state. In this
type of optimization, both amplitude and phase of the
pulse sequence are varied. This procedure enables iden-
tification of pulses for arbitrary, prespecified values of the
target phase φt. Figure 3(a) shows the phase error in the
target state as a function of φt. The optimized pulses
have a combined peak intensity of about 1014W/cm2

and excite a Raman population of 4.5% while depopu-
lating the ground state by about 53%. Independent of
the value of φt, all optimizations are found to converge
on the same pulse envelopes that strongly resemble a
time-separated pump and Stokes pair, with the Stokes
pulse starting just after the peak of the pump pulse, cf.
Fig. 3(c). The optimized pulses differ primarily in the
value of the carrier envelope phase (CEP) of the pump
component, φp, calculated using a Hilbert transform of
the pulse [32]. It is found to correlate closely with the
target phase φt, cf. Fig. 3(b). Since the propagation
of the excited state after the pulse imparts a phase on
the excited state that depends on an arbitrary origin
of time torigin, e

−iω(t−torigin), we picked torigin so that
a phase of 0.0 was obtained by the pulse with a CEP
of 0.0. The correlation between target phase and pump
CEP is rationalized by the pump imprinting its CEP onto
the intermediate state, which yields the desired relative
phase between intermediate and Raman state. These re-
sults show that a coherent superposition can be excited
with any desired relative phase φt merely by changing the
pump pulse CEP φp, once the optimized pulse envelope
has been determined.
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FIG. 3. (Color online) Optimization of coherent superposi-
tions: (a) phase error, (b) optimized pump pulse carrier en-
velope phase φp shown as a function of the target phase φt, (c)
optimized pulse envelope, showing a clear distinction between
pump (earlier) and Stokes (later) component.

Our optimal control calculations suggest a sequential
mechanism whereby first the intermediate state is popu-
lated and then the second pulse component acts to trans-
fer population and phase information to the desired state.
Exploiting this intuition, the pulse sequences can be en-
gineered further by optimizing each step individually, in
order to (i) explore large areas of pulse parameter space
for maximum performance or (ii) obtain simple pulses
with near-optimal performance that are also consistent
with experimental constraints. Optimizing a Gaussian-
shaped Stokes pulse starting from the intermediate state,
we find complete population transfer to the valence state
for a pulse duration of 0.5 fs and a peak intensity of
2.4 × 1015 W/cm2, corresponding to a pulse energy of
0.71µJ for a 10µm diameter of the spot size. Longer
Stokes pulses perform similarly well. Complete popu-
lation transfer is achieved by 5 fs and 30 fs pulses with
peak intensities of 3.4×1013 and 3.3×109W/cm2, corre-
sponding to powers of 0.10µJ and 0.02µJ, respectively.
Populating the intermediate state efficiently by the pump
pulse is thus identified to be the limiting step.

The performance of the pump step is analyzed in Fig. 4
for Gaussian pulses with different pulse durations (a) and
energies (b): At a given energy, the maximum interme-
diate state population first increases with pulse duration
(σ ≤ 50 fs). This is explained by a better selectivity
of longer, i.e., spectrally narrower pulses, which avoid
populating other resonances nearby. However, for very
long pulses, the maximum intermediate state population
decreases due to the lifetime of the intermediate state,
which is about 25 fs [33]. Increasing the pulse energy for
a given duration moves the intermediate state population
maximum to earlier times and achieves larger maxima
for a duration of 100 fs. However, for the smaller powers
considered, increasing pulse duration can lead to a de-
crease in the population maximum (Fig. 4(c)). The best
compromise in terms of pulse power and performance is
found for a 50.0 fs/71µJ pulse (with peak intensity of
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FIG. 4. (Color online) Exploring the performance of Gaussian
pump pulses: Intermediate state population as a function of
time (t0,p = 0) for (a) different pulse durations at a pulse en-
ergy of 7.1µJ, and (b) different pulse energies for a FWHM
of 100.0 fs. As pulse duration increases, larger intermediate
state populations can be achieved, although for a given en-
ergy the finite lifetime acts to drive the intermediate state
population down. (c) Peak intermediate state population as
a function of the time it is achieved for different pulse energies
(propagations with TDCIS-HFS-1P).
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FIG. 5. (Color online) 2s hole population (dashed green
line), corresponding mainly to the intermediate state, and
target state populations (solid black line) for a 10 fs/7.1 µJ
pump pulse and a 0.5 fs/0.71 µJ Stokes pulse centered at
18.7 fs (peak intensities of 1.2 and 2.4× 1015 W/cm2, respec-
tively). Pulse sequences are shown in light blue (pump) and
red (Stokes).

2.4×1015W/cm2) which achieves a maximum intermedi-
ate state population of 0.130, only slightly smaller than
the peak at 0.133 seen in Fig. 4(b) for 100.0 fs/71mJ
(1.2× 1018W/cm2) pulse.
Improved pulse sequences may now be obtained by set-

ting the Stokes pulse maximum to coincide with the max-
imum intermediate state population, using the pulse en-
ergy that balances the incidental transfer to undesired
states with the intermediate state lifetime. An example
is shown in Fig. 5, yielding a Raman state population of
4.5%, compared to the 7.9% maximum intermediate state
population. We find final target populations of 13%, us-
ing TDCIS-HFS-1P, when increasing the pump duration
to 50 fs, keeping pump energy and Stokes duration and

energy fixed. Such pump pulse parameters are feasible at
free electron laser (FEL) facilities where it might prove
difficult to realize sub-femtosecond Stokes pulses, how-
ever, but longer Stokes pulses may be employed as dis-
cussed above. When using these sequences of Gaussian
pulses as initial guess for further optimization with Kro-
tov’s method, only small improvements are found. This
suggests these sequences to be already close to optimal.

The simplicity of our pump-Stokes sequences raises
the question whether other commonly used schemes per-
form equally well. This is not the case: For example,
merely increasing the amplitudes for a set of simultane-
ous pulses achieves target populations of 0.2% at most,
for a pulse intensity of 1016W/cm2, before competing
population transfers to other states and ionization take
over and the populations fall again. This approach also
does not provide the phase control needed to reach arbi-
trary superposition states. Another candidate is stimu-
lated Raman adiabatic passage (STIRAP) [34] where the
Stokes pulse precedes the pump to avoid population of
the intermediate state and thus the detrimental effect of
the intermediate state lifetime. However, given the cou-
plings and energies of coherent xuv Raman excitation in
neon, adiabatic transfer is found to be possible only when
unrealistically long pulses of hundreds of picoseconds to
nanoseconds are employed.

This work presented a combined coherent quantum
control and electronic structure method which optimizes
the population and coherence of an xuv Raman excita-
tion of an atom. The method is unique in that it includes
the effects of both channel coupling and ionization, to-
gether with a powerful technique of optimal coherent con-
trol. The optimal control approach yields locally optimal
forms of the laser pulses and also reveals insight into the
physical mechanism of the continuum-mediated coherent
Raman excitation. This allows a relatively simple path-
way model to be employed for generation of sequential
pulse schemes that can be tailored to specific experimen-
tal constraints without loss of fidelity.

For the Ne example studied here, we found a sequen-
tial intermediate state-Raman state excitation to be op-
timal and identified the limiting step to be populating
the intermediate resonance from the ground state. In
contrast, a counterintuitive STIRAP pulse sequence was
found to be unfeasible, due to the small coupling between
the ground and intermediate state. A 50 fs, 7.1µJ pump
pulse populates the intermediate state up to 13%, and
this population can be completely transferred to the Ra-
man state with various Stokes pulses, for example with
a duration of 0.5 fs and an energy of 0.71µJ, or 30 fs
and 0.02µJ. Most important for the realization of coher-
ent multi-dimensional spectroscopies, we showed that it
is possible to excite a superposition of the Raman and
ground states with a controllable relative phase. Here
the primary control knob was found to be the carrier en-
velope phase of the pump pulse. The pulse intensities
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and durations we have determined here are in principle
possible to realize with FELs, in particular seeded FELs
such as FERMI@Elettra that provide the required time
resolution to compete with the resonance lifetime. The
optimized coherent Raman calculations thus provide de-
sign principles for future FELs, especially in regard to
the need for multiple beamlines in order to implement
a multidimensional x-ray spectroscopy scheme and the
choice of frequencies.
The sequential pump-Stokes scheme illustrated here

can readily be applied to other atoms. Indeed, order-
of-magnitude estimates of required pulse durations and
intensities can be obtained for atoms with isolated res-
onances, analogous to the neon 2s-3p resonance utilized
here, by comparing the transition dipole strengths of the
desired levels with the neon levels. More detailed calcula-
tions will be required for overlapping resonances, where
longer pulses may be required to preferentially address
one resonance over the other, or alternate mechanisms
for Raman excitation may arise which utilize both (or
many) resonances. Such pulses should also work well in
molecules, since the intermediate state is localized (atom-
like) and driving the population into this state is the lim-
iting step. With this demonstration of the key elements
of state-selective population transfer and excitation of
superposition states, coherent multidimensional spectro-
scopies capable of probing the dynamics of valence ex-
citations in molecules via localized core-hole excitations,
such as pump-probe and coherent x-ray Raman scatter-
ing (CXRS) [8], now appear feasible. The present work
illustrates the usefulness and promise of the coherent con-
trol approach in bringing techniques such as CXRS to
fruition under the challenging environment of atomic and
molecular ionization continua.
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