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Understanding size dependence of phase stability and band gap in CsPbI3
perovskite nanocrystals

Ruo Xi Yang1 and Liang Z. Tan1, a)

Molecular Foundry, Lawrence Berkeley National Lab

(Dated: 22 December 2019)

Inorganic halide perovskites CsPbX3 (X = Cl, Br, I) have been widely studied as colloidal quantum dots for their
excellent optoelectronic properties. Not only is the long-term stability of these materials improved via nanostructuring,
their optical band gaps are also tunable by the nanocrystal size. However, theoretical understanding of the impact of
nanocrystal size on the phase stability and band gap is still lacking. In this work, relative phase stability of CsPbI3 as
a function of the crystal size and chemical potential is investigated by density functional theory. The optically active
phases (α- and γ-phase) are found to be thermodynamically stabilized against the yellow δ -phase by reducing the size
of the NC below 5.6 nm in a CsI-rich environment. We developed a more accurate quantum confinement model to
predict the change in band gaps at sub–10 nm regime by including finite-well effect. These predictions have important
implications for synthesizing ever more stable perovskite NCs and band gap engineering.

I. INTRODUCTION

Lead halide perovskites have been at the centre stage of so-
lar energy research as a promising photovoltaic material.1,2

This class of materials possess favorable properties for op-
toelectronic applications, such as a tunable band gap, defect
tolerance and high carrier mobility.3 Despite the high power
generation efficiency of halide perovskites achieved in the
laboratory, their long-term performance is compromised by
the structural instability and chemical volatility, which causes
the prototype cubic crystal to break down under illumina-
tion, humidity and oxygen.4–9 Among the hybrid organic-
inorganic halide perovskites, CN3HN3PbI3 readily dissoci-
ates into PbI2 and CH3NH3I due to the volatility of the or-
ganic component.10 While purely inorganic halide perovskites
(CsPbX3, X = halide)11,12 have been proposed as a solution to
the problem of methylammonium group chemical volatility10,
they present a different set of structural stability challenges.
Upon prolonged storage, the optically active α-phase cubic
CsPbI3 transforms into the undesired yellow phase (δ -phase)
at room temperature, due to the low formation energy of the
δ -phase at room temperature and the high flexibility of the
perovskite lattice.13,14

Varied approaches have been taken to stabilize the opti-
cally active phases of CsPbI3, with nanostructuring11,12,15,
chemical doping16, and strain engineering17,18 emerging as
viable strategies. Colloidal nanocrystal (NC) synthesis in
particular is attractive because of the excellent optoelec-
tronic properties of NCs, including high quantum yields, nar-
row emission widths, and tunable band gaps over the IR-
UV range via halide composition engineering and quantum
confinement effects.19–21 In addition to their tunability, NC
perovskites also exhibit enhanced phase stability compared
to their bulk counterparts as the NC size decreases.11,12,22

For example, while bulk α-CsPbI3 can only be stablized at
temperatures greater than 600 K, its NCs can be synthe-
sized at room temperature.11,12,19 Similar trends with NC

a)Electronic mail: lztan@lbl.gov

size have also been observed in materials classes other than
halide perovskites, such as metal nanocrystals and ferroelec-
tric BaTiO3.23–25 In general, nanostructuring is thought to fa-
vor lower-density phases due to weaker cohesive forces than
in the bulk.26

In this work, we present an ab-initio analysis of the phase
diagram of CsPbI3 nanocrystals as a function of nanocrystal
size and synthesis conditions, showing that thermodynamic
considerations stabilize the phase sequence of α- , γ- , δ -
CsPbI3 with increasing nanocrystal size. Furthermore, CsI-
rich environments stabilize the optically active phases over
the inactive δ phase. We consider associated changes in
optical band gaps, developing an accurate quantum confine-
ment model to predict band gap scaling with nanocrystal
size, improving upon current models which fail for small NC
sizes. Instead, our improved model includes finite-well ef-
fects, which accounts for wavefunction leakage beyond NC
surfaces. As NC size is used to tune the optical properties for
quantum dots, our model serves a more precise prediction in
device design.

II. METHODS

We used density functional theory (DFT) as implemented
in the Vienna ab initio simulation package (VASP).27,28 The
projector augmented-wave (PAW) method was used to de-
scribe the electron–core interaction.29,30 The GGA functional
PBEsol was used as the exchange-correlation functional in the
structural relaxations and calculations of total energy.31,32 A
kinetic energy cutoff of 800 eV and 600 eV were used for the
bulk and the surface, respectively. A Monkhorst–Pack mesh
of 8× 8× 8 k-point was used for the bulk α-phase, 6× 6× 6
for bulk γ-phase, and 5× 5× 5 for the δ -phase, where the
k-point density is at least 0.04 Å. For slab calculations, the
k-point mesh is set to 5×5×1, 5×5×1 and 4×4×1 for α-
phase, γ-phase and δ -phase, respectively. Only one k-point is
considered along the c direction (with vacuum). Spin-orbital
coupling (SOC) is not considered in the calculation of forma-
tion energies, since for the same compound it does not change
the relative energy between phases.
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FIG. 1. The crystal structure of the relaxed slabs from three per-
ovskite phases along the c axis. The vacuum region (both sides) are
cropped for visualization. Atoms outside the unit cell within a− b

plane are included to display the octahedra structure.

Lattice constants (Å) Number of octahedral layers
α-phase a = 6.25 5
γ-phase a = 8.37, b=8.95 8
δ -phase a = 10.42, b=4.76 3

TABLE I. Lattice constants used in surface calculations

III. RESULTS AND DISCUSSION

Phase stability: First we computed the formation ener-
gies of three phases of cesium lead iodide (CsPbI3) which
are of most relevance: the cubic Pm3̄m phase referred to as
α-phase, the orthorhombic Pnma perovskite phase referred
to as γ-phase, and the orthorhombic yellow phase refered
to as δ -phase (Fig.1). The formation energy is defined as
Ef = ECsPbI3 −ECsI −EPbI2 , where ECsPbI3 , ECsI and EPbI2 are
the total enthalpies of the DFT calculations (Table II). Neg-
ative values indicate the bulk compound is stable against its
constituent binaries. Positive formation energy of the α phase
confirm its metastable nature, while γ- and δ -phase are ther-
modynamically stable. The results are consistent with the
observations that, as temperature cools down, the polymorph
transitions from α- to γ- and then to δ -phase.13

Since the bulk α phase is metastable, we suppose the sur-
face energy plays a key role in stabilizing the structure at small
crystal sizes. Therefore, we computed the surface energy for
the three phases, each phase containing three Miller indexes:
(100) (or (001)), (110), (111). For α- and γ-phase, each
cut leaves two possible terminations: CsI-terminated slab or
PBI2-terminated slab. For δ -phase, the cleaved surface can be
unambiguously chosen to not intersect PbI6 octahedral units.
For each slab configuration, we vary the layer of the slabs
until it is well converged. For α-phase, the surface energy
converged at 5 octahedral layers, for γ-phase, 8 layers and for
δ -phase, 3 layers. Note that for γ-phase, more atomic layers
are needed to achieve convergence. The vacuum is chosen to
be at least 40 Å to ensure that the periodic images are placed
far enough to minimize the interaction between themselves.
We constructed the slab structure from the initial bulk symme-
tries and let the atomic positions to relax. The lattice constants
along the a and b directions are fixed to their bulk value (Table
I), i.e. only 1× 1 unit cell is included in the lateral directions.
Thus no further octahedral distortion is allowed by symmetry
within the plane.

The surface energy is calculated by the equation33:

Esurf =
1

2A
(Eslab −NbEbulk −∑

i

niµi) (1)

where the Eslab is the DFT total energy of the slabs, A the
surface area, Ebulk the DFT total energy of the bulk, Nb the

TABLE II. Formation energies of the bulk and surface energies for
three perovskites phases calculated for CsI-rich environments.

α-phase γ-phase δ -phase
Ef (meV/f.m.u) 54.2 -85 -161
Esurf (meV/Å2) 1.2 4.0 7.5

number of formula unit the slab contains; µi is the chemical
potential of the species at the surface termination, and ni is the
number of the species. Since for the α- and γ-phase the ter-
mination is not stoichiometric, Esurf depends on the chemical
potential of the binary species. The chemical potential µi has
to follow certain bounds34:

µCsI + µPbI2 = ECsPbI3

µCsI ≤ ECsI

µPbI2 ≤ EPbI2

These bounds ensure that the bulk does not decompose into
the binaries. It is obvious that only one µi is an independent
variable. For example, µCsI = ECsI corresponds to a CsI-rich
environment where the surface is in equilibrium to the bulk
CsI, while µCsI = ECsPbI3 −EPbI2 = E f +ECsI corresponds to
a PbI2-rich environment.

Assuming CsI surface is grown in CsI-rich condition and
vice versa, for all α and γ symmetries, the lowest surface en-
ergy corresponds to the (100) facet with CsI termination (SI),
as this termination breaks the least bonds and leaves minimal
dangling bonds. For δ -phase, the surface is stoichiometric,
thereby not affected by the chemical potential.

As Table II shows, the α-phase has the lowest surface en-
ergy: 1.2 meV/Å2, which corresponds to a 46.8 meV energy
cost to form an areal unit cell in a surface. For γ-phase, the
energy penalty is 299.7 meV per areal unit cell; for δ -phase
372.3 meV per areal unit cell. These differences are signif-
icant, and lead to NC size tunability of phase stability. In
comparison, the surface energy of diamond is much higher at
5 J/m2 (312 meV/Å2 ).35

In the bulk, octahedral tilting of the PbI6 cage breaks the
symmetry of the cubic phase, and stabilizes the orthorhombic
perovskite phase by reducing its energy. In contrast, the ef-
fects of octahedral rotation are less significant at surfaces than
in the bulk, as evidenced by the small surface energies of the
α-phase

With the computed surface energies, we can start to under-
stand the NC size dependent phase stability. As the NC de-
creases in size, the surface/bulk ratio becomes larger, and the
formation energy for the NC will differ significantly based on
the surface energy. We approximate the total energy per for-
mula unit of one NC to consist of two parts: the bulk part ∆bulk
and the surface part ∆surf:

ENC = ∆bulk +∆surf (2)

where the ∆bulk equals the formation energy of the bulk Ef per
formula unit, and
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FIG. 2. Total energy of NC for three phases as a function of NC
diameter.

∆surf =
Esurf × 6d2

d3

V0

(3)

where d is the diameter of the NC and V0 the unit cell volume.
As the perovskite quantum dots synthesized in experiments
are cubes, for simplicity, we consider them to be isotropic in
this model. Therefore, the surface area is 6d2, and the d3/V0
normalize the formula units. Then we have:

ENC = Ef +
6Esurf ×V0

d
(4)

With Equation 3, we plot the relationship between ENC and
the NC size d for three different symmetries, as they possess
varying Ef and Esurf (Fig.2). At the bulk limit, the total energy
converges to the formation energies of the bulk (α > γ > δ ),
as the surface energy is negligible for large NCs. As the di-
ameter decreases, the total energy starts to increase as sur-
faces cost energy to form. However, due to the differences in
the surface energies, the total energies between phases start to
compete at smaller diameters. Below d = 5.6 nm, the total en-
ergy of γ-phase NC is smaller than that of the yellow δ -phase,
meaning that the γ-phase becomes thermodynamically more
stable. Further reducing the size below 3.7 nm lets the cubic
α-phase become energetically favorable to the yellow phase,
and finally overtake the orthorhombic δ -phase below 2.7 nm.

These predictions are consistent with existing experiments,
with phase-stable NCs of sizes typically ranging from 3
nm to 16 nm.12,19,21,36 The discrepancies between our cal-
culations and the experiments can come from two factors:
finite-temperature effects and kinetic trapping during growth.
Firstly, the vibrational entropy is expected to lower the free
energy of the α and γ phase NCs more than the δ phase NCs,
due to the less compact crystal structure of the former admit-
ting larger dynamic disorder. This effect would tend to stabi-
lize the α and γ phases at larger NC sizes. However, this effect
is expected to be limited as only the differences in vibrational
entropies of bulk and slab forms would appear in the calcula-
tion of surface free energies (equation (1)). Secondly, similar
to the bulk perovskites, the NCs may experience kinetic bar-
riers for the phase transitions during synthesis, where the op-
tically active phases are “trapped” before degrading. The de-
pendence of these kinetic effects on environmental conditions
is likely to explain the variation of NC sizes in experiments.37

The implication of these results is that the increase in stability
of cubic and orthorhombic phases in NC form have an intrin-
sic origin in their favorable phase structure at NC surfaces,
independent of effects such as passivation by ligands.

Depending on the stoichiometry, the surface energy is a
function of the chemical potential of the constituent com-
pounds, µCsI or µPbI2 . Additionally, the NC total energy is

a function of the surface energy Esurf and the NC size d. We
therefore consider a phase diagram with two variables µCsI
and d that can be controlled in synthesis to achieve favorable
NC phases. Fig.3 shows phase diagram as a function of both
d and ∆µCsI, which represents the lowest total energy curve in
Fig.2, with varying d and ∆µ . We have taken the upper bound
of µCsI to be ECsI, corresponding to CsI-rich condition; and
the lower bound to be ECsPbI3 −EPbI2 , corresponding to CsI-
poor. Here, ECsPbI3 is the total energy of the bulk γ-phase. To
achieve the the favourable perovskite phases, a combination
of small d and large ∆µCsI (CsI-rich environment) should be
chosen.

Quantum confinement: Quantum confinement of electronic
states results from the small length scale of nanoparticles,
which usually range from 1 – 25 nm, changing the continu-
ous band structure of a bulk semiconductor into discrete en-
ergy levels and increasing its band gap. In the most commonly
used model, nanostructuring is modeled by a potential well for
the carriers, increasing their quasiparticle energies and hence
the band gap. The Schrödinger equation is written as:

[−
h̄2

2m
∇2 +V(r)]Ψ = EΨ (5)

where the V (r) is the height of the well. The simplest model
assumes infinite potential wells, V (r > d) = 0 and V (r < d) =
−∞, and the boundary conditions that the wavefunction must
go to zero outside the potential well. The solution is particu-
larly simple:

En =
π2h̄2n2

2m∗d2 , n = 1,2... (6)

where the m∗ is the effective mass for electrons/holes. Here
we used m∗

e = 0.18me and m∗
h = 0.22me, calculated using

the PBE exchange-correlation functional with SOC.38 The
change in the band gap from its bulk value is given by the
first allowed (n= 1) energy levels of the electrons and holes39,
yielding;

∆Eg =
π2h̄2

2m∗
ed2 +

π2h̄2

2m∗
hd2 (7)

∆Eg is plotted as a function of 1/d in Fig.5. At the
bulk limit, the quantum confinement effect vanishes and the
band gap converges to the bulk value. As NC size reduces,
the quantum confinement effect becomes more pronounced,
opening the band gap significantly. The monotonic trend
matches well with experiments (Fig.5), the simple infinite
well model drastically overestimates the value of the band
gaps.

To address this mismatch, we considered a corrected model
where the finite potential is taken into account. In this model,
the potential well is not infinite, but is equal to the work func-
tion (φ ) of the slabs: V (r > d) = 0 and V (r < d) = −φ , thus
changing the boundary conditions. φ is computed by the equa-
tion:

φ = εfermi −VL (8)
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FIG. 3. Phase diagram of α-, γ- and the δ -phase, as a function of the chemical potential ∆µCsI and the NC size d. ∆µCsI = µCsI −ECsI. The
gradient infers the difference in total energy between α- and γ-phase (blue), and between γ- and δ -phase, respectively.

FIG. 4. Electrostatic potential of the slab of α-phase CsPbI3 along
the c direction (blue dashed line). Green dashed line represents the
Fermi level EF , and V interior

slab
is the average local potential. Vvac and

Φ denote the vacuum level and work function, respectively.

Thickness d (nm) 1.89 2.51 3.15
Work function φ (eV) 5.19 5.15 5.12
Energy shift ∆E (eV) 0.564 0.365 0.251

TABLE III. The lengths and height of the potential well, and the
corresponding energy shift for the cubic α-phase perovskite.

where εfermi is the Fermi level of the electrons and VL the
electrostatic potential at the vacuum, both calculated using
PBEsol function (illustrated in Fig.4). The results for different
slabs are summarized in Table III.

For the finite well, the wavefunction no longer vanishes
to zero at the potential wall, but decays exponentially out-
side the wall. The ground state wavefunction depends self-
consistently on the energy eigenvalue, which we solve for by
numerical iteration:

ψ = Ae−αr,whereα =
√

2m(φ −E)/h̄ (9)

A calculation of ∆E at 1.89, 2.51 and 3.15 nm, with the
work function of 5.19, 5.15 and 5.12 eV (the thickness of slabs
in our DFT calculations), yields the results: 0.506, 0.321, and
0.219 eV, respectively (Table III). Using the constant work
function value (5.12 eV) from the thickest slab in our DFT
calculations with different quantum well sizes gives almost
identical results, as plotted in Fig.5. This is to be expected
as the potential well height is mostly constant over the NC
size range. Using the constant work function (5.12 ev), we
estimated the change in the band gap for larger NCs. The
results can be fitted to ∆Eg = a/d2, where a = 2.686. The im-
pact of the finite well is that it rectifies the overconfinement
of the infinite well model, reducing the energy shift within
the quantum well, and leading to a smaller band gap. The fi-
nite potential well model has also been appied to 2D layered
perovskites40, where it was shown that it performed better for
thicker 2D perovskite layers due to the break down of the con-
tinuum approximation for the thinnest layers.

A further improvement to the model extends the one-
dimensional finite quantum well to three dimensions. We take
V (r) to be a cube-shaped potential well of depth φ , and solve

equation (5) in the planewave basis. The results of the 3D fi-
nite well model are shown in Fig.5, which lie between the 1D
infinite- and finite-well models. While the infinite-well model
over confines the wavefunctions, the finite-well model relaxes
the confinement in 1D, leaving the carriers unconfined along
other two dimensions, thereby results in an underestimation of
the energy shift. The 3D potential well, however, corrects the
error from both approximations and hence matches well with
the experiments, particularly at larger crystal sizes. At NC
sizes smaller than 7 nm, the 3D model starts to overestimate
the band gap, likely due to the breakdown of the continuum
approximation at these sizes.

For comparison, we have directly computed the band gaps
of small slabs using DFT, with PBEsol and SCAN function-
als. Since GGA and metaGGA are known to underestimate
the band gap, the Eg directly calculated are smaller than that
measured (1.08 eV for PBEsol and 1.24 eV for SCAN). Nev-
ertheless, the change Eg between bulk and slab forms is still
reliable. The DFT calculations also confirmed that the band
gap increases as NC size reduces, and agrees well with our
1D model at larger slab sizes. As slab size reduces to sub-
2 nm, the discrepancy between the model and DFT becomes
larger, indicating a drastic change in the electronic structure,
at which scale the confinement may no longer be considered
a perturbation to the band structure, as the periodicity of the
crystal is largely compromised at this size. Therefore, con-
tinuum models are likely to be poor approximations for the
electronic structure of small NCs.

The remaining discrepancies between the theoretical pre-
dictions and the measured band gap arise from effects other
than quantum confinement of free carriers. One possible
source of error could be that the local symmetry in CsPbI3
is dynamically broken, resulting in a larger band gap on
average.41–46 However, dynamical symmetry breaking is ex-
pected to be present in both bulk and NC forms. While ex-
citons in halide perovskites have Bohr radii similar to the
nanocrystal diameter, and exhibit measurable confinement
effects47, the exciton binding energies Eb in halide perovskites
are typically less than 50 meV48, and are small compared to
the band gap changes due to the band energy quantum confine-
ment effects described above. The exciton binding energy for
CsPbI3 is estimated to be 20 meV11, smaller than the thermal
energy kBT . Evidence of the extent to which nanostructuring
influences the exciton binding energy in halide perovskites is
unclear, with varied values of Eb reported depending on the
characterization method.49,50
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FIG. 5. Band gap change as a function of NC size. The NC experiments are referenced from literature12, where ∆Eg = Eg,NC −Eg,bulk (1.73
eV). The orange circles denote the calculated band gap shift from our finite-well model with individual quantum well size and work function
from Table 4. The green circles use a single work function (5.12 eV) from the thickest slab with varying well sizes and is fitted to 1/d2 (green
dashed line). The ∆Eg for PBEsol and SCAN functional is calculated by ∆Eg = Eg,slab −Eg,bulk.

IV. CONCLUSION

Using DFT, we studied three competing phases of CsPbI3
as a function of NC size and synthesis conditions, and solved
for the conditions under which the optically active phases can
be stabilized. The size dependence of the phase stability is
shown to have an intrinsic origin in the surface structure of
the perovskite phases. Our model for predicting the band
gap changes with NC size improves upon current infinite-well
models, providing better predictions for small NCs, and show-
ing that the finite potential barrier at the NC surface is cru-
cial for understanding the electronic structure of halide per-
ovskite NCs. In summary, these predictions will enable im-
proved control of the optically active halide perovskite phases
via nanostructuring, and of their optoelectronic properties.

V. SUPPLEMENTARY MATERIALS

The supporting information is available via
Supporting Information.
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