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Professor Matthias J. Aschenbrenner, Chair

When is an ideal of a ring radical or prime? By examining its generators, one may in many

cases definably and uniformly test the ideal’s properties. We seek to establish such definable

formulas in rings of p-adic power series, such as Qp〈X〉, Zp〈X〉, and related rings of power

series over more general valuation rings and their fraction fields. We obtain a definable,

uniform test for radicality, and, in the one-dimensional case, for primality. This builds upon

the techniques stemming from the proof of the quantifier elimination results for the analytic

theory of the p-adic integers by Denef and van den Dries, and the linear algebra methods of

Hermann and Seidenberg.
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CHAPTER 1

Introduction

Given generators of an ideal in a ring, such as a polynomial ring of one or several variables,

can one effectively compute the properties of such an ideal (primeness, radicality, and so on)?

For many rings the answers are known to be positive. For instance, in polynomial rings over

fields the Euclidean Algorithm allows one to compute a single polynomial generating the

ideal in question, and testing whether an ideal is prime (radical) reduces to testing whether

this polynomial is irreducible (squarefree). A generalization of the Euclidean Algorithm

to multivariable polynomial rings over fields is provided by the theory of Gröbner bases,

extensively developed since the 1960s, which make the effective computation with ideals of

such rings possible [2, 12].

Defining properties of ideals

Much earlier Grete Hermann (1901–1984), a student of Emmy Noether, had studied questions

of this kind. Her work [42] was later corrected and augmented by Seidenberg [69] and

others [59, 60, 61]. (A translation of [42] into English is available [43].) A sample result

shown in her 1926 dissertation [42, Satz 2] is the following (see also Theorem 3.2.3 below):

Consider polynomials f0, . . . , fn ∈ K[X] = K[X1, . . . , XN ] of (total) degree at

most d over a field K. If f0 ∈ (f1, . . . , fn), then

f0 = g1f1 + · · ·+ gnfn

for certain g1, . . . , gn ∈ K[X] whose degrees are bounded by a number I(N, d)

depending only on N and d (not on the field K or the particular polynomials

f0, . . . , fn). [In fact, one may take I(N, d) = N(2d)2N−1
.]
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Let now f0(C,X), . . . , fn(C,X) be polynomials with “indeterminate coefficients”, that is,

each fi has integer coefficients, and the C = (C1, . . . , CM) are new “parametric” variables.

Given a field K, substitution of a tuple c ∈ KM (of “parameters”) for C yields a poly-

nomial fi(c,X) ∈ K[X]; we denote the ideal of K[X] generated by f1(c,X), . . . , fn(c,X)

by I(c,X). The starting point of this thesis is the observation that the existence of the

uniform bound I(N, d) is equivalent to the following statement: for each field K, the subset{
c ∈ KM : f0(c,X) ∈ I(c,X)

}
(1.1)

of KM is constructible, i.e., a finite boolean combination of algebraic subsets of KM . Results

on dependence on parameters such as this can best expressed using the terminology of

mathematical logic: for example, Hermann’s Theorem in the form stated above simply asserts

that the set (1.1) above is definable by a quantifier-free formula in the (first-order) language

Lring = {0, 1,+,−, · } of rings, uniformly for all fields K. (For a generalization of sorts to

Bézout domains see [8].) As a special case, we see that the property of the ideal I(c,X) to be

proper (not to equal K[X]) is uniformly definable in this way. One may ask whether other

properties of I(c,X), such as being maximal, prime, radical, etc., are similarly definable.

For primality, a positive answer was given by Lambert [47, 48], based on Hermann’s work,

who showed the existence of an Lring-formula π(C) such that for every field K and c ∈ KM ,

K |= π(c) ⇐⇒ I(c,X) is prime.

A crucial difference to Hermann’s theorem here is that π, in general, may involve quantifiers

(corresponding to taking projections of constructible sets); we can take π to be quantifier-

free if we are only interested in algebraically closed fields K. A similar result for defining

primary ideals was much earlier shown by A. Robinson [62], and for maximality this is due

to van den Dries [21, (1.6)]. Definability of the dimension of I(c,X) was shown by Eklof [29]

and Stützer [72]. Following the lead of A. Robinson [64], van den Dries and Schmidt [20, 25]

later unified and vastly extended these results via an elegant non-standard approach. Besides

being of interest in themselves, they play an important role in applications of logic to field

theory and algebraic geometry. Many extensions to other notions of “polynomial” (e.g.,

differential polynomials [39]) have been considered.
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The analytic theory of p-adic numbers

In the present thesis, we seek to find such tests for rings of power series. Here, the question

of “bounds” does not make sense anymore (power series don’t have a “degree”), but the

formulation in terms of definability does. More specifically, we work with the ring Qp〈X〉 of

restricted p-adic power series. This ring, also known as the Tate algebra over Qp, consists of

all power series

f =
∑
ν

fνX
ν where fν ∈ Qp and |fν |p → 0 as |ν| → ∞.

Here, as before, X = (X1, . . . , XN); moreover, for ν = (ν1, . . . , νN) ∈ NN we write Xν =

Xν1
1 · · ·X

νN
N and |ν| := ν1 + · · ·+ νN , and |a|p = p− ordp(a) denotes the p-adic norm of a ∈ Qp.

The p-adic norm on Qp extends to the Gauss norm on Qp〈X〉, denoted by the same notation:

|f |p := max
ν
|fν |p.

(See also Section 2.1 below.) Let Zp = {a ∈ Qp : |a|p 6 1} be the ring of p-adic integers.

Then for f ∈ Qp〈X〉 and x ∈ ZNp the series f(x) =
∑

ν fνx
ν converges in Qp, so f gives rise

to an analytic function x 7→ f(x) : ZNp → Qp. More generally, a polydisk B(a, r) with center

a = (a1, . . . , aN) ∈ ZNp and radius r = (r1, . . . , rN) (where ri = p−ei , ei ∈ N, for i = 1, . . . , N)

is the set

B(a, r) :=
{
x ∈ ZNp : |x− a| 6 r

}
,

and a function f : B(a, r)→ Qp is said to be analytic if the function f ◦γ : ZNp → Qp is given

by a restricted power series, where γ : ZNp → B(a, r) is the natural bijection given by

γ(y) = (r1y1 + a1, . . . , rNyN + aN) for y = (y1, . . . , yN) ∈ ZpN .

In [19], Denef and van den Dries investigated the sets definable in Zp using such analytic

functions. We briefly recall the basic definitions and the main result of [19, §1].

Definition. One says that a subset S of ZNp is

(1) semianalytic at a ∈ ZNp if there is a polydisk B = B(a, r) such that S ∩ B(a, r) is a

boolean combination of sets of the form{
x ∈ B : f(x) = yn for some y ∈ Q×p

}
,
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where f is an analytic function on B and n > 1 is an integer;

(2) semianalytic if it is semianalytic at each a ∈ ZNp ;

(3) subanalytic if there is a semianalytic set S ′ ⊆ ZN+N ′
p , for some N ′ ∈ N, such that S =

π(S ′), where π : ZN+N ′
p → ZNp is the natural projection onto the first N coordinates.

These concepts are modeled on the perhaps better-known notions of semi- and subanalytic

subsets of RN [51]. It is not hard to see that the semi-analytic subsets of ZNp form a boolean

algebra of subsets of ZNp . In [19], the authors show that the subanalytic subsets of ZNp
also form a boolean algebra of subsets of ZNp (with closure under complement being the

decisive fact to be established). In fact, let LZp be the language Lring of rings augmented

by a binary predicate | and function symbols for each power series f ∈ Zp〈X〉, for varying

X = (X1, . . . , XN), N ∈ N, and view Zp as an LZp-structure in the natural way, interpreting |

by divisibility in Zp and each f ∈ Zp〈X〉 by the corresponding analytic function x 7→

f(x) : ZNp → Zp. Then the subanalytic subsets of ZNp are exactly the subsets of ZNp definable

in the LZp-structure Zp [19, (1.6)]. (Later applications of this important result include, for

example, the study of the subgroup growth of p-adic analytic groups by du Sautoy [67].)

In general, the class of subanalytic subsets of ZNp is much bigger than that of the semi-

analytic subsets of ZNp ; however, for N 6 2, they agree [19, (2.5), (2.6)]. Subanalytic sets

are piecewise given by manifolds; more precisely, each subanalytic S ⊆ ZNp is a finite disjoint

union of p-adic submanifolds of ZNp which are also subanalytic [19, (3.14)]. As a consequence

there is a reasonable notion of dimension for subanalytic sets, cf. [19, §3].

Main results

Let C = (C1, . . . , CM) be a tuple of parametric variables and f1, . . . , fn ∈ Zp〈C,X〉. We

may consider varying c ∈ ZMp and examining how the corresponding ideals I(c,X) of Qp〈X〉

generated by f1(c,X), . . . , fn(c,X) vary. As in the case of polynomial ideals, a first sim-

ple case is to check whether I(c,X) is proper. Hermann’s method for solving system of

linear equations over polynomial rings is based on repeated use of Euclidean Division of
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polynomials and suitable changes of variables to make its application possible. In Chapter 3

we reproduce an adaptation of Hermann’s method to Qp〈X〉 from [6, 7, 9] which replaces

Euclidean Division by Weierstrass Division in Qp〈X〉. (In fact, we need a variant of the

Weierstrass Division Theorem which is uniform in parameters, established in the course of

the proof of the “theorem of the complement” for subanalytic sets in [19] explained above.)

Among other things, we show there that the set of c ∈ ZMp with 1 ∈ I(c,X) can be defined

by a quantifier-free Ld
Zp-formula. Here Ld

Zp is the expansion of LZp by a binary function

symbol d for “restricted division”, interpreted in Zp as

d(x, y) =


x/y if |x|p 6 |y|p and y 6= 0,

0 otherwise.

(See also Section 2.2 below.) In particular, this set is subanalytic. Moreover, the defining

formula in question can be chosen to be independent of the prime p, in a suitable framework,

namely van den Dries’ theory of valuation rings with analytic structure from [23] (see also

Definition 2.2.1 below). Although uniformity of this kind in this result and others below is

important for applications (for example, it makes the use of model-theoretic compactness

arguments possible), we will not further elaborate on it in this introduction, for ease of

exposition, and rather refer the reader to the precise statements in later chapters.

Our first main result concerns radical ideals:

Theorem A. There is a quantifier-free Ld
Zp-formula which defines the set of all c ∈ ZMp such

that the ideal I(c,X) of Qp〈X〉 is radical.

We prove this theorem in Chapter 5, where we also establish several variants. First, there

is the uniformity in p hinted at above. Moreover, we are able to parametrize generators for

the (nil)radical√
I(c,X) =

{
f ∈ Qp〈X〉 : fE ∈ I(c,X) for some integer E > 1

}
of I(c,X) by certain Ld

Zp-terms (Theorem 5.2.2). As a consequence, one can uniformly bound

the exponent E such that fE ∈ I(c,X) for f ∈
√
I(c,X), mimicking a result of A. Robin-

son [64, 63] for polynomial ideals, see Corollary 5.2.4. And finally, in Proposition 5.3.1 we
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show an analogue of Theorem A with Qp〈X〉 replaced by its subring

Zp〈X〉 = Zp[[X]] ∩Qp〈X〉.

As a sample application of the latter, let us mention the following test for an ideal of Zp〈X〉

to be radical. (Corollary 5.3.5.) A map ZMp → ZLp is said to be subanalytic if its graph,

viewed as a subset of ZM+L
p , is subanalytic.

Corollary. There exist a finite family {fλ} of elements of Zp〈V,X〉, where V = (V1, . . . , VL)

is a tuple of new indeterminates (L ∈ N), an integer E > 1, and a subanalytic map c 7→

a(c) : ZMp → ZLp , such that for all c ∈ ZMp , the ideal I of Zp〈X〉 generated by the power

series f1(c,X), . . . , fn(c,X) is radical iff for each λ the following implication holds:

fλ
(
a(c), X

)E ∈ I =⇒ fλ
(
a(c), X

)
∈ I.

In Section 4.2 we show that maximal ideals of Qp〈X〉 and Zp〈X〉 are uniformly definable,

as is the dimension of ideals of Qp〈X〉. However, our second main result deals with prime

ideals of Qp〈X〉; here, unfortunately we have to place a restriction on the dimension:

Theorem B. The set of all c ∈ ZMp such that I(c,X) is prime and dim I(c,X) 6 1 is

subanalytic.

As a consequence, we obtain a uniform parametrization of primary decompositions of one-

dimensional ideals:

Corollary. There are a finite family
{

(~f1,λ, . . . , ~fn,λ)
}

where each ~fi,λ is an m-tuple of

power series in Zp〈V,X〉, for some m, n and tuple V = (V1, . . . , VL) of new indetermi-

nates (L ∈ N), as well as a subanalytic map c 7→ a(c) : ZMp → ZLp , such that for all c ∈ ZMp
satisfying dim I(c,X) 6 1, for some λ the ideals of Qp〈X〉 generated by the components of

the tuple ~fi,λ
(
a(c), X

)
∈ Zp〈X〉m (i = 1, . . . , n) are an irredundant primary decomposition

of I(c,X).

We also have an analogue of Theorem B for prime ideals of Zp〈X〉; see Corollary 7.3.7. A

similar result for defining prime ideals of Zp[X] was shown in [8, Corollary 5.12], without

restriction on the dimension but with less uniformity than in the full version of Theorem B

proved in Section 7.3 (see Remark 7.3.9).
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Strategy of the proof of Theorem B

Why do we need the restriction on the dimension in Theorem B? To explain this, it may

be useful to briefly discuss the strategy behind our proof of this theorem. Using standard

techniques (induction on dimension) and a uniform version of the Noether Normalization

Theorem (4.2.1), checking whether I(c,X) is prime reduces to testing the primality of ideals

in polynomial rings of the form K[Y ], where K = Frac(Qp〈X〉) is the fraction field of the

integral domain Qp〈X〉 and Y is a finite tuple of new indeterminates. It is well-known (for

example, see [8, Section 5] or Section 7.1 below) that this can be further reduced to answering

the following question:

Let P (Y ) ∈ Qp〈X〉[Y ] be separable over K, with Y a single indeterminate. Is

there some y ∈ Qp〈X〉 with P (y) = 0?

To be able to decide this, two natural approaches to find y by an approximation argument

suggest themselves; however, as we shall see, neither one seems to work straight away. Let

∆ ∈ Qp〈X〉 be the discriminant of P ; thus ∆ 6= 0 by separability of P .

Use that Zp〈X〉 is henselian: This fact (a consequence of the completeness of Zp〈X〉 with

respect to the Gauss norm) implies the following useful lifting principle for “approx-

imate zeros” of P : given a ∈ Zp〈X〉 such that P (a) ≡ 0 mod p∆2, there is a unique

y ∈ Zp〈X〉 such that P (y) = 0 and y ≡ a mod p∆. (See, e.g., Section 6.1 below.)

Reducing (as we may) to the case where P has coefficients in Zp〈X〉, one could thus

hope to reduce the task at hand to finding zeros of one-variable polynomials over the

seemingly “simpler” quotient rings Zp〈X〉/p∆2Zp〈X〉 (which are, indeed, finite if X is

a single variable). However, it is not clear how to treat these rings in a uniform manner:

recall that the coefficients of P are thought of as depending on parameters c ∈ ZMp ,

and we cannot even bound |∆|p uniformly as these parameters vary.

Use Hensel’s Lemma in Qp[[X]]: Now Zp〈X〉 is a subring of the ring Qp[[X]] of formal

power series over Qp, and since the latter is complete with respect to the X-adic norm,

7



we may try to use the Newton-Hensel Lemma in this setting instead: given a ∈ Zp[X]

with P (a) ≡ 0 mod X∆2, there is a unique y ∈ Qp[[X]] such that P (y) = 0 and

y ≡ a mod X∆. It is well-known that such a zero y ∈ Qp[[X]] of P converges on

some polydisk B with center 0; but how to tell whether one can choose B ⊇ ZNp (i.e.,

whether y lies in Qp〈X〉)? This seems difficult to do in a uniform manner, and is related

to the problem of computing the optimal value of Eisenstein’s constant [27, 53].

Nevertheless, in our proof of Theorem B we were able to combine aspects of both of these

seemingly failing approaches. The key is the following uniform bound on the discriminant

of certain polynomials established in Section 6.2. For this let O be a valuation ring with

fraction field K = Frac(O) of characteristic zero. Let P ∈ O[Y ] be monic irreducible, with

discriminant ∆. Call P integrally closed if the integral closure of O in the field extension

K[y] := K[Y ]/PK[Y ] of K equals O[y]; here y := Y + PK[Y ]. A Z-group is an ordered

abelian group Γ which has a smallest positive element and satisfies |Γ/nΓ| = n for each n > 1.

One says that O is unramified if either the residue field k of O has characteristic zero, or if

chark = p > 0 and v(p) is the smallest element of the value group v(K×) of O.

Proposition. Suppose O is unramified and its value group is a Z-group. If P is integrally

closed then

v(∆) 6 d− 1 + C(d, p)v(p) where d = degP , p = characteristic of the residue field of O.

Here the bound C(d, p) ∈ N only depends on d, p, not on O and the coefficients of P .

If O is a DVR (that is, its value group is Z), this is a classical fact due to Hensel [41]; we de-

duce the general case using the Ax-Kochen-Eršov Principle and a first-order characterization

of integrally closed polynomials due to Eršov [34] and Khanduja-Kumar [44], generalizing a

theorem of Dedekind [17]. (A version of this proposition also holds for finitely ramified O,

but in the applications later only the unramified case is used.) Below we say that a monic

polynomial P ∈ O[Y ] (possibly reducible) has large discriminant if its discriminant obeys

the bound in the proposition.
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Let now T be the theory of unramified valued fields of characteristic (0, p) whose value

group is a Z-group and whose residue field is infinite and perfect. We formulate this theory

in a suitably chosen language L so that T is universally axiomatized. In L we also include

Skolem functions for the zeros of polynomials with large discriminant, and T incorporates

the necessary defining axioms. (We refer to Section 7.1 for the details, where we denote L, T

by L∗1, T ∗1 (1, p), respectively.) A compactness argument based on the proposition above then

shows that zeros of polynomials in models of T can be uniformly parametrized by L-terms:

Proposition. There is a finite family {τ di }i∈I of L-terms τ di = τni (x1, . . . , xd) such that for

all K |= T and a1, . . . , ad ∈ K, if

P (Y ) = Y d + a1Y
d−1 + · · ·+ ad ∈ K[Y ]

has a zero in K, then P
(
τ di (a1, . . . , ad)

)
= 0 for some i ∈ I.

Here the condition that the residue field is infinite perfect guarantees that the relevant

integral closures are monogenic, see (6.2.10).

We now hope to apply this fact to the fraction field of Qp〈X〉 equipped with the natural

extension of the Gauss norm to a (multiplicatively written) valuation on Frac(Qp〈X〉); but

although this valued field has value group Z and infinite residue field Fp(X), this residue

field is not perfect. To remedy this we pass from the Tate algebra Qp〈X〉 to the ring

Qp〈X1/p∞〉 =
⋃
n

Qp〈X1/pn〉

obtained by introducing pnth roots of the indeterminates Xi for each n. One can then turn

the fraction field K of Qp〈X1/p∞〉 into a model of T in a natural way (Section 7.2). Thus the

last proposition essentially reduces the task which we set ourselves at the beginning of this

subsection to the problem of uniformly parametrizing the zeros of monic polynomials with

large discriminant over O = valuation ring of K. However, to be able to continue, we need

to make an extra assumption (reflecting the restriction on dim I(c,X) in Theorem B):

Suppose from now on that X is a single indeterminate.
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The benefit of this assumption is that now the Newton diagram method for polynomials over

the field

P(Qp) =
⋃
m>1

Qp((X
1/m))

of Puiseux series over Qp (which contains K as a subfield) with respect to the X-adic

valuation on P(Qp) applies, and this allows us to reduce the task of computing zeros of

polynomials over K to the analogous task over Qp〈X〉 (7.2.2). Thus by the considerations

above, we arrive at the following simpler problem: given a polynomial P ∈ Qp〈X〉[Y ] with

large discriminant, compute the zeros of P in Qp〈X〉. This can further be reduced to the

consideration of monic polynomials with large discriminant having coefficients in Zp〈X〉 (and

then by Gauss’ Lemma, all zeros of these polynomials in Qp〈X〉 actually lie in Zp〈X〉). In

this case the Newton diagram method with respect to the p-adic norm and the henselian

property of Zp〈X〉 can be used to compute the zeros, the punchline being that the uniform

bound on |∆|p gives an upper bound on the number of steps which are needed to reach a

situation where Hensel’s Lemma in Zp〈X〉 applies. (See Proposition 6.1.15 below, the proof

of which also involves another use of the hypothesis N = 1.)

Organization of the thesis

To begin with, we introduce rings of restricted power series (Section 2.1). We also introduce

Weierstrass Division, which will be an important tool for partially emulating Euclidean

Division of polynomials for power series. We then extend these methods to restricted power

series with parameters (Section 2.2), and to more general power series over valuation rings

which are not necessarily complete DVRs like Zp (Section 2.3).

In Chapter 3 we then develop techniques of linear algebra for solving systems of linear

equations over rings of restricted power series. Hermann’s Method can be used to inductively

reduce the complexity of matrix equations; this often requires a process of desingularization

(Section 3.1). As an application we establish the uniform definability of various basic ideal-

theoretic operations, including simple cases of elimination of variables (Section 3.3).

Next, with the process of Weierstrass Division as motivation, we introduce Weierstrass
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sequences of polynomials and power series (Section 4.1), which are useful for making the

Noether Normalization Theorem uniform in parameters (Section 4.2). This allows us to

compute radicals of ideals in Chapter 5, first in polynomial rings and then extending to

rings of restricted power series.

Results of Hermann and Robinson (reproved using non-standard analysis by van den

Dries and Schmidt) provide parametrizations for generators of radicals of polynomial ideals

over fields. (Section 5.1.) In the case of restricted power series, we combine these with a

strategy indicated in [35] for computing radicals in polynomial rings over fields: we seek a

“universal denominator” a 6= 0 such that the ideal I may be written (I : a) ∩ (I, a); it then

suffices to compute the radicals of each of these ideals separately, giving rise to an induction

by dimension. This results in a proof of Theorem A.

For the case of primality, we first show a uniform version of the Newton-Hensel Lemma

for Zp〈X〉 and explain the basics of the Newton diagram method, leading to a parametriza-

tion of the zeros of polynomials over Zp〈X〉 with bounded discriminant when N = 1 (Sec-

tion 6.1). We then establish the bounds on the valuation of the discriminant of integrally

closed polynomials (Section 6.2) and develop a language in which we may define conditions

for a polynomial ideal over a valued field to be primary, as discussed above (Section 7.1). In

Section 7.2 we introduce the ring Qp〈X1/p∞〉 and in Section 7.3 we finally give a definable

condition for one-dimensional prime ideals and complete the proof of Theorem B.

Some open questions

Besides the obvious question whether one can remove the condition on the dimension of the

ideal I(c,X) in Theorem B and its corollary, several other issues deserve to be pursued in

the future; we finish this introduction by listing a few.

First, in order to make Theorems A and B useful for applications, one needs to strengthen

their connection with the geometric situation of subanalytic sets. Here a first step would

be to answer the following question: can we find, uniformly in c ∈ ZMp , generators for the
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vanishing ideal

{
g ∈ Qp〈X〉 : g(x) = 0 for all x ∈ ZNp with f1(c, x) = · · · = fn(c, x) = 0

}
of f1(c,X), . . . , fn(c,X)? For the case where the ideal I(c,X) of Qp〈X〉 has dimension 0,

this follows from work of Sander [66].

We mentioned earlier in this introduction that the question of bounds does not make

sense for power series; however, there is a subring of Qp〈X〉 for which these questions do

make sense, namely the ring Qp〈X〉alg of restricted power series which are algebraic over

the polynomial ring Qp[X]. These rings satisfy many properties of Qp〈X〉; for example,

they are closed under Weierstrass Division. A suitable notion of complexity for power series

in Qp〈X〉alg was developed in [9], and bounds in Hermann’s method were established. It

may be worthwhile to compute similar bounds in Theorems A and B, although this may be

difficult in the latter, due to the uses of model-compactness in its proof. Similar questions for

formal algebraic power series were pursued in [3, 4, 5]; in [4], the authors give an algorithm

for computing radicals in this situation, and they write that by lack of a factorization algo-

rithm for polynomials over an algebraic power series ring, we can only reduce [. . . ] primary

decomposition, primality and primariety tests to univariate polynomial factorization. This

difficulty is what we were able to circumvent (although non-constructively) in the setting of

restricted p-adic power series in our proof of Theorem B. Related to this question, it seems

plausible that if the fi are algebraic, then the sets of parameters c in Theorems A and B

are p-adic semialgebraic (i.e., definable in the sublanguage Lring of LZp). For Theorems 3.3.1

and 3.3.3 below, this was shown already in [6].

It would also be interesting to pursue analogues of the questions considered in this thesis

in the setting of rigid analytic geometry [14]. Here, the model-theoretic analogues of the

theorems of Denef-van den Dries were established by Lipshitz and Z. Robinson [50]. First

steps in this direction were undertaken by Çelikler [15], who showed a uniform version of

Noether Normalization in this context.
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Notations and conventions

Throughout this thesis m, n range over the set N = {0, 1, 2, . . . } of natural numbers. By

C = (C1, . . . , CM) and X = (X1, . . . , XN) we always denote tuples of distinct indeterminates,

where M,N ∈ N. Given an additively written abelian group A we set A6= := A \ {0}. All

rings in this paper are commutative with 1. The group of units of a ring R is denoted by R×.
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CHAPTER 2

Preliminaries

In this chapter we introduce rings of restricted power series, which are the main objects

of interest in this thesis, as well as the tools of Weierstrass Division and Preparation for

simplifying such power series. These methods generalize the notion of Euclidean Division

for single-variable polynomials. In Section 2.1 we first introduce Weierstrass Division and

Preparation for rings of restricted power series over an integral domainD with a distinguished

prime element t such that D is t-adically complete (2.1.3, 2.1.4). The “standard” example is

D = Zp. In Section 2.2 we then discuss uniformity in parameters in the Weierstrass Division

and Preparation Theorems, described using suitable first-order languages LD and Ld
D (2.2.11,

2.2.12). Both of these languages contain function symbols for power series, as well as binary

divisibility predicates, while the latter expands the former by adding a symbol for “restricted

division”. This uniformity allows us to formulate and prove a version of Weierstrass Division

and Preparation for restricted power series over “nonstandard” valuation rings (Section 2.3).

These results also hold for power series rings over the fraction fields of our rings (such as Qp)

and their nonstandard equivalents.

2.1 Rings of Restricted Power Series

Let D be an noetherian integral domain. We assume that we are given a prime element t

of D (that is, t 6= 0 and the ideal tD of D generated by t is prime). We also assume

that D is t-adically complete (that is, complete with respect to the linear topology on D

with fundamental system of neighborhoods of 0 given by the ideals tnD). We set D := D/tD,

with residue morphism a 7→ a := a+ tD : D → D. Some examples to keep in mind are:
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(1) D = Z[[t]], the ring of formal power series over Z in the single variable t, in which

case D = Z;

(2) D is a complete discrete valuation ring (DVR) with maximal ideal tD; e.g., D = Zp,

with t = p, where we have D = Fp.

The completion of the polynomial ring D[X] = D[X1, . . . , XN ] with respect to the t-adic

topology is called the ring of restricted power series with coefficients in D and will be

denoted by D〈X〉 = D〈X1, . . . , XN〉. It may be regarded as a subring of the ring D[[X]] of

formal power series over D in a natural way: its elements are the power series

f =
∑
ν

fνX
ν ∈ D[[X]] (fν ∈ D)

such that fν → 0 (in the t-adic topology on D) as |ν| → ∞. Here and below ν = (ν1, . . . , νN)

ranges over all multiindices in NN , Xν := Xν1
1 · · ·X

νN
N , and |ν| := ν1 + · · · + νN . Given

g = (g1, . . . , gN) ∈ D〈C〉N we set gν := gν11 · · · g
νN
N ∈ D〈C〉 for each ν; then fνg

ν → 0 as

|ν| → ∞, hence we may define

f(g) = f(g1, . . . , gN) :=
∑
ν

fνg
ν ∈ D〈C〉. (2.1)

The map f 7→ f(g) is the unique D-algebra morphism D〈X〉 → D〈C〉 with Xi 7→ gi for

i = 1, . . . , N . Given a ∈ D 6= there is some n such that a ∈ tnD \ tn+1D, and we let

vt(a) := n, the t-adic valuation of a. The map vt : D
6= → N indeed is a valuation on the

integral domain D, that is,

vt(ab) = vt(a) + vt(b) for a, b ∈ D 6=,

and

vt(a+ b) > min
{
vt(a), vt(b)

}
for a, b ∈ D 6= with a+ b ∈ D 6=.

The t-adic valuation on D extends to D〈X〉 by setting

vt(f) = min
ν
vt(fν) for f =

∑
ν

fνX
ν ∈ D〈X〉6=.
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See [14, p. 44, Corollary 2] for a proof that vt : D〈X〉6= → N is a valuation on the integral

domain D〈X〉. We denote the image of f ∈ D〈X〉 under the canonical surjection

D〈X〉 → D〈X〉/tD〈X〉 ∼= D[X]

by f . The group of units of D〈X〉 is

D〈X〉× = D×
(
1 + tD〈X〉

)
=
{
f ∈ D〈X〉 : f ∈ D×

}
. (2.2)

(To see this note that if f ∈ tD〈X〉 then fn → 0 as n → ∞, hence
∑

n f
n exists in D〈X〉

by completeness of D〈X〉, and this is an inverse of 1− f .)

Suppose from now on that N > 1, and let X ′ := (X1, . . . , XN−1). Then D〈X ′〉 is a subring

of D〈X〉, and every f ∈ D〈X〉 can be written uniquely in the form

f =
∞∑
i=0

fiX
i
N with fi(X

′) ∈ D〈X ′〉 for all i ∈ N, (2.3)

where the infinite sum converges with respect to the t-adic topology on D〈X〉. An element f

of D〈X〉, expressed as in (2.3), is called regular in XN of degree s ∈ N if its reduction

f ∈ D[X] is unit-monic of degree s in XN , that is,

(1) fs is a unit in D, and

(2) fi = 0 for all i > s.

An element f of D〈X ′〉[XN ] which is monic of degree s in XN (so that in particular f is

regular in XN of degree s, as an element of D〈X〉) is called a Weierstrass polynomial

in XN of degree s. For a proof of the following standard facts see, e.g., [14]:

Lemma 2.1.1 (Noether Normalization). Let A be an integral domain and f ∈ A[X], f 6= 0,

be of total degree < d, where d > 1. Then the A-algebra automorphism Td of A[X] given by

Xi 7→ Xi +XdN−i

N (for 1 6 i < N)

XN 7→ XN

has the property that for some s < dN and u ∈ A6=,

Td(f) = uXs
N + terms of lower degree in XN .
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Applying this to A = D, we get:

Lemma 2.1.2. Let d > 1 and f ∈ D〈X〉 be such that f ∈ D[X] is non-zero of degree < d.

Let Td be the D-algebra automorphism of D〈X〉 defined by

Xi 7→ Xi +XdN−i

N (for 1 6 i < N)

XN 7→ XN .

Then for some e < dN and some u ∈ D with vt(u) = 0,

Td(f) = uXe
N + terms of lower degree in XN mod t.

(In particular, if D is a field, then Td(f) is regular in XN of degree < dN .)

The ring D〈X〉 has the following fundamental property:

Theorem 2.1.3 (Weierstrass Division Theorem for D〈X〉). Let g ∈ D〈X〉 be regular in XN

of degree s. Then for each f ∈ D〈X〉 there are uniquely determined elements q ∈ D〈X〉 and

r ∈ D〈X ′〉[XN ] with degXN r < s such that f = qg + r.

So in particular, we get

D〈X〉/gD〈X〉 ∼= D〈X ′〉 ⊕D〈X ′〉XN ⊕ · · · ⊕D〈X ′〉XN
s−1

(2.4)

as D〈X ′〉-algebras, where XN = XN mod g. Applying Weierstrass Division with f = Xs
N ,

we obtain an important corollary:

Corollary 2.1.4 (Weierstrass Preparation Theorem for D〈X〉). Let g ∈ D〈X〉 be regular

in XN of degree s. There are a unique Weierstrass polynomial w ∈ D〈X ′〉[XN ] of degree s

and a unique unit u ∈ D〈X〉 such that g = u · w.

One useful consequence of Weierstrass Division is that the ring D〈X〉 is noetherian; here is

another one:

Corollary 2.1.5. Let w ∈ D〈X ′〉[XN ] be a Weierstrass polynomial. Then the natural inclu-

sion D〈X ′〉[XN ] ⊆ D〈X〉 induces an isomorphism

D〈X ′〉[XN ]/wD〈X ′〉[XN ]
∼=−→ D〈X〉/wD〈X〉.
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Proof. The surjectivity of the map follows from the existence part of Weierstrass Division.

For injectivity, we have to show: if fw = g ∈ D〈X ′〉[XN ] for some f ∈ D〈X〉, then

f ∈ D〈X ′〉[XN ]. This follows by Euclidean Division of g by the monic polynomial w in

D〈X ′〉[XN ], and by the uniqueness statement in the Weierstrass Division Theorem.

2.2 Parametric Weierstrass Preparation

We let D and t be as in the previous section. Consider a restricted power series f ∈ D〈C,X〉,

so

f(C,X) =
∑
ν

fν(C)Xν where fν ∈ D〈C〉 for each ν. (2.5)

We let µ = (µ1, . . . , µM) range over NM , and given an M -tuple c = (c1, . . . , cM) of elements

of a ring we set cµ := cµ11 · · · c
µM
M . Suppose R is a complete DVR with maximal ideal m and

φ : D → R is a ring morphism with φ(t)R = m (so φ is continuous with respect to the t-adic

topology on D and the m-adic topology on R). Then for each c ∈ RM and g =
∑

µ gµC
µ ∈

D〈C〉 (gµ ∈ D), the infinite sum
∑

µ φ(gµ)cµ converges to an element g(c) ∈ R. In this way,

for each c ∈ RM we get a restricted power series f(c,X) :=
∑

ν fν(c)X
ν ∈ R〈X〉. We want

to discuss how certain operations on restricted power series, like Weierstrass Preparation

and Division (with respect to one of the X-variables) depend on the parameters c ∈ RM ,

uniformly for all R. Here is the appropriate context for this:

Definition 2.2.1 (van den Dries [23]). LetR be a valuation ring with maximal ideal m = mR.

An analytic D-structure (for short: a D-structure) on R is a family φ = (φM)M>0 of ring

morphisms

φM : D〈C〉 = D〈C1, . . . , CM〉 →
{

ring of functions RM → R
}

such that:

(A1) φ0(t)R = m,

(A2) φM(Ci) = i-th coordinate function on RM , for each i = 1, . . . ,M ,
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(A3) the map φM+1 extends φM , if we identify in the obvious way functions on RM with

functions on RM+1 that do not depend on the last coordinate,

(A4) for each f ∈ D〈C〉, g1, . . . , gM ∈ Z[C] and c ∈ RM , we have

φM
(
f(g1, . . . , gM)

)
(c) = φM(f)

(
g1(c), . . . , gM(c)

)
.

A valuation ring with D-structure is a pair (R, φ) where R is a valuation ring and φ is a

D-structure on R.

Note that by (A1), the maximal ideal m of R is a principal ideal, generated by tR := φ0(t),

but R is not required to be a DVR. Nevertheless, DVRs give rise to interesting examples of

valuation rings with D-structures:

Example 2.2.2. If R is a complete DVR and φ : D → R a ring morphism with φ(t)R = mR,

then R carries a unique D-structure (φM)M>0 with φ0 = φ. In particular, for D = Z[[t]] and

a prime p:

(1) The complete DVR R = Zp carries a unique D-structure (φM) where φ0 : Z[[t]] → Zp

is the ring morphism with kernel (t− p)Z[[t]], given by

a(t) =
∑
n

ant
n 7→ a(p) :=

∑
n

anp
n.

Slightly more generally: given a generator π of pZp, Zp carries a unique D-struc-

ture (φM) with φ0(t) = π.

(2) The complete DVR R = Fp[[t]] carries a unique D-structure (φM) such that φ0(t) =

t ∈ Fp[[t]].

In the rest of this subsection we let (R, φ) be a valuation ring with D-structure. As a special

case of (A4), for each permutation σ of {1, . . . ,M} and c ∈ RM we have

φM
(
f(Cσ(1), . . . , Cσ(M))

)
(c) = φM(f)

(
cσ(1), . . . , cσ(M)

)
.

Hence we can generalize (A3) as follows:
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(A3′) For f ∈ D〈C〉, c ∈ RM+1, and i ∈ {1, . . . ,M + 1}, setting

Ĉ := (C1, . . . , Ci−1, Ci+1, . . . , CM+1),

ĉ := (c1, . . . , ci−1, ci+1, . . . , cM+1) ∈ RM ,

we have φM+1

(
f(Ĉ)

)
(c) = φM(f)(ĉ).

Definition 2.2.1 was formulated using a distinguished sequence C1, C2, . . . of indetermi-

nates. We extend φ to arbitrary restricted power series with coefficients in D in the natural

way: given f ∈ D〈X〉, where X = (X1, . . . , XN) is any N -tuple of indeterminates, we let

φN(f) := φN
(
f(C1, . . . , CN)

)
. In (A4) we also get more than we bargained for. (See (2.1)

for composition of restricted power series.)

Lemma 2.2.3. For each f ∈ D〈X〉 and g1, . . . , gN ∈ D〈C〉 we have

φM
(
f(g1, . . . , gN)

)
(c) = φN(f)

(
φM(g1)(c), . . . , φM(gN)(c)

)
for all c ∈ RM .

Proof. By induction on N we prove something which (thanks to (A3′)) is a bit more general:

for each f ∈ D〈C,X〉 and g1, . . . , gN ∈ D〈C〉 we have

φM
(
f(C, g1, . . . , gN)

)
(c) = φM+N(f)

(
c, φM(g1)(c), . . . , φM(gN)(c)

)
for c ∈ RM .

The case N = 0 being trivial, suppose N > 1. Let f ∈ D〈C,X〉 and g1, . . . , gN ∈ D〈C〉. By

Theorem 2.1.3 we take q ∈ D〈C,X〉, r ∈ D〈C,X ′〉 such that

f(C,X) = q(C,X) ·
(
XN − gN(C)

)
+ r(C,X ′). (2.6)

Let g = (g1, . . . , gN), g′ = (g1, . . . , gN−1). Then f(C, g) = r(C, g′), thus for c ∈ RM ,

φM
(
f(C, g)

)
(c) = φM

(
r(C, g′)

)
(c)

= φM+N−1(r)
(
c, φM(g′)(c)

)
= φM+N(r)

(
c, φM(g)(c)

)
= φM+N(f)

(
c, φM(g)(c)

)
,

where the second equation holds by inductive hypothesis with r in place of f , the third

equation by (A3), and the last one follows from (2.6) by applying φM+N on both sides and

evaluating at
(
c, φM(g)(c)

)
using (A2).
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We often drop φ from the notation, and from now on, for c ∈ RM and g ∈ D〈C〉 we write g(c)

instead of φM(g)(c). So the displayed equation in the statement of the lemma above may be

written in a more succinct form as

f(g1, . . . , gN)(c) = f
(
g1(c), . . . , gN(c)

)
.

Similarly, given f = f(C,X) as in (2.5) we write f(c,X) for the series
∑

ν fν(c)X
ν ∈

R[[X]]. We may view f(c,X) as a restricted power series whose coefficients depend on

a parameter c ∈ RM . Clearly for fixed c the map f 7→ f(c,X) is a D-algebra morphism

D〈C,X〉 → R[[X]], where we regard R[[X]] as a D-algebra via the composition of φ0 : D → R

with the natural inclusion R→ R[[X]]. Following [24], we define

R〈X〉 :=
{
f(c,X) : f ∈ D〈C,X〉, C = (C1, . . . , CM), M ∈ N, c ∈ RM

}
⊆ R[[X]].

(For a complete DVR R, this indeed coincides with the set of restricted power series over R

denoted by the same symbol introduced in the previous section.)

Lemma 2.2.4. For g1(X), . . . , gn(X) ∈ R〈X〉 there exists a single M ∈ N, some c ∈ RM ,

and f1, . . . , fn ∈ D〈C,X〉 such that gi = fi(c,X) for i = 1, . . . , n.

(By introducing extra parametric indeterminates and relabeling if necessary.)

Corollary 2.2.5. R〈X〉 is an R-subalgebra of R[[X]] which contains R[X].

Proof. By the previous lemma, given g1(X), g2(X) ∈ R〈X〉 there are M ∈ N, c ∈ RM and

f1(C,X), f2(C,X) ∈ D〈C,X〉 such that gi = fi(c,X) for i = 1, 2. So

g1(X) + g2(X) = (f1 + f2)(c,X),

g1(X) · g2(X) = (f1 · f2)(c,X),

hence R〈X〉 is closed under addition and multiplication.

Let T1, . . . , TN ∈ Z[X] with Ti(0) = 0 for i = 1, . . . , N , and set T := (T1, . . . , TN). Then

given a ring A and f =
∑

ν fνX
ν ∈ A[[X]], the sum

∑
ν fνT

ν converges to an element f(T )

of A[[X]], with respect to the (X)-adic topology on A[[X]]. Here T ν denotes the image
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of T ν11 · · ·T
νN
N under the natural ring morphism Z[X] → A[X] ⊆ A[[X]]. The coefficients

of f(T ) are given by polynomials with integer coefficients, independent of A and f , in the

coefficients fν of f . This implies that if g ∈ R〈X〉, say g(X) = f(c,X) with f ∈ D〈C,X〉,

c ∈ RM , then g(T ) = h(c,X) ∈ R〈X〉 for h(C,X) = f(C, T ) ∈ D〈C,X〉. Therefore:

Lemma 2.2.6. The R-algebra morphism g 7→ g(T ) : R[[X]] → R[[X]] restricts to an R-

algebra morphism R〈X〉 → R〈X〉.

Below, given f ∈ D〈C,X〉, c ∈ RM , we write f(c, T ) for h(c,X) where h(C,X) := f(C, T ) ∈

D〈C,X〉. If g 7→ g(T ) is an automorphism of Z[X], then the R-algebra endomorphism

g 7→ g(T ) of R〈X〉 is an automorphism of R〈X〉. We call the R-algebra automorphisms

of R〈X〉 which arise in this way polynomial automorphisms of R〈X〉. The polynomial

automorphisms of R〈X〉 form a group under composition. Given an automorphism σ of Z[X]

with Ti := σ(Xi) satisfying Ti(0) = 0 for each i = 1, . . . , N , we also denote the corresponding

R-algebra automorphism g 7→ g(T ) of R〈X〉 by σ. One particularly important example is

g 7→ g
(
Td(X)

)
where for d ∈ N we denote by Td(X) the tuple(
Td(X1), . . . , Td(XN)

)
=
(
X1 +XdN−1

N , . . . , XN−1 +Xd
N , XN

)
.

(See Lemma 2.1.2.)

The languages LD and Ld
D

Let f(C,X) ∈ D〈C,X〉 be as in (2.5). We want to formulate a key fact from [23]: the

parameter space RM , where R is a valuation ring with D-structure, can be partitioned into

finitely many “basic” subsets on each of which Weierstrass Preparation for f(c,X) is uniform

in both c and R. To describe these subsets, we introduce a first-order language LD, which

is the language Ldiv = {0, 1,+,−, · , | } of rings with a divisibility predicate |, augmented

by an M -ary function symbol for each power series in D〈C〉 = D〈C1, . . . , CM〉. We consider

a valuation ring with D-structure (R, φ) as an LD-structure by interpreting | as divisibil-

ity in R, and associating to each g ∈ D〈C〉 = D〈C1, . . . , CM〉 the corresponding function

φM(g) : RM → R, for M ∈ N. The valuation rings with D-structure, when viewed as LD-

structures in this way, form an elementary class. Let TD be the theory of valuation rings
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with D-structure in the language LD. Note that TD depends not only on D but also on the

choice of distinguished prime element t of D, but t is usually understood from context. In

the rest of this thesis TZp denotes the LZp-theory of valuation rings with D-structure where

D = Zp with distinguished prime element t = p (see Example 2.2.2).

We will also have to consider a variant of LD: the expansion Ld
D of LD by a single binary

function symbol d for “restricted division.” We expand each valuation ring R with D-

structure, viewed as an LD-structure as explained above, to an Ld
D-structure by interpreting d

as

d(a, b) =


a/b if b 6= 0, a/b ∈ R,

0 else,

for all a, b ∈ R. The Ld
D-theory of valuation rings with D-structure is universally ax-

iomatizable, by the axioms of integral domains, the universal closures of the formulas

x|y ←→
(
x = 0 ∨ x · d(y, x) = y

)
and x|y ∨ y|x, as well as axioms (A1)–(A4) in Defini-

tion 2.2.1 above formulated (as universal closures of equations) in Ld
D.

Lemma 2.2.7. Each Ld
D-term τ(C,X) in which the function symbol d is only applied to

subterms not involving the X-variables is equivalent in TD to some Ld
D-term f

(
τ ′(C), X

)
,

where f ∈ D〈V,X〉, V = (V1, . . . , VL) is a tuple of new distinct indeterminates, L ∈ N,

and τ ′(C) is an L-tuple of Ld
D-terms.

Proof. It suffices to deal with Ld
D-terms τ(C,X) that do not involve the function sym-

bols +, −, · of Ld
D (since those can be expressed by composition with certain restricted power

series). For constants and single variables there is nothing to show, and if τ = d
(
α(C), β(C)

)
,

where α(C), β(C) are Ld
D-terms, then we can take f(V ) = V and τ ′ = τ (where V is a single

variable). It remains to treat composition, so say we have

τ(C,X) = g
(
τ1(C,X), . . . , τK(C,X)

)
where U = (U1, . . . , UK) is a K-tuple of distinct indeterminates, K ∈ N, g ∈ D〈U〉, and

τ1(C,X), . . . , τK(C,X) are Ld
D-terms in which the function symbol d is only applied to

subterms not involving the X-variables. By induction, for i = 1, . . . , K take hi ∈ D〈Vi, X〉,
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where Vi = (Vi1, . . . , ViLi) is a tuple of new distinct indeterminates, Li ∈ N, and an Li-

tuple τ ′i(C) of Ld
D-terms such that τi(C,X) is equivalent in TD to hi

(
τ ′i(C), X

)
. We can

assume here that the Vij (i = 1, . . . , K, j = 1, . . . , Li) are distinct, and then we can take

V = (V1, . . . , VK), f = g(h1, . . . , hK) ∈ D〈V,X〉, and τ ′ = (τ ′1, . . . , τ
′
K).

Parametric Weierstrass Preparation

Let f =
∑

ν fν(C)Xν ∈ D〈C,X〉 be as in (2.5), and let λ, µ range over NN . We also let R

range over models of TD and c over RM . Given any family F of elements of D〈C〉, there is

a quantifier-free LD-formula ZF(C) such that for all R and c we have

R |= ZF(c) ⇐⇒ f(c) = 0 for all f ∈ F .

This is a simple consequence of the noetherianity of the ring D〈C〉: the ideal of D〈C〉

generated by F is generated by finitely many f1, . . . , fm ∈ F , so

ZF(C) :=
∧
i

fi(C) = 0

does the job. In particular, there is a quantifier-free LD-formula Z(C) = Zf (C) such that

for all R and c,

R |= Z(c) ⇐⇒ fν(c) = 0 for all ν ⇐⇒ f(c,X) = 0.

The following is a somewhat more delicate consequence of the noetherianity of D〈C〉 (see

[23, Lemma 1.5]):

Lemma 2.2.8. There is some d ∈ N such that for all ν with |ν| > d:

fν =
∑
|µ|<d

gνµfµ where gνµ ∈ tD〈C〉.

Moreover, the gνµ can be chosen such that gνµ → 0 as |ν| → ∞, for each fixed µ with |µ| < d.

Take d and gνµ as in Lemma 2.2.8. We then have, for all R, c and ν with |ν| > d:

v
(
fν(c)

)
> min

µ
v
(
fµ(c)

)
= min
|µ|<d

v
(
fµ(c)

)
. (2.7)
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Here and below, v denotes the valuation on the fraction field of R associated to the valuation

ring R. We denote the lexicographic order on NN by 6. For each µ with |µ| < d, we define

the finite sets

A(µ) :=
{
ν : |ν| < d, ν < µ

}
, B(µ) :=

{
ν : |ν| < d, ν > µ

}
,

and we set

gµ := Xµ +
∑
|λ|>d

gλµX
λ,

an element of D〈C,X〉. Then by Lemma 2.2.8,

f =
∑

ν∈A(µ)

fνgν + fµgµ +
∑

ν∈B(µ)

fνgν (a finite sum). (2.8)

We also introduce the quantifier-free LD-formulas Lµ,f (C) = Lµ(C) (|µ| < d) given by

fµ(C) 6= 0 ∧
∧

ν∈A(µ)

v
(
fµ(C)

)
6 v
(
fν(C)

)
∧
∧

ν∈B(µ)

v
(
fµ(C)

)
< v
(
fν(C)

)
.

Here and below, given Ld
D-terms s, t, we write v(s) 6 v(t) instead of the atomic formula s|t,

and similarly we abbreviate s|t ∧ ¬t|s by v(s) < v(t). By Lemma 2.2.8, given R and c, we

have:

(1) R |= Z(c) if and only if fµ(c) = 0 for all µ with |µ| < d,

(2) R |= Lµ(c) if and only if fµ(c) 6= 0 and µ is the (lexicographically) largest multiindex

µ for which v
(
fµ(c)

)
assumes its minimal value;

in particular,

R |= Z(C) ∨
∨
|µ|<d

Lµ(C). (2.9)

Put C(µ) := A(µ) ∪B(µ), and for ν ∈ C(µ) define the Ld
D-term vνµ(C) by

vνµ :=


d
(
fν , fµ

)
for ν ∈ A(µ)

d
(
fν , tfµ

)
for ν ∈ B(µ).

Set vµ :=
(
vνµ
)
ν∈C(µ)

and introduce the extra indeterminates Vµ =
(
Vνµ
)
ν∈C(µ)

. With these

notations, we have (see [23, Theorem 1.12]):

25



Theorem 2.2.9. For µ with |µ| < d there is a restricted power series hµ(C, Vµ, X) ∈

D〈C, Vµ, X〉 such that:

(1) for all R and c such that R |= Lµ(c), in R〈X〉 we have

f
(
c, Td(X)

)
= fµ(c)hµ

(
c, vµ(c), X

)
;

(2) the reduction hµ(C, Vµ, X) ∈ D[C, Vµ, X] is monic in XN of degree

s = µ1d
N−1 + · · ·+ µN .

Proof. By formally dividing all fν ’s by fµ in (2.8) and replacing the quotients fν/fµ by Vνµ

or by tVνµ, depending on whether ν ∈ A(µ) ∪ {µ} or ν ∈ B(µ), we obtain the series

h̃µ :=
∑

ν∈A(µ)

Vνµgν + gµ +
∑

ν∈B(µ)

tVνµgν

in D〈C, Vµ, X〉. By construction of h̃µ we have

f(c,X) = fµ(c)h̃µ
(
c, vµ(c), X

)
and

h̃µ mod t = Xµ +
∑

ν∈A(µ)

VνµX
ν .

Now put hµ := h̃µ
(
C, Vµ, Td(X)

)
∈ D〈C, Vµ, X〉.

Corollary 2.2.10. Let r ∈ R. Then

v
(
f(c,X)

)
> v(r) ⇐⇒ f(c,X) ∈ rR〈X〉.

Proof. The case f(c,X) = 0 and the direction from right to left being trivial, assume that

v
(
f(c,X)

)
> v(r) and f(c,X) 6= 0. Take µ with |µ| < d and R |= Lµ(c). Write

f(c,X) = fµ(c) · h̃µ
(
c, vµ(c), X

)
as in the proof of Theorem 2.2.9. Then v

(
f(c,X)

)
= v
(
fµ(c)

)
> v(r), hence r̃ := fµ(c)/r ∈ R

and

f(c,X)/r = r̃ · h̃µ
(
c, vµ(c), X

)
∈ R〈X〉,

showing that f(c,X) ∈ rR〈X〉.
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Using Weierstrass Preparation and Division for D〈C, Vµ, X〉, from Theorem 2.2.9 we also

obtain:

Corollary 2.2.11 (Parametric Weierstrass Preparation). For each µ with |µ| < d, there

are a unit uµ ∈ D〈C, Vµ, X〉 as well as a Weierstrass polynomial wµ ∈ D〈C, Vµ, X ′〉[XN ] of

XN -degree µ1d
N−1 + · · ·+ µN , such that if R |= Lµ(c), then

f
(
c, Td(X)

)
= fµ(c)uµ

(
c, vµ(c), X

)
wµ
(
c, vµ(c), X

)
.

Corollary 2.2.12 (Parametric Weierstrass Division). Let g(C,X)∈ D〈C,X〉. For every µ

with |µ| < d, there exist qµ ∈ D〈C, Vµ, X〉 and rµ ∈ D〈C, Vµ, X ′〉[XN ] of degree < µ1d
N−1 +

· · ·+ µN , such that if R |= Lµ(c), then with hµ as in Theorem 2.2.9 we have

g
(
c, Td(X)

)
= qµ

(
c, vµ(c), X

)
hµ
(
c, vµ(c), X

)
+ rµ

(
c, vµ(c), X

)
.

The proof of Lemma 2.2.8 given in [23] shows that we can take for d any sufficiently large

natural number. Hence, given any finite set of f ’s in D〈C,X〉, we can take d so large

that it serves for each of these f ’s. The discussion preceding Theorem 2.2.9 applies to all f ’s

simultaneously, and this way we obtain a version of Theorem 2.2.9 for several (finitely many)

power series:

Corollary 2.2.13. Let f1, . . . , fn ∈ D〈C,X〉, where

fj =
∑
ν

fνj(C)Xν with fνj(C) ∈ D〈C〉.

There exists d ∈ N and a finite family
{

(ϕi, vi)
}
i∈I consisting of quantifier-free LD-formu-

las ϕi(C) and tuples vi(C) =
(
vi1(C), . . . , viL(C)

)
of Ld

D-terms, and for all i ∈ I and j ∈

{1, . . . , n} there is hij ∈ D〈C, V,X〉, where V = (V1, . . . , VL) is a tuple of new variables,

such that TD |=
∨
i ϕi and given i, j,

(1) there is ν = ν(i, j) such that if R |= ϕi(c), then

fj
(
c, Td(X)

)
= fνj(c)hij

(
c, vi(c), X

)
;

(2) either hij = 0 or hij ∈ D[C, V,X] is monic in XN .
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Corollaries 2.2.11 and 2.2.12 may be similarly generalized; we leave the formulation of the

exact statements to the reader. Next a version of Lemma 2.5 in [24]:

Corollary 2.2.14. If f(c,X) = 0 (that is, fν(c) = 0 for all ν), then f(c, x) = 0 for all

x ∈ RN . Conversely, if R is infinite and f(c, x) = 0 for all x ∈ RN , then f(c,X) = 0.

Proof. The equation f =
∑
|ν|<d fνgν from (2.8) yields the first statement. Suppose R is

infinite, and we have some µ with |µ| < d and R |= Lµ(c). Then by Corollary 2.2.11,

f
(
c, Td(X)

)
= fµ(c)uµ

(
c, vµ(c), X

)
wµ
(
c, vµ(c), X

)
where uµ ∈ D〈C, Vµ, X〉 is a unit and wµ ∈ D〈C, Vµ, X ′〉[XN ] is a Weierstrass polynomial

in XN . We have fµ(c) 6= 0 and uµ
(
c, vµ(c), x

)
6= 0 for each x ∈ RN . Taking x ∈ RN such

that wµ
(
c, vµ(c), x

)
6= 0 (possible since R is infinite), we obtain f

(
c, Td(x)

)
6= 0. Hence if

f(c, x) = 0 for all x ∈ RN , then R 6|= Lµ(c) for |µ| < d, so R |= Z(c) by (2.9).

If f, f ′ ∈ D〈C,X〉 satisfy f(c,X) = f ′(c,X), then Corollary 2.2.14 applied to f − f ′ in place

of f yields f(c, x) = f ′(c, x) for all x ∈ RN . Hence given g ∈ R〈X〉 and x ∈ RN , we can

define an element g(x) of R as follows: pick f ∈ D〈C,X〉 and c ∈ RM such that g = f(c,X),

and set g(x) := f(c, x). The argument above and Lemma 2.2.4 show that this definition

does not depend on the choice of f , c. Corollary 2.2.14 also shows that if R is infinite, then

the R-algebra morphism which assigns to g ∈ R〈X〉 the function x 7→ g(x) : RN → R is

injective. Therefore from Lemma 2.2.7 we obtain:

Corollary 2.2.15. Let τ(C,X) be an Ld
D-term in which the function symbol d is only applied

to subterms not involving the X-variables, and let R |= TD and c ∈ RM . Then there is a

unique g ∈ R〈X〉 such that τ(c, x) = g(x) for all x ∈ RN (which we denote by τ(c,X) below).

We can now also define the composition of power series from R〈X〉. For this we may

assume that the valuation of R is nontrivial, since otherwise R〈X〉 = R[X]; in particular, R

is infinite. Let f ∈ R〈X〉 and g1, . . . , gN ∈ R〈Y 〉 where Y = (Y1, . . . , YL) is a tuple of

indeterminates, L ∈ N. By Lemma 2.2.4 take f ∗ ∈ D〈C,X〉, g∗1, . . . , g∗N ∈ D〈C, Y 〉 and
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c ∈ RM such that f(X) = f ∗(c,X) and gi(Y ) = g∗i (c, Y ) and put

h(C, Y ) := f ∗
(
C, g∗1(C, Y ), . . . , g∗N(C, Y )

)
∈ D〈C, Y 〉.

Then by Lemma 2.2.3 we have

h(c, y) = f
(
g1(y), . . . , gN(y)

)
for all y ∈ RL.

Hence the power series h(c, Y ) ∈ R〈Y 〉 only depends on f, g1, . . . , gN . (Corollary 2.2.14.)

This allows us to set

f(g1, . . . , gN) := h(c, Y ) ∈ R〈Y 〉.

One verifies easily that the map

f 7→ f(g1, . . . , gN) : R〈X〉 → R〈Y 〉

is an R-algebra morphism.

2.3 Weierstrass Division for Nonstandard Restricted Power Series

The Gauss valuation

In this section we again let D and t be as in Section 2.1, and we let R |= TD. The para-

metric Weierstrass Division and Preparation Theorems from the preceding section give rise

to corresponding theorems for the ring R〈X〉 of “nonstandard” restricted power series with

coefficients in R. We formulate these theorems below and note some of their consequences.

Let v : F× → Γ := v(F×) be the valuation on F = Frac(R) associated to the valuation

ring R. Given g ∈ R〈X〉6= we take f =
∑

ν fν(C)Xν ∈ D〈C,X〉 and c ∈ RM (for some M)

such that g(X) = f(c,X); note that then by (2.7) there is some µ such that v
(
fµ(c)

)
=

minν v
(
fν(c)

)
, and we set v(g) := v

(
fµ(c)

)
. It is easy to check that v : R〈X〉 6= → Γ is a

valuation on the integral domain R〈X〉, which we call the Gauss valuation on R〈X〉. This

valuation extends uniquely to a valuation v : K× → Γ on the fraction field K of R〈X〉, which

we also call the Gauss valuation on K. Note that v extends the valuation on F denoted by

the same symbol. We set R := R/tRR. Recall that m = tRR is the maximal ideal of R.
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Reduction mod mn

Let f =
∑

ν fνX
ν ∈ D〈C,X〉 where fν ∈ D〈C〉 for each ν. Note that in D〈C〉 we have

fν → 0 as |ν| → ∞. Hence given n there is some d ∈ N such that fν ∈ tn+1D〈C〉 for |ν| > d,

and so for each R |= TD and c ∈ RM we have f(c,X) ≡
∑
|ν|6d fν(c)X

ν mod mnR〈X〉. The

residue morphism

r 7→ r mod mn := r + mn : R→ R/mn

extends to the ring morphism

g =
∑
ν

gνX
ν 7→ g mod mn :=

∑
ν

(gν mod mn)Xν : R[[X]]→ (R/mn)[[X]].

By the remarks at the beginning of this section, if g ∈ R〈X〉, then g mod mn lies in the

subring (R/mn)[X] of (R/mn)[[X]]. The resulting ring morphism

g 7→ g mod mn : R〈X〉 → (R/mn)[X]

is onto, and by Corollary 2.2.10 its kernel is mnR〈X〉, so we obtain an isomorphism

R〈X〉/mnR〈X〉
∼=−−→ (R/mn)[X]

via which we identify R〈X〉/mnR〈X〉 with the polynomial ring (R/mn)[X] in the following.

For n = 1 we obtain R〈X〉/mR〈X〉 = R[X], and we set g := g mod m for g ∈ R〈X〉.

The Jacobson radical of R〈X〉

Given a ring A, we let

rad(A) := {a ∈ A : 1 + ba ∈ A× for all b ∈ A}

denote the Jacobson radical of A; this equals the intersection of all maximal ideals of A.

Lemma 2.3.1. R〈X〉× = R×
(
1 + tRR〈X〉

)
=
{
g ∈ R〈X〉 : g ∈ R×

}
.

Proof. Clearly R× ⊆ R〈X〉×. Let g ∈ R〈X〉, and take f ∈ D〈C,X〉 and c ∈ RM (for

some M) with g(X) = f(c,X); then 1 + tf ∈ D〈C,X〉× by (2.2), so g ∈ R〈X〉×. This yields

R×
(
1 + tRR〈X〉

)
⊆ R〈X〉×. The other inclusions are easy.
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By the previous lemma we have rad(R〈X〉) = tRR〈X〉; hence:

Corollary 2.3.2. Each maximal ideal of R〈X〉 contains the maximal ideal mR of R.

Weierstrass Division and Preparation for R〈X〉

We call g ∈ R〈X〉 regular in XN of degree s ∈ N if g is a unit-monic polynomial of

degree s in XN . By Theorem 2.2.9, we have:

Corollary 2.3.3. For each g ∈ R〈X〉6= there are d ∈ N, a ∈ R, and h ∈ R〈X〉 such that

g
(
Td(X)

)
= a · h(X) where h is monic in XN (and hence h is regular in XN).

A monic polynomial in R〈X ′〉[XN ] of degree s is called a Weierstrass polynomial (in XN)

of degree s. The parametric Weierstrass Division and Preparation Theorems give us ver-

sions of Weierstrass Division and Preparation for R〈X〉:

Corollary 2.3.4 (Weierstrass Division for R〈X〉). Let f, g ∈ R〈X〉 be such that f is regular

of degree s in XN . Then there exist uniquely determined q ∈ R〈X〉 and r ∈ R〈X ′〉[XN ] such

that g = qf + r and degXN r < s.

Proof. The existence part follows easily from parametric Weierstrass Division. For unique-

ness, it suffices to show: if f, g ∈ R〈X〉 and r ∈ R〈X ′〉[XN ] are such that f ∈ R[X] is monic

in XN , degXN r < degXN f = s, and 0 = qf + r, then q = r = 0. Suppose otherwise, that is,

q, r 6= 0. Let a ∈ R be such that v(a) = min{v(q), v(r)
}

. After dividing q and r by a (using

Corollary 2.2.10), we may assume a = 1. But then r = qf with f ∈ R[X] monic in XN of

degree s and degXN r < s. Hence q = r = 0, that is, v(q), v(r) > 0, a contradiction.

In particular, we get, with R and f as in the corollary:

R〈X〉/fR〈X〉 ∼= R〈X ′〉 ⊕R〈X ′〉XN ⊕ · · · ⊕R〈X ′〉XN
s−1

(2.10)

as R〈X ′〉-algebras, where XN = XN mod f . Applying the previous corollary with f = Xs
N

also yields:
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Corollary 2.3.5 (Weierstrass Preparation Theorem for R〈X〉). Let g ∈ R〈X〉 be regular

in XN of degree s. Then there are a unique Weierstrass polynomial w ∈ R〈X ′〉[XN ] of

degree s and a unique unit u ∈ R〈X〉 such that g = u · w.

In the same way as Theorem 2.1.3 gave us Corollary 2.1.5, from Corollary 2.3.4 we obtain:

Corollary 2.3.6. Let w ∈ R〈X ′〉[XN ] be a Weierstrass polynomial. Then the natural inclu-

sion R〈X ′〉[XN ] ⊆ R〈X〉 induces an isomorphism

R〈X ′〉[XN ]/wR〈X ′〉[XN ]
∼=−→ R〈X〉/wR〈X〉.

Let now I be a finitely generated ideal of R〈X〉 which contains a Weierstrass polynomial w

of degree d in XN . Then there are polynomials f1, . . . , fn ∈ R〈X ′〉[XN ] of degree < d which,

together with w, generate the ideal I: indeed, if f1, . . . , fn ∈ I are any power series which,

together with w, generate I, then we may replace f1, . . . , fn by their respective remainders

upon Weierstrass Division by w. For such generators we have:

Corollary 2.3.7. Let f1, . . . , fn ∈ R〈X ′〉[XN ] be such that f1, . . . , fn, w generate I. Then

the ideal I ∩R〈X ′〉[XN ] of R〈X ′〉[XN ] is also generated by f1, . . . , fn, w.

Proof. Let g ∈ I ∩ R〈X ′〉[XN ], say g = f1y1 + · · · + fnyn + wz where y1, . . . , yn, z ∈ R〈X〉.

Take q1, . . . , qn ∈ R〈X〉, r1, . . . , rn ∈ R〈X ′〉[XN ] (of degree < d) such that yi = qiw + ri for

i = 1, . . . , n. Then g = f1r1+· · ·+fnrn+wz′ where z′ := z+
∑

i qi, hence wz′ = g−
∑

i firi ∈

R〈X ′〉[XN ], and so z′ ∈ R〈X ′〉[XN ] by Corollary 2.3.6.

Weierstrass Division for F 〈X〉

We let again R |= TD and F = Frac(R). We now define F 〈X〉 to be the subring of F [[X]]

generated by F and R〈X〉, so

F 〈X〉 =
{
a−1g : a ∈ R 6=, g ∈ R〈X〉

}
.

(In other words, F 〈X〉 is the localization of R〈X〉 at its multiplicative subset R 6=.) From

Corollary 2.2.10 one obtains

F 〈X〉 ∩R[[X]] = R〈X〉,
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and from Lemma 2.3.1 we get

F 〈X〉× = F×
(
1 + tRR〈X〉

)
. (2.11)

Every polynomial automorphism of R〈X〉 extends uniquely to an automorphism of the F -

algebra F 〈X〉; we call the F -algebra automorphisms of F 〈X〉 arising this way polynomial

automorphisms of F 〈X〉. In particular, for each d ∈ N, the F -algebra automorphism

g(X) 7→ g
(
Td(X)

)
of F [[X]] maps the subring F 〈X〉 of F [[X]] into itself. An element

f ∈ F 〈X〉 is called regular in XN of degree s ∈ N if there is some a ∈ R such that

af ∈ R〈X〉 and af is regular in XN of degree s (as an element of R〈X〉). Corollary 2.3.3

implies that for each f ∈ F 〈X〉6= there is some d ∈ N such that f
(
Td(X)

)
∈ F 〈X〉 is regular

in XN (of some degree). In F 〈X〉 we can divide by regular elements:

Corollary 2.3.8 (Weierstrass Division Theorem for F 〈X〉). Let g ∈ F 〈X〉 be regular in XN

of degree s. Then every f ∈ F 〈X〉 can be uniquely written as f = qg+ r with q ∈ F 〈X〉 and

r ∈ F 〈X ′〉[XN ], degXN r < s.

This is easily reduced to the Weierstrass Division Theorem for R〈X〉. As before, it follows:

Corollary 2.3.9 (Weierstrass Preparation Theorem for F 〈X〉). Let g ∈ F 〈X〉 be regular

in XN of degree s. Then there are a unique Weierstrass polynomial w ∈ R〈X ′〉[XN ] of

degree s and a unique unit u ∈ F 〈X〉 such that g = u · w.

From [14, (5.2.5)] we borrow the following convenient terminology: Let A′ be a ring, Y be

a single indeterminate over A′, and A be a ring containing A′[Y ] as a subring; then A is

Rückert over A′ if there is a set W of monic polynomials in A′[Y ] such that the following

three conditions are satisfied:

(R1) if w,w∗ ∈ A′[Y ] are monic and w · w∗ ∈ W , then w,w∗ ∈ W ;

(R2) for all w ∈ W the natural inclusion A′[Y ]→ A induces an isomorphism

A′[Y ]/wA′[Y ]→ A/wA;
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(R3) for each g ∈ A6= there is an automorphism σ of A and a unit u ∈ A× such that

u · σ(g) ∈ W .

For an ideal I of a ring A we let

J
√
I := {a ∈ A : 1 + ab is a unit mod I, for all b ∈ A}

be the Jacobson radical of I; this also equals the intersection of all maximal ideals of A

containing I, so
√
I ⊆ J
√
I. Also note that J

√
{0} = rad(A). One says that A is a Jacobson

ring if
√
I = J
√
I for each ideal I of A. The following is shown in [14, loc. cit.]:

Proposition 2.3.10. Suppose A is Rückert over A′. Then

(1) if A′ is noetherian, then so is A;

(2) if A is an integral domain and A′ is a unique factorization domain, then so is A;

(3) if A′ is a Jacobson ring and I 6= {0} is an ideal of A, then
√
I = J
√
I.

As a consequence, we obtain:

Corollary 2.3.11. The ring F 〈X〉 is noetherian, a unique factorization domain, and a

Jacobson ring.

Proof. We proceed by induction on N . The claims hold trivially for N = 0, so sup-

pose N > 1, and we have shown our claims for F 〈X ′〉 in place of F 〈X〉. Then F 〈X〉 is

Rückert over F 〈X ′〉, as witnessed by Y = XN and W = the set of Weierstrass polynomials

w ∈ R〈X ′〉[XN ]. (See Corollaries 2.3.6 and 2.3.9.) Using Lemma 2.3.1 it is easy to see that

rad(F 〈X〉) = {0}. Hence our claims for F 〈X〉 follow from Proposition 2.3.10 and inductive

hypothesis.

Note that in contrast to the previous corollary, the ring R〈X〉 is rarely noetherian. Later

we will see that R〈X〉 is always coherent, that is, for all f1, . . . , fm ∈ R〈X〉 the submodule

of the R〈X〉-module R〈X〉m consisting of the solutions to the homogeneous linear equation

f1y1 + · · ·+ fmym = 0
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is finitely generated; see Theorem 3.3.5. Being a UFD, F 〈X〉 is integrally closed (in its

fraction field). The following consequence of this will be useful later:

Corollary 2.3.12. R〈X〉 is integrally closed.

Proof. Let P ∈ R〈X〉[Y ] be a monic polynomial in the single indeterminate Y and y ∈ F 〈X〉

with P (y) = 0; by the remark preceding the corollary it is enough to show that y ∈ R〈X〉.

For this we can assume y 6= 0, hence write y = z/a where z ∈ R〈X〉 with v(z) = 0 and

a ∈ F×. Let P0, . . . , Pn−1 ∈ R〈X〉 (n > 1) with P = Y n + Pn−1Y
n−1 + · · · + P0. Then

Pn−1az
n−1 + · · ·+ P0a

n = −zn and hence v(a) 6 0, so y ∈ R〈X〉 as claimed.

Let A be a ring. We let dimA denote the Krull dimension of A; it is well-known (Cohen-

Seidenberg) that if B is an integral ring extension of A, then dimB = dimA [11, Chapter 5].

For an ideal I of A we set dim I := dimA/I. The following corollary is a non-standard

version of the fact that dimQp〈X〉 = N :

Corollary 2.3.13. dimF 〈X〉 = N .

Proof. By induction on N . The case N = 0 is trivial, so suppose N > 1. The sequence of

prime ideals

{0} ⊆ (X1) ⊆ (X1, X2) ⊆ · · · ⊆ (X1, . . . , XN)

of F 〈X〉 shows that dimF 〈X〉 > N . Let P 6= {0} be a prime ideal of F 〈X〉. Take g ∈ P \{0};

then dim gF 〈X〉 > dimP . After replacing P , g by Td(P ), Td(g) for suitable d ∈ N, we

can assume that g is regular in XN , and then, by Corollary 2.3.9, that g is a Weierstrass

polynomial (necessarily of positive degree) in XN . By Corollary 2.3.8, the natural morphism

F 〈X ′〉 → F 〈X〉/gF 〈X〉 is injective, and identifying F 〈X ′〉 with its image, F 〈X〉/gF 〈X〉 is

an integral extension of F 〈X ′〉. Hence dimF 〈X〉/gF 〈X〉 = dimF 〈X ′〉 = N −1 by inductive

hypothesis. This implies dimF 〈X〉 6 N as required.

The case N = 1

In this subsection we restrict to the caseN = 1, and we writeX for our indeterminateX1. Let

R |= TD and F = Frac(R). Note that then each nonzero element f of F 〈X〉 is automatically
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regular in X, and so by Corollary 2.3.9 and (2.11) there is a unique triple (a, u, g) where

a ∈ F×, u ∈ 1 + tRR〈X〉 and g ∈ R[X] is monic such that f = a u g. (In particular, F 〈X〉

is a PID.) More generally we have:

Lemma 2.3.14. Let f ∈ Frac(F 〈X〉)×. Then there is a unique tuple (a, u, g, h) where

a ∈ F×, u ∈ 1 + tRR〈X〉, and g, h ∈ R[X] are monic and coprime in F [X], such that

f = a u
g

h
.

By model-theoretic compactness we obtain a parametric version, for simplicity formulated

here only for f ∈ D〈C,X〉:

Corollary 2.3.15. There are a tuple V = (V1, . . . , VL) of new indeterminates, where L ∈ N,

and finitely many tuples (ai, ui, vi, gi) (i ∈ I) where ai ∈ D〈C〉, ui ∈ 1 + tD〈V,X〉, vi(C)

are L-tuples of Ld
D-terms, and gi ∈ D〈V 〉[X] are monic, such that for all R |= TD there is

some i ∈ I such that

f(c,X) = ai(c) · ui
(
vi(c), X

)
· gi
(
vi(c), X

)
.
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Uniform Basic Ideal Theory
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CHAPTER 3

Hermann’s Method and Generalizations

In Section 3.1 we describe Grete Hermann’s classical method [42] for constructing solutions

of linear equations over polynomial rings over fields on a fairly general level, for systems of

linear equations over any integral domain D. In the next section, following [7] we specialize

it to the case where D = Zp〈X〉 is a ring of restricted power series, and in Section 3.3 we

discuss uniformity in parameters. We begin by establishing an inductive procedure to reduce

the complexity of our systems, and incorporating a method of p-desingularization (from [9])

for ensuring that our power series are regular and amenable to Weierstrass Division. To

prove the general definability results, we use the method of ultraproducts.

Solving a system of homogeneous equations is equivalent to computing the generators

of ideal intersections and quotients. (3.1.4, 3.1.5.) Therefore, many of our investigations of

radical and prime ideals in later chapters will rely on the methods in the present chapter.

Section 3.3 already contains a few applications of Hermann’s method to definability of basic

ideal-theoretic operations in Zp〈X〉.

3.1 Hermann’s Method

Throughout this section we let D be an integral domain with fraction field K.

A high-level view of Hermann’s method

Suppose we are given an m × n matrix A = (aij)16i6m
16j6n

as well as a column vector b =

[b1, . . . , bm]tr with entries in D. We are interested in accomplishing the following two tasks:
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(H) effectively finding a set of generators for the module Sol(A) = SolD(A) of solutions of

the homogeneous system of linear equations
a11 · · · a1n

...
. . .

...

am1 · · · amn



y1

...

yn

 =


0
...

0

 (I)

(or Ay = 0) with coefficient matrix A;

(Hb) determining whether the system
a11 · · · a1n

...
. . .

...

am1 · · · amn



y1

...

yn

 =


b1

...

bm

 (Ib)

(or Ay = b) is solvable for some y = [y1, . . . , yn]tr ∈ Dn, and if it is, effectively finding

such a solution.

Note that (H) and (Hb) combined then allow us to effectively obtain a complete description

of all solutions to (Ib) in Dn. (Here we use “effectively” in an informal manner, essentially

meaning “elementary recursively in the ring operations and division in D.”) Of course, for

this we may assume A 6= 0, so the rank r = rankK(A) of A (considered as a matrix over K)

is > 1. Let ∆ be an r × r submatrix of A with δ = det ∆ 6= 0. After rearranging the order

of the equations and permuting the unknowns y1, . . . , yn in the systems (I) and (Ib), we may

assume that ∆ = (aij)16i,j6r. We now indicate how (H) and (Hb) can be reduced to similar

problems over the homomorphic image D := D/δD of D. In general, the ring D is not an

integral domain anymore, but it is often “simpler” than D; in the next section we shall see

how this can be exploited for D = Zp〈X〉.

Homogeneous equations

We first consider the problem of finding a set of generators for Sol(A). Each row ai =

(ai1, . . . , ain) with r < i 6 m is a K-linear combination of the first r rows a1, . . . , ar of A,
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so (I) has the same solutions in Dn as the system
a11 · · · a1n

...
. . .

...

ar1 · · · arn



y1

...

yn

 =


0
...

0

 .
Changing notation, we can assume r = m. Multiplying both sides of Ay = 0 on the left by

the adjoint ∆ad of ∆, (I) then turns into the system
δ c1,r+1 · · · c1,n

δ c2,r+1 · · · c2,n

. . .
...

. . .
...

δ cr,r+1 · · · crn




y1

y2

...

yn

 =


0

0
...

0

 (II)

with cij ∈ D for 1 6 i 6 r < j 6 n, which has the same solutions in Dn as (I). We note the

following n− r linearly independent solutions of (II):

v(1) =



−c1,r+1

...

−cr,r+1

δ

0
...

0


, v(2) =



−c1,r+2

...

−cr,r+2

0

δ
...

0


, . . . , v(n−r) =



−c1,n

...

−cr,n

0
...

0

δ


. (3.1)

If δ is a unit, these vectors in fact form a basis for Sol(A). Suppose δ is not a unit, so D 6= 0,

and consider the system 
c1,r+1 · · · c1n

...
. . .

...

cr,r+1 · · · crn



yr+1

...

yn

 =


0
...

0

 (II)

over D. Here and below a := a+ δD ∈ D for a ∈ D. The following is now obvious:

Lemma 3.1.1. Each collection y(1), . . . , y(M) ∈ Dn−r of column vectors whose reductions

y(1), . . . , y(M) ∈ Dn−r
generate the D-module of solutions to (II) may be extended uniquely

to M vectors in Dn which, together with the solutions of (I) in (3.1), generate Sol(A).
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Inhomogeneous equations

Similarly to the case of homogeneous equations, finding solutions to an inhomogeneous sys-

tem (Ib) of linear equations over D can be reduced to an analogous problem over the quotient

D = D/δD of D. A necessary condition for (Ib) to have a solution y ∈ Dn is clearly that

r = rankK(A) = rankK(A, b). (NC)

Assume (NC) holds. Then (Ib) has the same solutions in Dn as the system
a11 · · · a1n

...
. . .

...

ar1 · · · arn



y1

...

yn

 =


b1

...

br

 .
As above, after changing notation we may assume that r = m. Multiplying both sides

of Ay = b on the left by ∆ad, (I) turns into the system
δ c1,r+1 · · · c1,n

δ c2,r+1 · · · c2,n

. . .
...

. . .
...

δ cr,r+1 · · · crn




y1

y2

...

yn

 =


d1

d2

...

dr

 (IIb)

with cij, di ∈ D for 1 6 i 6 r < j 6 n, which has the same solutions in D as (Ib). Clearly, a

sufficient condition for (IIb) to have a solution y = [y1, . . . , yn]tr ∈ Dn is that d1, . . . , dr are

each divisible by δ. This will be the case if δ is a unit; then a solution to (IIb) (and hence

to (Ib)) in D is given by

yj =


dj/δ for 1 6 j 6 r,

0 for r < j 6 n.

(3.2)

Suppose δ is not a unit, so D 6= 0. Then, reducing the coefficients in (IIb) modulo δ, the

system (IIb) turns into the system
c1,r+1 · · · c1n

...
. . .

...

cr,r+1 · · · crn



yr+1

...

yn

 =


d1

...

dr

 (IIb)

over D. We now have an analogue of Lemma 3.1.1:
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Lemma 3.1.2. For all yr+1, . . . , yn ∈ D with the property that [yr+1, . . . , yn]tr is a solution

of the reduced system (IIb) there are uniquely determined y1, . . . , yr ∈ D such that

[y1, . . . , yr, yr+1, . . . , yn]tr ∈ Dn

is a solution of (IIb), and hence of (Ib).

In particular, (Ib) is solvable in D if and only if (IIb) is solvable in D.

Remark 3.1.3. For use in Section 4.1 we note in passing that (3.2) also shows that we always

find a solution y ∈ Kn to (Ib) whose components lie in 1
δ
D, where the denominator δ only

depends on the matrix A and not on the right-hand side b in (Ib).

Desingularization

In our adaptation of Hermann’s method in the case D = Zp〈X〉 below, it will be crucial that

we are able to arrange δ mod p 6= 0 in the above (since otherwise Weierstrass Division by the

restricted power series δ is inapplicable). In order to do so, we shall first transform the sys-

tems (I) and (Ib) into equivalent systems for which δ mod p 6= 0 for a suitable r×r minor δ of

the new coefficient matrix, which is also of rank r. This process of p-desingularization (cf. [9])

can also be formulated in the present general context. For this we suppose in addition that

we are given a prime element p of D such that
⋂
e∈N p

eD = {0}. We let v = vp be the p-adic

valuation on D, given by v(a) = e ∈ N if a ∈ peD \ pe+1D and v(0) := ∞ > N. As before

K = Frac(D) denotes the fraction field of D; we also let K(p) := Frac
(
D/pD

)
. As in the

previous subsection we let A = (aij) be an m× n matrix over D, of rank r = rankK(A) > 1,

and let b = [b1, . . . , bm]tr ∈ Dm. We shall show how to construct an r × n matrix B over D,

depending only on A (and not on b), and a vector c = [c1, . . . , cr]
tr ∈ Dr with the following

properties:

(1) r = rankK(B) = rankK(p)(B mod p), and

(2) the systems Ay = b and By = c have the same solutions in every integral domain

extending D.
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It may happen that one of the steps of the algorithm to construct (B, c) cannot be carried

out, but then we will know that Ay = b has no solution y ∈ Dn.

As before, we may assume that the necessary condition (NC) above holds, and then,

after removing superfluous rows from (A, b), we may further assume that the rows of A are

K-linearly independent, i.e., m = r. Let ∆ be an r × r submatrix of A chosen so that the

value v(det ∆) is minimal among all r× r submatrices of A. After rearranging the columns

of A we can assume that ∆ = (aij)16i,j6r. As above, consider now the system
δ c1,r+1 · · · c1,n

δ c2,r+1 · · · c2,n

. . .
...

. . .
...

δ cr,r+1 · · · crn




y1

y2

...

yn

 =


d1

d2

...

dr

 (IIb)

which is obtained by multiplying both sides of Ay = b from the left with ∆ad. It has the

same solutions in every integral domain extending D as Ay = b. Here, δ = det ∆, the cij

are certain signed r × r minors of A, and the di are certain signed r × r minors of the

extended matrix (A, b). In particular, v(cij) > v(δ) for all i, j, by choice of ∆. Therefore,

if v(di) < v(δ) for some i ∈ {1, . . . ,m}, then (IIb) and hence the original system Ay = b are

not solvable in D. Suppose v(di) > v(δ) = e for all i = 1, . . . ,m. Dividing all coefficients δ,

cij and di in (IIb) by pe, we then obtain a system By = c as required.

Ideal-theoretic operations

Let now f1, . . . , fm, g1, . . . , gn ∈ D, and consider the ideals

I := (f1, . . . , fm), J := (g1, . . . , gn)

of D generated by the fi, respectively, gj. The following lemmas relate the task of effectively

solving problem (H) above with the computation of generators for the ideals I ∩ J and

I : J = {h ∈ D : hJ ⊆ I} of D. These lemmas are well-known and included here for

reference in Section 3.3 below.
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Lemma 3.1.4. Given generators

(
y

(k)
1 , . . . , y(k)

m , z
(k)
1 , . . . , z(k)

n

)
∈ Dm+n (k = 1, . . . , K)

for the module of solutions in D to the single homogeneous equation

f1y1 + · · ·+ fmym = g1z1 + · · ·+ gnzn,

the elements

f1y
(k)
1 + · · ·+ fmy

(k)
m (k = 1, . . . , K)

of D generate the ideal I ∩ J of D.

Lemma 3.1.5. We have I : J = (I : g1) ∩ · · · ∩ (I : gn). Moreover, given g ∈ D, if

(
y

(l)
1 , . . . , y(l)

m , z
(l)
)
∈ Dm+1 (l = 1, . . . , L)

generate the module of solutions to the homogeneous equation

f1y1 + · · ·+ fmym = gz,

then z(1), . . . , z(L) generate the ideal I : g = {h ∈ D : gh ∈ I} of D.

3.2 Hermann’s Method for Restricted Power Series

In this section we give an adaptation of Hermann’s method to the case of linear equations

over rings of restricted power series, following [7, Sections 3, 4] (for homogeneous equations)

and [9, Section 5] (for the inhomogeneous case). For this we specialize the material in the

preceding section to the case D = Zp〈X〉. We let again A = (aij) be an m× n matrix with

entries aij ∈ D and b = [b1, . . . , bm]tr ∈ Dm. We assume that N > 1 and let D′ = Zp〈X ′〉

where X ′ = (X1, . . . , XN−1); we are going to show how problems (H) and (Hb) formulated

at the beginning of the preceding section can be reduced to similar problems over D′. After

performing p-desingularization on the pair (A, b) as explained in the previous section, we can

assume that

r := rankK(A) = rankK(p)(A mod p) > 1,
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where as before K = Frac(D) and K(p) = Frac(D/pD) = Fp(X). Thus in the description of

Hermann’s method in the general setting above, we can choose our r×r minor δ = det ∆ of A

to satisfy δ mod p 6= 0. After applying the Zp-automorphism Td of D given by Lemma 2.1.2,

where d > deg(δ mod p), to all coefficients of (II) respectively of (IIb), we may even assume

that δ is regular in XN of some degree s. By Weierstrass Division we then have

D := D/δD ∼= D′ ⊕D′XN ⊕ · · · ⊕D′XN
s−1

as D′-algebras. (See (2.4).) So each element a ∈ D can be uniquely written as

a = a0 + a1XN + a2XN
2

+ · · ·+ as−1XN
s−1

with a0, . . . , as−1 ∈ D′. In particular, each of the coefficients cij and di can be written in this

way. Let us also write each unknown yj, for r < j 6 n, as

yj = yj0 + yj1XN + · · ·+ yj,s−1XN
s−1

with new unknowns yjk (r < j 6 n, 0 6 k < s) ranging over D′. Each product cijyj in (II)

can then be written as

β0(yj0, . . . , yj,s−1) + β1(yj0, . . . , yj,s−1)XN + · · ·+ βs−1(yj0, . . . , yj,s−1)XN
s−1

,

where each βk is a linear form in yj0, . . . , yj,s−1 with coefficients in D′. From this, it is routine

to construct a homogeneous system A′y′ = 0 of rs linear equations over D′ in the s(n − r)

unknowns yjk whose solutions in D′ are in one-to-one correspondence with the solutions

of (II) in D. Since we need to be careful about issues of uniformity in the next section, we

shall describe explicitly how such a matrix A′ can be obtained. First note that the coefficient

matrix of the system (II) above may be written as

C(0) + C(1)XN + · · ·+ C(s− 1)XN
s−1

,

where

C(k) = (cijk)16i6r
r<j6n

∈ (D′)r×(n−r) for k = 0, . . . , s− 1.
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We also set
yr+1

...

yn

 = y(0) + y(1)XN + · · ·+ y(s− 1)XN
s−1

, y(k) =


yr+1,k

...

ynk

 .
So our system (II) may be rewritten as

2(s−1)∑
k=0

(
k∑
l=0

C(k − l)y(l)

)
XN

k
= 0. (3.3)

For t > s take ξtk ∈ D′ such that

XN
t

= ξt0 + ξt1XN + · · ·+ ξt,s−1XN
s−1

. (3.4)

Using the identities (3.4), the left-hand side of (3.3) then reduces to

s−1∑
k=0

 k∑
l=0

C(k − l) +

2(s−1)∑
t=s

C(t− l)ξtk

 y(l)+

s−1∑
l=k+1

2(s−1)∑
t=s

C(t− l)ξtk

 y(l)

XN
k
.

Comparing the coefficients of equal powers of XN in (3.3) we thus obtain s systems of linear

equations over D′, one for each k = 0, . . . , s− 1:

s−1∑
l=0

C(k − l) +

2(s−1)∑
t=s

C(t− l)ξtk

 y(l) = 0,

where we put C(t) := 0 for t < 0. Combining these systems into a single one yields a system

A′y′ = 0, (I′)

where

A′ ∈ (D′)m
′×n′ , m′ = rs, n′ = s(n− r),

whose solutions in D′ are in one-to-one correspondence with the solutions in D of (II)

via y 7→ y′, where given

y = y(0) + y(1)XN + · · ·+ y(s− 1)XN
s−1

with column vectors y(k) ∈ (D′)n−r

we set y′ =

[
y(0)

...
y(s−1)

]
∈ (D′)n

′
. In fact:
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Lemma 3.2.1. Let y(1), . . . , y(M) ∈ Dn be such that (y(1))′, . . . , (y(M))′ ∈ (D′)n
′

generate

the D′-module of solutions to (I′). Then y(1), . . . , y(M) generate the D-module of solutions

to (II).

Similarly, writing
d1

...

dr

 = d(0) + d(1)XN + · · ·+ d(s− 1)XN
s−1

, d(k) =


d1k

...

drk

 ,
and comparing the coefficients of equal powers of XN we obtain from (IIb) the following

systems of linear equations over D′:

s−1∑
l=0

C(k − l) +

2(s−1)∑
t=s

C(t− l)ξtk

 y(l) = d(k) (k = 0, . . . , s− 1).

Combining these systems into a single one yields a system

A′y′ = b′, (I′b)

where A′ is as before and b′ ∈ (D′)m
′
, whose solutions in D′ are in one-to-one correspondence

with the solutions in D of (IIb) via y 7→ y′. In particular, our original system (I) is solvable

in D if and only if the system (I′b) is solvable in D′.

We finish this section with some remarks about how to adapt Hermann’s method to the

integral domains Qp〈X〉 and K[X] (where K is a field).

Hermann’s method for Qp〈X〉

First note that since the ring extension Zp〈X〉 ⊆ Qp〈X〉 is flat, problem (H) formulated

at the beginning of the last section (the computation of syzygy modules) over the integral

domain Qp〈X〉 reduces to the analogous problem over Zp〈X〉: if A is an m × n matrix

over Zp〈X〉, then each collection of generators for the Zp〈X〉-module SolZp〈X〉(A) also gen-

erates the Qp〈X〉-module SolQp〈X〉(A). The inductive procedure described above for using

Weierstrass Division to reduce problem (Hb) over a ring of restricted power series in N > 1
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indeterminates X = (X1, . . . , XN) to a similar ring of power series in N − 1 indeterminates

X ′ = (X1, . . . , XN−1) also works for Qp〈X〉, Qp〈X ′〉 instead of the rings Zp〈X〉, Zp〈X ′〉,

respectively (invoking Corollary 2.3.8 instead of Theorem 2.1.3). In fact, things are easier

here since the preliminary step of desingularization is not required. We leave the details to

the reader.

Hermann’s method for polynomial rings over fields

The classical case of Hermann’s method concerns the case where our ring D is of the form

K[X] = K[X1, . . . , XN ] for a field K. Here we may use Euclidean Division by δ to de-

scribe elements in the quotient ring D = D/Dδ in terms of polynomials from K[X ′] =

K[X1, . . . , XN−1]. This leads to a concrete doubly exponential bound for the degree of solu-

tions to the system Ay = 0 of homogeneous linear equations, in terms of the number N of

indeterminates, maximum degree d of the entries in A, and number of rows m, as computed

by Seidenberg [70] (see also [7] for an exposition); more precisely:

Theorem 3.2.2. For every polynomial ring D = K[X1, . . . , XN ] over a field K and A ∈

Dm×n of degree at most d, the solution module SolD(A) of the homogeneous system Ay = 0

is generated by solutions of degree at most β(N, d,m) = (2md)2N .

Similarly one obtains a degree bound in the inhomogeneous case:

Theorem 3.2.3. For every K, D, A as in the previous theorem and b ∈ Dm of degree at

most d, if the system of linear equations Ay = b has a solution in Dn, then it has such a

solution of degree at most β(N, d,m).

Note that the bound β above neither depends on the field K nor on (the coefficients of)

the entries of A or b, but only on the parameters (N, d,m); the existence of such a uniform

bound also has elegant non-standard proofs, cf. [21, 25].
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3.3 Uniform Linear Algebra

We now return to the context of Section 2.1, that is, we fix a noetherian domain D which is

t-adically complete with respect to a distinguished prime element t. We also let

A(C,X) =
(
aij(C,X)

)
16i6m
16j6n

be an m× n matrix with entries aij(C,X) ∈ D〈C,X〉, and

b(C,X) =


b1(C,X)

...

bm(C,X)


with bi(C,X) ∈ D〈C,X〉. For every valuation ring with D-structure R and every tuple

c ∈ RM of parameters, we obtain a system of linear equations

A(c,X)y = b(c,X) (Ib(c))

over R〈X〉. The first goal of this section is to show that solvability of this system in R〈X〉

may be expressed quantifier-free in c, uniformly for all R, and to show that a set of generators

for the R〈X〉-module of solutions SolR〈X〉
(
A(c,X)

)
to the homogeneous system

A(c,X)y = 0 (I(c))

are (piecewise) given by terms. Theorems 3.3.1 and 3.3.3 below contain the precise state-

ments, which are proved by combining the parametric versions of Weierstrass Division and

Preparation from Section 2.2 with Hermann’s method for rings of restricted power series as

described in the previous section. In the rest of this section, “formula” will always mean

“Ld
D-formula,” and “term” will stand for “Ld

D-term,” unless otherwise noted.

Theorem 3.3.1. There exists a finite family
{
y(λ)(C,X)

}
of column vectors whose entries

are terms in which the function symbol d is only applied to subterms not involving the X-

variables, such that for all R |= TD and c ∈ RM , if the system (Ib(c)) has a solution in R〈X〉,

then for some λ, the column vector y(λ)(c,X) ∈ R〈X〉n is a solution to (Ib(c)).

We note an immediate consequence of Theorem 3.3.1:
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Corollary 3.3.2. There is a quantifier-free formula sol(C) such that for all R |= TD and c ∈

RM , the system (Ib(c)) has a solution in R〈X〉 iff R |= sol(c).

Proof. Take y(λ)(C,X) as in Theorem 3.3.1, and by the results of Section 2.2 take a quantifier-

free formula sol(λ)(C) such that for all R |= TD and c ∈ RM we have R |= sol(λ)(c) iff

A(c,X)y(λ)(c,X) = b(c,X). Set sol :=
∨
λ sol(λ).

The following is an analogue of Theorem 3.3.1 for homogeneous systems of linear equations.

Theorem 3.3.3. There exist a finite set Λ and for each λ ∈ Λ column vectors

y
(λ)
1 (C,X), . . . , y

(λ)
k (C,X) (k ∈ N)

whose entries are terms in which the function symbol d is applied only to subterms not

involving the X-variables, having the following property: if R |= TD, c ∈ RM , then for some

λ ∈ Λ, the column vectors

y
(λ)
1 (c,X), . . . , y

(λ)
k (c,X) ∈ R〈X〉n

generate SolR〈X〉
(
A(c,X)

)
.

Again we note an immediate consequence:

Corollary 3.3.4. Let z1(C,X), . . . , zl(C,X) (l ∈ N) be column vectors whose entries are

terms in which the function symbol d is applied only to subterms not involving the X-

variables. Then there is a quantifier-free formula gen(C) such that for R |= TD, c ∈ RM we

have

R |= gen(c) ⇐⇒ z1(c,X), . . . , zl(c,X) generate SolR〈X〉
(
A(c,X)

)
.

Proof. Let y
(λ)
i be as in Theorem 3.3.3. By the results of Section 2.2 and Corollary 3.3.2 we

can take quantifier-free formulas gen
(λ)
i (C) and genj(C) such that for all R |= TD and c ∈ RM

we have

R |= gen
(λ)
i (c) ⇐⇒ A(c,X)y

(λ)
i (c,X) = 0→ y

(λ)
i (c,X) ∈

∑
j

R〈X〉zj(c,X),

R |= genj(c) ⇐⇒ A(c,X)zj(c,X) = 0.
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Then gen :=
∧
i,λ gen

(λ)
i ∧

∧
j genj has the required property.

As a consequence of Theorems 3.3.1 and 3.3.3, if R, R∗ are valuation rings with D-structure

such that R ⊆ R∗ as LD-structures, then R∗〈X〉 is a faithfully flat ring extension of R〈X〉.

Remark. Theorems 3.3.1 and 3.3.3 appear in [6, Chapter 5]. The thesis [36] also contains

a variant of Theorem 3.3.3 which treats the parametrization of generators for the Zp〈X〉-

module SolZp〈X〉(A) of solutions (in Zp〈X〉) to a linear system of homogeneous equations

Ay = 0 over Zp〈X〉, for a fixed R = Zp.

Proof of Theorems 3.3.1 and 3.3.3

For the proofs of these theorems we assume that the reader is familiar with the definition

and basic properties of ultraproducts. (An overview may be found in [26].) We fix an infinite

index set I and a non-principal ultrafilter U on I. Let {Ai}i∈I be a family of L-structures,

for some first-order language L. Then
∏

i∈I Ai

/
U denotes the ultraproduct of {Ai} with

respect to U . The underlying set of this L-structure consists of the equivalence classes [ai]

of sequences {ai} ∈
∏

i∈I Ai with respect to the equivalence relation ∼ on the cartesian

product
∏

i∈I Ai given by

{ai} ∼ {bi} ⇐⇒ {i ∈ I : ai = bi} ∈ U .

Let now {Ri}i∈I be a family of valuation rings with D-structure. Then

R∗ :=
∏
i∈I

Ri

/
U

is also a valuation ring with D-structure. We also consider the integral domain

R〈X〉∗ :=
∏
i∈I

Ri〈X〉
/
U .

Given f ∈ D〈C,X〉 and c∗ = (c∗1, . . . , c
∗
M) ∈ (R∗)M , take cij ∈ Ri such that [cij] = c∗j for j =

1, . . . ,M and set ci := (ci1, . . . , ciM) ∈ RM
i . The equivalence class of the sequence

{
f(ci, X)

}
in
∏

iRi〈X〉 only depends on the element f(c∗, X) of R∗〈X〉; hence we can define

ι
(
f(c∗, X)

)
:=
[
f(ci, X)

]
∈ R〈X〉∗,
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and this way obtain a ring embedding

ι : R∗〈X〉 → R〈X〉∗.

These claims are easily verified using the results of Section 2.2; as a demonstration, let us

check that ι is injective: Suppose
[
f(ci, X)

]
= [0] in R〈X〉∗; then the set of indices i ∈ I such

that f(ci, X) = 0 (in Ri〈X〉) is a member of our ultrafilter U . By Section 2.2 we can take a

(quantifier-free) formula Z(C) such that for all R |= TD and c ∈ RM we have R |= Z(c) iff

f(c,X) = 0. In particular

Ri |= Z(ci) ⇐⇒ f(ci, X) = 0, R∗ |= Z(c∗) ⇐⇒ f(c∗, X) = 0.

The claim now follows by  Los’ Theorem.

In the following we identify the ring R∗〈X〉 with its image under ι. We also fix a substruc-

ture R of R∗. Theorems 3.3.1 and 3.3.3 now follow from their nonstandard formulation,

Theorem 3.3.5 below, which expresses that the ring R〈X〉 is coherent and that the ring

extension R〈X〉 ⊆ R〈X〉∗ is faithfully flat.

Theorem 3.3.5. Let A = (aij) be an m × n matrix with entries aij ∈ R〈X〉 and b =

[b1, . . . , bm]tr ∈ R〈X〉m.

(1) If there is some y∗ ∈ (R〈X〉∗)n such that Ay∗ = b, then there is some y ∈ R〈X〉n with

Ay = b; and

(2) the submodule SolR〈X〉∗(A) of the R〈X〉∗-module (R〈X〉∗)n consisting of the solutions

to the homogeneous system Ay = 0 is generated by finitely many solutions in R〈X〉n.

Let us first show how Theorem 3.3.5 implies Theorems 3.3.1 and 3.3.3. Suppose Theo-

rem 3.3.1 fails. Then by a standard argument we obtain an infinite family {Ri} of models

of TD and a non-principal ultrafilter U on I as well as some c∗ ∈ (R∗)M , where R∗ =
∏

iRi

/
U ,

such that the system of linear equations (Ib(c
∗)) over R∗〈X〉 has a solution in R〈X〉∗ but not

in R〈X〉, where R is the Ld
D-substructure of R∗ generated by c∗; this contradicts part (1) of

Theorem 3.3.5. Theorem 3.3.3 follows similarly from Theorem 3.3.5, (2).
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The proof of Theorem 3.3.5 involves the following fact, which in the case D = Z[[t]],

R = Zp (see Example 2.2.2), amounts to a description of the p-desingularization of the

pair
(
A(c,X), b(c,X)

)
in Zp〈X〉 which is uniform in the parameters c ∈ ZMp and in the

prime p. In the statement, we let A, b be as in Theorem 3.3.5, and given a valuation

ring R with D-structure we let K = Frac
(
R〈X〉

)
and K = R(X). We denote by A = (aij)

the m × n matrix over R[X] ⊆ K obtained by applying the residue morphism R〈X〉 →

R〈X〉/tRR〈X〉 ∼= R[X] to each entry aij of A.

Proposition 3.3.6 (Uniform Desingularization). Suppose A 6= 0 and Ay = b has a solution

in R〈X〉∗. Then there exist some r ∈ {1, . . . ,m}, an r × n matrix B over R〈X〉, and a

column vector d ∈ R〈X〉n, such that

(1) rankK(B) = rankK(B), and

(2) the systems Ay = b and By = d have the same solutions in every integral domain

extending R〈X〉.

To see this, let vi : F
×
i → Γi = vi(F

×
i ) be the valuation on Fi = Frac(Ri) associated to

the valuation ring Ri of Fi. Set Γ∗ :=
∏

i∈I Γi
/
U . Then the valuation on F ∗ := Frac(R∗)

associated to the valuation ring R∗ is given by

v : (F ∗)× → Γ∗, v(a) =
[
vi(ai)

]
for 0 6= a = [ai] ∈ F ∗.

Let v : R∗〈X〉6= → Γ∗ be the Gauss valuation on R∗〈X〉. Denoting the Gauss valuation

on Ri〈X〉 by vi : Ri〈X〉6= → Γi, the integral domain R〈X〉∗ also carries a valuation

v∗ :
(
R〈X〉∗

) 6= → Γ∗ with v∗(f) =
[
vi(fi)

]
for 0 6= f = [fi] ∈ R〈X〉∗,

and one verifies easily that v∗ extends v. The proof of Proposition 3.3.6 now follows as in the

description of p-desingularization in Section 3.1, with the role of D and the p-adic valuation

on D taken over by R〈X〉 and its Gauss valuation v.

To prove Theorem 3.3.5, we use induction on N for both parts, following the outline of

Hermann’s method in Sections 3.1 and 3.2. To show (1), suppose we have some y∗ ∈
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(R〈X〉∗)n such that Ay∗ = b. This implies that the necessary condition (NC) from Section 3.1

holds: r = rankK(A) = rankK(A, b). After replacing (A, b) by a suitable matrix (B, d) using

Proposition 3.3.6, we reduce to the case that r = rankK(A) > 1. We can further assume that

our system Ay = b has the form (IIb) where δ ∈ R〈X〉 satisfies δ 6= 0. If N = 0, then this

means that δ is a unit in R, hence we have a solution y ∈ Rn, given by (3.2), as required.

Suppose N > 1. After applying a polynomial automorphism we can assume that δ is regular

in XN of some degree s ∈ N. As described in Section 3.2 for the case R = Zp, from our

system Ay = b we now construct a system A′y′ = b′ over R〈X ′〉, where X ′ = (X1, . . . , XN−1),

whose solutions in R〈X ′〉 are in one-to-one correspondence with the solutions of Ay = b

in R〈X〉. By parametric Weierstrass Division the crucial isomorphism

R〈X〉/δR〈X〉 ∼= R〈X ′〉 ⊕R〈X ′〉XN ⊕ · · · ⊕R〈X ′〉XN
s−1

(XN = XN + δR〈X〉)

of R〈X ′〉-algebras also holds for R〈X〉∗ and R〈X ′〉∗ =
∏

iRi〈X ′〉
/
U in place of R〈X〉

and R〈X ′〉, respectively, that is:

R〈X〉∗/δR〈X〉∗ ∼= R〈X ′〉∗ ⊕R〈X ′〉∗XN ⊕ · · · ⊕R〈X ′〉∗XN
s−1

(XN = XN + δR〈X〉∗).

Hence the solutions of A′y′ = b′ in R〈X ′〉∗ are also in one-to-one correspondence with the

solutions of Ay = b in R〈X〉∗. This allows us to appeal to the inductive hypothesis to finish

the proof of (1).

To show (2) we proceed in a similar way. As indicated at the beginning of Section 3.1

we first reduce to the case that our system Ay = 0 has the form (II), where thanks to

Proposition 3.3.6 we can assume that δ 6= 0. If N = 0, then the special solutions in Rn listed

in (3.1) generate SolR∗(A), and we are done. If N > 1, we apply the inductive hypothesis as

in the proof of (1), following the procedure in Sections 3.1 and 3.2.

Let A and b be as at the beginning of this section. We note a version of Theorem 3.3.1 for

solving inhomogeneous systems of linear equations over Qp〈X〉. This is shown in a similar

way as Theorem 3.3.1; cf. the remarks at the end of Section 3.2.

Theorem 3.3.7. There exist finitely many column vectors y(λ)(C,X) whose entries are terms

in which the function symbol d is only applied to subterms not involving the X-variables,
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as well as terms d(λ)(C), such that for all R |= TD, c ∈ RM , and F = Frac(R), if the

system (Ib(c)) has a solution in F 〈X〉, then for some λ we have d(λ)(c) 6= 0 and the column

vector

y(λ)(c,X)/d(λ)(c) ∈ F 〈X〉n

is a solution to (Ib(c)).

Theorems 3.3.3 and 3.3.7 are enough to show the uniform definability of many basic tasks

of linear algebra in F 〈X〉-modules; we give an illustrative example needed later. (In the

next subsection we will focus on ideal-theoretic applications of the theorems above.) Let

a ∈ D〈C,X〉. For R |= TD, c ∈ RM , and F = Frac(R) let M(c,X) denote the submodule of

the F 〈X〉-module F 〈X〉m generated by the columns of the matrix A(c,X), and set

(
M(c,X) : a(c,X)

)
:=
{
z ∈ F 〈X〉m : a(c,X)z ∈M(c,X)

}
,

an F 〈X〉-submodule of F 〈X〉m. We say that a finite family
{
ϕ(λ)(C)

}
of formulas is cover-

ing if TD |=
∨
λ ϕ

(λ).

Corollary 3.3.8. There are a covering family
{

quot(λ)(C)
}

of quantifier-free formulas and

column vectors

y
(λ)
1 (C,X), . . . , y

(λ)
k (C,X) (k ∈ N)

whose entries are terms in which the function symbol d is not applied to subterms involving

the X-variables, such that if R |= TD, c ∈ RM , and R |= quot(λ)(c), then

(
M(c,X) : a(c,X)

)
= F 〈X〉 y(λ)

1 (c,X) + · · ·+ F 〈X〉 y(λ)
k (c,X).

Proof. Apply Theorem 3.3.3 and its Corollary 3.3.4 to the homogeneous system of linear

equations A(c,X)y = a(c,X)z. (See also Lemma 3.1.5 for this kind of argument.)

Ideal-theoretic operations

In this subsection we let f1, . . . , fm ∈ D〈C,X〉, and we let R range over models of TD and c

over RM , and we set F = Frac(R). As an immediate consequence of the material above, we
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see that given g ∈ D〈C,X〉, membership of g(c,X) in the ideal

I(c,X) :=
(
f1(c,X), . . . , fm(c,X)

)
of R〈X〉 generated by the power series fi(c,X) can be expressed by a quantifier-free condition

on c, uniformly in R:

Corollary 3.3.9. There exist finitely many column vectors y(λ) whose entries are terms

y
(λ)
j (C,X) in which the function symbol d is only applied to subterms not involving the X-

variables, such that for all R, c satisfying g(c,X) ∈ I(c,X), there is some λ with

g(c,X) = y
(λ)
1 (c,X)f1(c,X) + · · ·+ y(λ)

m (c,X)fm(c,X).

This is the special case of Theorem 3.3.1 for a single linear equation. In particular, we obtain

a quantifier-free formula ε(C) = εg(C) such that for all R, c,

R |= ε(c) ⇐⇒ g(c,X) ∈ I(c,X).

As an application, we see the intersection I ∩R of a finitely generated ideal I of R〈X〉 with

the subring R of R〈X〉 is definable in R. For this we let C ′ be a new parametric variable;

applying the above in the case g = C ′ then yields:

Corollary 3.3.10. There is a quantifier-free formula ε(C,C ′) such that for all R, c, and

c′ ∈ R we have I(c,X) ∩R =
{
c′ ∈ R : R |= ε(c, c′)

}
.

Similarly to Corollary 3.3.9, using Theorem 3.3.7 in place of Theorem 3.3.1, we obtain:

Corollary 3.3.11. There is a finite family
{(
y(λ), d(λ)

)}
, where each y(λ)(C,X) is a column

vector whose entries y
(λ)
j (C,X) are terms in which the function symbol d is only applied

to subterms not involving the X-variables, and each d(λ)(C) is a term, with the following

property: for all R, c with g(c,X) ∈ I(c,X)F 〈X〉 there is some λ such that

d(λ)(c) g(c,X) = y
(λ)
1 (c,X)f1(c,X) + · · ·+ y(λ)

m (c,X)fm(c,X) and d(λ)(c) 6= 0.

Let now in addition g1, . . . , gn ∈ D〈C,X〉; we may then also consider the ideal

J(c,X) :=
(
g1(c,X), . . . , gn(c,X)

)
of R〈X〉 generated by the gj(c,X). From Corollary 3.3.9 we get:
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Corollary 3.3.12. There is a quantifier-free formula ι(C) such that for all R and c we have

R |= ι(c) iff J(c,X) ⊆ I(c,X).

Combining Lemmas 3.1.4 and 3.1.5 with Theorem 3.3.3 immediately yields:

Corollary 3.3.13. There exist a covering family
{
ϕ(λ)(C)

}
of quantifier-free formulas, and

for each λ tuples (
r

(λ)
1 , . . . , r

(λ)
k

)
,
(
s

(λ)
1 , . . . , s

(λ)
k

)
(k ∈ N)

of terms in (C,X) where the function symbol d is not applied to subterms involving the

X-variables such that for all R and c with R |= ϕ(λ)(c), we have

I(c,X) ∩ J(c,X) =
(
r

(λ)
1 (c,X), . . . , r

(λ)
k (c,X)

)
,

I(c,X) : J(c,X) =
(
s

(λ)
1 (c,X), . . . , s

(λ)
k (c,X)

)
.

From Corollaries 3.3.12 and 3.3.13 we now obtain:

Corollary 3.3.14. There is a formula ψ(C,C ′) such that for each R, c, and c′ ∈ R we have

R |= ψ(c, c′) ⇐⇒
(
I(c,X) : c′

)
⊇
(
I(c,X) : b

)
for all b ∈ R 6=.

As a consequence, we have:

Corollary 3.3.15. Let I be a finitely generated ideal of R〈X〉. Then the ideal

J := annihilator of the R-module
(
IF 〈X〉 ∩R〈X〉

)/
I

=
{
r ∈ R : (I : r) ⊇ (I : b) for all b ∈ R 6=

}
of R is definable. If I is radical, then so is J .

Proof. The definability follows from Corollary 3.3.14. Suppose I is radical, and let r ∈ R

with r2 ∈ J . Then for all b ∈ R 6= and f ∈ (I : b) we have r2f ∈ I, hence (rf)2 ∈ I and so

rf ∈ I. Hence r ∈ J , and this shows that J is radical.

Next we turn to the problem of eliminating variables. The following is similar to a lemma

in [69]:
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Lemma 3.3.16. Let I be a finitely generated ideal of R〈X〉 which contains a Weierstrass

polynomial w in XN . Then the ideal I ∩R〈X ′〉 of R〈X ′〉 is also finitely generated.

Proof. Corollary 2.3.7 and the remarks preceding it yield f1, . . . , fm ∈ R〈X ′〉[XN ] of de-

gree < d := degXN w which jointly with w generate the ideal J := I ∩ R〈X ′〉[XN ]. Let

g ∈ I ∩ R〈X ′〉 = J ∩ R〈X ′〉; then g =
∑

i fiyi + wz where yi, z ∈ R〈X ′〉[XN ]. The proof of

Corollary 2.3.7 shows that we can choose the yi, z such that degXN yi < d for i = 1, . . . ,m;

hence also deg z < d, since wz = g −
∑

i fiyi has degree < 2d. Write yi =
∑d−1

j=0 yijX
j
N and

z =
∑d−1

j=0 zjX
j
N where yij, zj ∈ R〈X ′〉. The condition “degXN g = 0” can be expressed as a

homogeneous system of linear equations over R〈X ′〉 in the yij, zj. By coherence of R〈X〉,

the R〈X ′〉-module of solutions of this system is finitely generated; the yi, z arising from a

finite generating set of this R〈X ′〉-module give rise to a generating set for I ∩R〈X ′〉.

We now let again f1, . . . , fm ∈ D〈C,X〉. Analyzing the proof of the preceding lemma and

using Theorem 3.3.7 and the results on uniform Weierstrass Division from Section 2.2, we

obtain a version which is uniform in parameters:

Corollary 3.3.17. Assume that one of the fi is a Weierstrass polynomial in XN . Then

there exist a covering family
{
ϕ(λ)(C)

}
of quantifier-free formulas and tuples

(
g

(λ)
1 , . . . , g

(λ)
n

)
(for some n) of terms in (C,X ′) where the function symbol d is not applied to subterms

involving the X ′-variables, with the following property: if R and c are such that R |= ϕ(λ)(c),

then g
(λ)
1 (c,X ′), . . . , g

(λ)
n (c,X ′) generate the ideal I(c,X) ∩R〈X ′〉 of R〈X ′〉.
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CHAPTER 4

Uniform Noether Normalization and Uniform

Noetherianity

In this chapter, we first explore generalizations and consequences of Noether Normalization.

As we have already seen, a Noether Normalization trick often provides a way to change

variables to create a regular power series (2.1.1). In Section 4.1 we begin by defining what

it means for a collection of multivariable polynomials to be a Weierstrass sequence: this is

essentially a Gröbner basis with respect to the lexicographic term ordering. The existence of a

Weierstrass sequence in an ideal provides a sufficient condition for the existence of “universal

denominators” which may be needed to compute ideal quotients (4.1.4). In Section 4.2 we

then establish a uniform version of the usual Noether Normalization Theorem for restricted

power series (4.1.14) and give some applications: defining the dimension of an ideal (4.2.2),

and defining maximal ideals (4.2.3, 4.2.5). In the later chapters our main interest lies in rings

of restricted power series over nonstandard models of the theory of Zp; in the last section

of this chapter we prepare the ground by establishing a few basic facts about such rings,

obtained by model-theoretic transfer from the noetherianity of Zp〈X〉 using the definability

results obtained in Section 3.3 of the previous chapter.

4.1 Weierstrass Sequences

In this section we introduce the formalism of Weierstrass sequences and summarize their

basic properties. Such sequences appear naturally when the Weierstrass Preparation The-

orem is applied repeatedly, and they play an important role in our formulation of uniform

Noether Normalization in Section 4.2 below.
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Weierstrass sequences in polynomial rings

We first introduce Weierstrass sequences in a fairly general setting. For this, let A be any

ring. We say that w1, . . . , wN ∈ A[X] form a Weierstrass sequence over A if w1 ∈ A[X1]

is monic of positive degree (in X1), w2 ∈ A[X1, X2] is monic of positive degree in X2, etc.,

that is: wi ∈ A[X1, . . . , Xi] is monic of positive degree in Xi, for i = 1, . . . , N . Note that a

Weierstrass sequence over A remains a Weierstrass sequence over every ring extension of A.

The presence of a Weierstrass sequence is useful for dimension computations:

Lemma 4.1.1. Let I be an ideal of A[X] containing a Weierstrass sequence over A. Then

dimA[X]/I 6 dimA, with equality if A ∩ I = {0}.

Proof. Suppose first that A ∩ I = {0}. Then the composition of the natural inclusion

A ⊆ A[X] with the residue morphism A[X]→ A[X]/I yields a ring embedding A→ A[X]/I,

and identifying A with its image, A[X]/I is an integral ring extension of A, so dimA[X]/I =

dimA. In general, put A := A/(A∩ I) and let I be the image of I under the surjective ring

morphism A[X]→ A[X] which extends the residue morphism A→ A and satisfies Xi 7→ Xi

(i = 1, . . . , N); this morphism then induces an isomorphism A[X]/I → A[X]/I, we have

A ∩ I = {0}, and so by what we already showed: dimA[X]/I = dimA[X]/I = dimA 6

dimA.

Let now w1, . . . , wN ∈ A[X] be a Weierstrass sequence, set di := degXi wi for i = 1, . . . , N ,

and let W be the ideal of A[X] generated by w1, . . . , wN . We say that a polynomial g ∈ A[X]

is in normal form with respect to w1, . . . , wN if degXi g < di for i = 1, . . . , N . The

polynomials in A[X] which are in normal form with respect to w1, . . . , wN form a finitely

generated free A-submodule of A[X] with basis given by the monomials Xν with νi < di for

i = 1, . . . , N . With this terminology we have:

Lemma 4.1.2. For each f ∈ A[X] there is some g ∈ A[X] such that

f ≡ g mod W and g is in normal form with respect to w1, . . . , wN .
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Proof. We proceed by induction on N . The case N = 0 being trivial, suppose that N > 1,

and let f ∈ A[X]. By Euclidean Division in A[X] take q, r ∈ A[X] such that f = q wN+r and

degXN r < dN ; thus f ≡ r mod wNA[X]. Let r0, . . . , rdN−1 ∈ A[X ′] such that r =
∑

j rjX
j
N .

Note that w1, . . . , wN−1 is a Weierstrass sequence over A in A[X ′], and let W ′ be the ideal

of A[X ′] generated by w1, . . . , wN−1. By inductive hypothesis we obtain g0, . . . , gdN−1 ∈

A[X ′] such that rj ≡ gj mod W ′ and gj is in normal form with respect to w1, . . . , wN−1, for

j = 0, . . . , dN − 1. Hence r ≡ g mod W ′A[X] where g :=
∑

j gjX
j
N is in normal form with

respect to w1, . . . , wN and f ≡ g mod W as desired.

Remark. We can always pass from the Weierstrass sequence w1, . . . , wN to a Weierstrass

sequence w∗1, . . . , w
∗
N generating the same ideal W such that w∗j , viewed as polynomial in Xj,

has degree dj and coefficients which are in normal form with respect to w∗1, . . . , w
∗
j−1, for

each j = 1, . . . , N .

Next we show that the element g in the previous lemma is uniquely determined by f and

our Weierstrass sequence w1, . . . , wN . (This allows us to define the normal form of f with

respect to w1, . . . , wN to be the unique g satisfying the conditions in Lemma 4.1.2.)

Lemma 4.1.3. If g ∈ W is in normal form with respect to w1, . . . , wN , then g = 0.

Proof. We proceed by induction on N . With the case N = 0 again being trivial, we suppose

that N > 1, and let g ∈ W be in normal form with respect to w1, . . . , wN . Let g =
∑

iwizi

where zi ∈ A[X]. By Euclidean Division take qi, ri ∈ A[X] such that zi = qiwN + ri and

degXN ri < dN , for i < N . Then g =
∑

i<N wiri +wN
(∑

i<N qi + zN
)
. Hence we can reduce

to the case degXN zi < dN for i < N . Setting h :=
∑

i<N wizi we then have g = wNzN + h

and degXN h < dN ; by the uniqueness part of Euclidean Division in A[X] we thus have

zN = 0, g = h. With W ′ denoting again the ideal of A[X ′] generated by w1, . . . , wN−1, we

have g ∈ W ′A[X]. In fact, write g =
∑

j gjX
j
N where gj ∈ A[X ′]; then for each j we have

gj ∈ W ′ and gj is in normal form with respect to w1, . . . , wN−1, thus gj = 0 by inductive

hypothesis and so g = 0 as claimed.

Hence the A-module A[X]/W is finitely generated and free, with basis given by the images
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of the monomials Xν with νi < di for i = 1, . . . , N under the natural surjection A[X] →

A[X]/W . In the next proposition (on “universal denominators”) we assume that A is an

integral domain, and we let K = Frac(A).

Proposition 4.1.4. Let I be a finitely generated ideal of A[X] containing w1, . . . , wN . Then

there is some a ∈ A such that IK[X] ∩ A[X] = (I : a).

Proof. Take g1, . . . , gn ∈ I which, together with w1, . . . , wN , generate the ideal I. By

Lemma 4.1.2 we may assume that the gi are in normal form with respect to w1, . . . , wN .

Then

f ∈ IK[X] ⇐⇒ there are y1, . . . , yn ∈ K[X] with f ≡
∑
i

giyi mod WK[X]

⇐⇒

{
there are y1, . . . , yn ∈ K[X] in normal form with respect

to w1, . . . , wN such that f ≡
∑

i giyi mod WK[X].

We now convert the last congruence into a system of linear equations over A. Let ν range

over the multiindices in NN such that Xν is in normal form with respect to w1, . . . , wN (i.e.,

νi < di for i = 1, . . . , N), and similarly with ν ′, ν ′′; then take giν ∈ A with gi =
∑

ν giνX
ν

and aνν′ν′′ ∈ A with

Xν′Xν′′ ≡
∑
ν

aνν′ν′′X
ν mod W for all ν ′, ν ′′.

If yi =
∑

ν yiνX
ν (yiν ∈ K), then

yigi ≡
∑
ν′,ν′′

yiν′giν′′X
ν′Xν′′ ≡

∑
ν

(∑
ν′,ν′′

yiν′giν′′a
ν
ν′ν′′

)
Xν mod W,

so the normal form of yigi with respect to w1, . . . , wN is given by the polynomial on the

right. Therefore, setting bνiν′ :=
∑

ν′′ giν′′a
ν
ν′ν′′ ∈ A, if f =

∑
ν fνX

ν (fν ∈ A) is in normal

form with respect to w1, . . . , wN , then

f =
∑
i

giyi ⇐⇒ fν =
∑
i,ν′

bνiν′yiν′ for each ν,

therefore the existence of polynomials y1, . . . , yn ∈ K[X] which are in normal form with

respect to w1, . . . , wN and satisfy f ≡
∑

i giyi mod WK[X] is equivalent to the existence
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of a solution yiν′ ∈ K of the system of linear equations fν =
∑

i,ν′ b
ν
iν′yiν′ . Now apply

Remark 3.1.3 to this system of linear equations over A to obtain an element a of A as

desired.

Remark. In [7, Corollary 3.5] it is claimed that an a with the property stated in the propo-

sition above can be found even without assuming that the ideal I contains a Weierstrass

sequence over A. In this generality, this now seems doubtful, see [10].

The next fact is useful in arguments by induction on dimension:

Corollary 4.1.5. Suppose A is noetherian. Let I be an ideal of A[X] containing w1, . . . , wN ,

and let f be a non-zero-divisor of A. Then

dimA[X]/(I, f) < dimA.

Proof. Since I contains W we have dimA[X]/(I, f) 6 dimA[X]/(W, f), hence we may

replace I by W and assume that I = W is generated by w1, . . . , wN . By Krull’s Principal

Ideal Theorem [11, Corollary 11.17] and Lemma 4.1.1 it is enough to show that f is not a

zero-divisor in A[X]/I. Let g ∈ A[X] with fg ∈ I; we claim that g ∈ I. By Lemma 4.1.2 we

can assume that g is in normal form with respect to w1, . . . , wN . Then fg is also in normal

form with respect to w1, . . . , wN , hence fg = 0 by Lemma 4.1.3. Since f is a non-zero-divisor

of A, this yields g = 0.

Weierstrass sequences in D〈C,X〉

Next we consider the case A := D〈C〉 where the integral domain D is as in Chapter 2.1; we

also set A〈X〉 := D〈C,X〉. The next lemma can be seen as a version of Weierstrass Division

for Weierstrass sequences.

Lemma 4.1.6. Let w1, . . . , wN ∈ A[X] be a Weierstrass sequence over A, and let W be the

ideal of A[X] generated by w1, . . . , wN . Then for each f ∈ A〈X〉 there is some g ∈ A[X]

such that

f ≡ g mod WA〈X〉 and g is in normal form with respect to w1, . . . , wN .
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Proof. Similar to the proof of Lemma 4.1.2, using Weierstrass Division in A〈X〉 = D〈C,X〉

instead of Euclidean Division.

In the setting of the previous lemma, the natural inclusion A[X]→ A〈X〉 induces an A[X]-

algebra morphism A[X]/W → A〈X〉/WA〈X〉. By Lemma 4.1.6 this morphism is surjective,

hence the A-module A〈X〉/WA〈X〉 is also finitely generated. In fact, the A-algebra mor-

phism in question is an isomorphism. (This generalizes Corollary 2.1.5.) We won’t show this

here, but we’ll prove an analogous fact for rings of nonstandard restricted power series in

the next section.

Weierstrass sequences in R〈X〉

In the rest of this section we now let R range over models of TD and c over RM , and

F = Frac(R). Moreover, in this subsection A = R〈V 〉 where V = (V1, . . . , VL) is a tu-

ple of new distinct indeterminates, and A〈X〉 := R〈V,X〉. We note that if w1, . . . , wN ∈

D〈C, V 〉[X] is a Weierstrass sequence over D〈C, V 〉, then w1(c, V,X), . . . , wN(c, V,X) ∈

A[X] is a Weierstrass sequence over A, and every Weierstrass sequence over A arises this

way (for some choice of C, c, and w1, . . . , wN). Moreover, if g ∈ D〈C, V 〉[X] is in normal

form with respect to a Weierstrass sequence w1, . . . , wN ∈ D〈C, V 〉[X] over D〈C, V 〉, then

the polynomial g(c, V,X) ∈ A[X] is in normal form with respect to the Weierstrass sequence

w1(c, V,X), . . . , wN(c, V,X) over A. We have the following uniform version of Lemma 4.1.6.

Lemma 4.1.7. For each f ∈ D〈C, V,X〉 and each Weierstrass sequence w1, . . . , wN ∈

D〈C, V 〉[X] over D〈C, V 〉 there are q1, . . . , qN ∈ D〈C, V,X〉 as well as a polynomial g ∈

D〈C, V 〉[X] in normal form with respect to w1, . . . , wN such that for all R and c,

f(c, V,X) =
N∑
i=1

qi(c, V,X)wi(c, V,X) + g(c, V,X).

Let now w1, . . . , wN ∈ A[X] be a Weierstrass sequence over A = R〈V 〉 and W be the ideal

of A[X] generated by w1, . . . , wN .

Lemma 4.1.8. For each f ∈ A〈X〉 there is some g ∈ A[X] such that

f ≡ g mod WA〈X〉 and g is in normal form with respect to w1, . . . , wN .
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This follows immediately from Lemma 4.1.7 and the remarks at the beginning of this sub-

section. In particular, each ideal of A〈X〉 containing w1, . . . , wN is generated by polynomials

from A[X].

Lemma 4.1.9. WA〈X〉 ∩ A[X] = W .

Proof. We proceed by induction on N . Since the case N = 0 is obvious, we assume N > 1,

and let f ∈ WA〈X〉 ∩ A[X]. Take z1, . . . , zN ∈ A〈X〉 such that f =
∑

iwizi; we need to

show that we can choose zi ∈ A[X]. By Weierstrass Division take q1, . . . , qN−1 ∈ A〈X〉

and r1, . . . , rN−1 ∈ A〈X ′〉[XN ] such that zi = qiwN + ri for i = 1, . . . , N − 1; then f =∑
i<N wiri+wN

(∑
i<N qi + zN

)
. Hence we can reduce to the case z1, . . . , zN−1 ∈ A〈X ′〉[XN ];

by Corollary 2.3.6 we then also have zN ∈ A〈X ′〉[XN ]. Successively applying Lemma 4.1.8 to

the coefficients of zN in A〈X ′〉 and the Weierstrass sequence w1, . . . , wN−1 ∈ A[X ′] in place

of f and w1, . . . , wN , respectively, we can further reduce to the case where zN ∈ A[X]. Hence

we may replace f by f − wNzN ∈ A[X] and can assume that zN = 0. Now let fj ∈ A[X ′]

such that f =
∑

j fjX
j
N and zij ∈ A〈X ′〉 such that zi =

∑
j zijX

j
N ; then the equation

f =
∑

i<N wizi is equivalent to the equations fj =
∑

i<N wizij. By inductive hypothesis, we

can choose zij solving these equations in A[X ′].

The following generalizes Corollary 2.3.7:

Corollary 4.1.10. Let J be an ideal of A[X] containing w1, . . . , wN . Then

JA〈X〉 ∩ A[X] = J.

Proof. Let f ∈ JA〈X〉 ∩ A[X]. Then there are f1, . . . , fm ∈ J and y1, . . . , ym ∈ A〈X〉 (for

some m) and g ∈ WA〈X〉 such that f =
∑

i yifi + g. Applying Lemma 4.1.8 successively to

each yi (in place of f) and modifying the yi and g appropriately, we reduce to the case where

yi ∈ A[X] for each i. Then f −
∑

i yifi = g ∈ WA〈X〉 ∩ A[X] = W by Lemma 4.1.9.

Weierstrass sequences in F 〈X〉

Let R, F , V be as in the previous subsection, but now let A := F 〈V 〉 and A〈X〉 := F 〈V,X〉.

Let w1, . . . , wN ∈ R〈V 〉[X] be a Weierstrass sequence over A, let J be an ideal of A[X]
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containing w1, . . . , wN , and I = JA〈X〉. Lemma 4.1.8 and Corollary 4.1.10 imply that the

natural inclusion

A[X] = F 〈V 〉[X] ⊆ F 〈V,X〉 = A〈X〉

induces an A[X]-algebra isomorphism A[X]/J
∼=−−→ A〈X〉/I. In particular, I is radical

(primary, prime, maximal, . . . ) iff J has the corresponding property.

Corollary 4.1.11. dimA〈X〉/I 6 L, with equality if and only if A ∩ I = {0}.

Proof. By Corollary 2.3.13 we have dimA = L, hence by Lemma 4.1.1 and the isomorphism

above we obtain dimA〈X〉/I 6 L, with equality if A∩I = {0}. Moreover, by Corollary 4.1.5

applied to I ∩ A[X] = J in place of I, we obtain dimA〈X〉/(I, f) < L for each f ∈ A 6=. In

particular dimA〈X〉/I = L implies A ∩ I = {0}.

Lemma 4.1.12. Let a ∈ A. Then (I : a) = (J : a)A〈X〉.

Proof. Note that I = JA〈X〉 ⊆ (J : a)A〈X〉. Let f ∈ (I : a), and take g ∈ A[X]

with f ≡ g mod I (Lemma 4.1.8). Then ag ∈ I ∩ A[X] = J , hence g ∈ (J : a), so

f ∈ (J : a)A〈X〉.

Lemma 4.1.13.
√
I =
√
JA〈X〉.

Proof. The ideal
√
JA〈X〉 is radical, and clearly I = JA〈X〉 ⊆

√
JA〈X〉 ⊆

√
I, so

√
I =

√
JA〈X〉.

Constructing Weierstrass sequences

In this subsection we let I be an ideal of F 〈X〉. Here is a “non-standard” version of the

familiar Noether Normalization Theorem for the restricted power series ring Qp〈X〉 (see [14,

§6.1.2]):

Proposition 4.1.14. Suppose 1 /∈ I. Then there are some d ∈ {0, . . . , N} and a polynomial

automorphism σ of F 〈X〉 such that

(1) σ(I) ∩ F 〈X1, . . . , Xd〉 = {0}; and
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(2) σ(I) contains a Weierstrass sequence

w1, . . . , wN−d ∈ R〈X1, . . . , Xd〉[Xd+1, . . . , XN ]

over R〈X1, . . . , Xd〉.

Proof. We proceed by induction on N . If I = {0} then we may take d = N and for σ the

identity on F 〈X〉. This includes the case N = 0, so suppose now that N > 1 and I 6= {0}.

Take a nonzero g ∈ I, and let σ be a polynomial automorphism of F 〈X〉 such that σ(g) is

regular in XN of some degree s ∈ N. Then by Corollary 2.3.9 we have σ(g) = u · w where

u ∈ F 〈X〉× and w ∈ R〈X ′〉[XN ] is a Weierstrass polynomial of degree s. Here w ∈ σ(I); note

that s > 1 since σ(I) 6= F 〈X〉. By inductive hypothesis applied to the ideal I ′ := σ(I)∩F 〈X ′〉

of F 〈X ′〉 there is some d ∈ {0, . . . , N −1} and a polynomial automorphism σ′ of F 〈X ′〉 such

that σ′(I ′) ∩ F 〈X1, . . . , Xd〉 = {0}, as well as a Weierstrass sequence

w1, . . . , wN−1−d ∈ σ′(I ′) ∩R〈X1, . . . , Xd〉[Xd+1, . . . , XN−1]

over R〈X1, . . . , Xd〉. We extend σ′ to a polynomial automorphism of F 〈X〉, also denoted

by σ′, such that σ′(XN) = XN . Then we have (σ′ ◦ σ)(I) ∩ F 〈X1, . . . , Xd〉 = {0}, and

w1, . . . , wN−1−d, σ
′(w) is a Weierstrass sequence in (σ′ ◦ σ)(I), as required.

By clearing denominators we obtain a version of Proposition 4.1.14 for ideals of R〈X〉:

Corollary 4.1.15. Let J be an ideal of R〈X〉 with J∩R = {0}. Then there are some r ∈ R 6=,

some d ∈ {0, . . . , N}, and a polynomial automorphism σ of R〈X〉 such that

(1) σ(J) ∩R〈X1, . . . , Xd〉 = {0}; and

(2) the ideal σ(J : r)∩R〈X1, . . . , Xd〉[Xd+1, . . . , XN ] contains a Weierstrass sequence over

R〈X1, . . . , Xd〉.

Proof. Apply Proposition 4.1.14 to I = JF 〈X〉.

By Corollary 4.1.11, the integer d in the previous proposition is uniquely determined: it

equals dim I.
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Corollary 4.1.16. If the ideal I is maximal, then the field F 〈X〉/I is finite over its sub-

field F .

4.2 Uniform Noether Normalization

In this section we formulate a uniform variant of Noether Normalization and give some of

its applications. Throughout this section we let f1, . . . , fm ∈ D〈C,X〉, and we let R range

over models of TD. Moreover, “formula” and “term” mean “Ld
D-formula” and “Ld

D-term,”

respectively, unless noted otherwise. We let F = Frac(R), and for c ∈ RM we denote again

by I(c,X) the ideal of R〈X〉 generated by f1(c,X), . . . , fm(c,X). Recall the conventions

concerning polynomial automorphisms introduced in Sections 2.2 and 2.3: for each auto-

morphism σ of Z[X] which maps the ideal (X) generated by the tuple of indeterminates

X = (X1, . . . , XN) to itself, we obtain an F -algebra automorphism of F 〈X〉, also denoted

by σ, given by “substitution of σ(X) for X”.

Proposition 4.2.1 (Uniform Noether Normalization Theorem). There exist a quantifier-free

formula ϕ(C), an L-tuple of terms v (L ∈ N), and a finite family

N =
{(
ϕ(λ), d(λ), v(λ), w(λ), σ(λ)

)}
λ∈Λ

where for some tuple V = (V1, . . . , VL) of distinct new indeterminates and with λ ranging

over Λ,

(1) ϕ(λ) = ϕ(λ)(C) is a quantifier-free formula,

(2) d(λ) is an element of {0, . . . , N},

(3) w(λ) is a Weierstrass sequence

w
(λ)
1 , . . . , w

(λ)

N−d(λ) ∈ D〈V,X1, . . . , Xd(λ)〉[Xd(λ)+1, . . . , XN ]

over D〈V,X1, . . . , Xd(λ)〉, and

(4) σ(λ) is an automorphism of Z[X] which maps the ideal (X) to itself,

68



with the following properties, for all R and c ∈ RM :

(N1) R |= ϕ(c)→
∨
λ ϕ

(λ)(c),

(N2) if R |= ¬ϕ(c), then I(c,X) ∩R 6= {0}, and

(N3) if R |= ϕ(λ)(c), then

σ(λ)
(
I(c,X)F 〈X〉

)
∩ F 〈X1, . . . , Xd(λ)〉 = {0}

and

w
(λ)
i

(
v(c), X

)
∈ σ(λ)

(
I(c,X)F 〈X〉

)
for i = 1, . . . , N − d(λ).

Proof. Follows from Proposition 4.1.14 by compactness, using Corollaries 3.3.10, 3.3.11,

and 3.3.17.

In particular, we see that dimension is uniformly definable in parameters:

Corollary 4.2.2. For each d ∈ {0, . . . , N} there is a quantifier-free formula dimd(C) such

that for all R and c ∈ RM we have

R |= dimd(c) ⇐⇒ dim I(c,X)F 〈X〉 = d.

Proof. With N as in the preceding proposition, let dimd :=
∨
d(λ)=d ϕ

(λ).

As a consequence, the dimension of I(c,X)F 〈X〉 does not change if R, F are replaced by

a substructure containing c and its fraction field. We can now also prove the definability of

the property of being a maximal ideal of F 〈X〉:

Corollary 4.2.3. There is a formula Max(C) such that for all R and c ∈ RM ,

R |= Max(c) ⇐⇒ the ideal I(c,X)F 〈X〉 of F 〈X〉 is maximal.

Proof. Combining Lemma 4.1.7 and Proposition 4.2.1 we obtain an L-tuple v of terms

in C (L ∈ N), and a finite family

{(
ϕ(λ), g(λ), w(λ), σ(λ)

)}
λ∈Λ
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where for some tuple V = (V1, . . . , VL) of distinct new indeterminates and with λ ranging

over Λ,

(1) ϕ(λ)(C) is a quantifier-free formula,

(2) g(λ) =
(
g

(λ)
1 , . . . , g

(λ)
m

)
and w(λ) =

(
w

(λ)
1 , . . . , w

(λ)
N

)
are tuples of polynomials from

D〈V 〉[X], where w(λ) is a Weierstrass sequence over D〈V 〉 with respect to which

each g
(λ)
i is in normal form, and

(3) σ(λ) is an automorphism of Z[X] mapping the ideal (X) to itself,

with the following properties: for all R and c ∈ RM with R |= dim0(c) we have R |= ϕ(λ)(c)

for some λ ∈ Λ, and denoting by J (λ)(c,X) the ideal of F [X] generated by the polynomials

g
(λ)
i

(
v(c), X

)
and w

(λ)
j

(
v(c), X

)
, we have

J (λ)(c,X)F 〈X〉 = σ(λ)
(
I(c,X)F 〈X〉

)
and the natural inclusion F [X]→ F 〈X〉 induces an isomorphism

F [X]/J (λ)(c,X)
∼=−−→ F 〈X〉/J (λ)(c,X)F 〈X〉.

Let d
(λ)
i := degXi w

(λ)
i . Note that the F -algebra F [X]/J (λ)(c,X) is finite-dimensional as

an F -linear space, of dimension at most
∏N

i=1 d
(λ)
i , generated by the residue classes mod-

ulo J (λ)(c,X) of the monomials Xν with νi < d
(λ)
i for i = 1, . . . , N . Hence using Corol-

lary 3.3.11 one easily obtains a formula ψ(λ)(C) such that for each R and c ∈ RM we have

R |= ψ(λ)(c) ⇐⇒ F 〈X〉/J (λ)(c,X)F 〈X〉 is a field.

Thus Max := dim0 ∧
∨
λ

(
ϕ(λ) ∧ ψ(λ)

)
does the job.

The corresponding fact for ideals in polynomial rings over fields was shown by van den

Dries [21, (1.6)–(1.10)] using a model-theoretic compactness argument:

Lemma 4.2.4. Let g1(C,X), . . . , gn(C,X) ∈ Z[C,X]. Then there is a formula µ(C) in the

language of rings such that for each field K and c ∈ KM ,

K |= µ(c) ⇐⇒ g1(c,X), . . . , gn(c,X) generate a maximal ideal of K[X].
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Here is an analogue for ideals of R〈X〉:

Corollary 4.2.5. There is a formula max(C) such that for all R and c ∈ RM ,

R |= max(c) ⇐⇒ the ideal I(c,X) of R〈X〉 is maximal.

Proof. By Corollary 2.3.2, the ideal I(c,X) is maximal iff it contains mR = tRR and maps

onto a maximal ideal of R[X] under the residue morphism R〈X〉 → R[X]. To construct our

formula max, we first take ε(C,C ′) as in Corollary 3.3.10; then for all R and c ∈ RM we have

R |= ε(c, tR) ⇐⇒ I(c,X) ⊇ mR.

Also, take d ∈ N as in Lemma 2.2.8 which works for each of f1, . . . , fm (see the remarks pre-

ceding Corollary 2.2.13). Then the polynomials fi(c,X) ∈ R[X] have degree < d (see (2.7)).

For i = 1, . . . ,m write fi =
∑

ν fiν(C)Xν (fiν ∈ D〈C〉); thus fi(c,X) =
∑
|ν|<d fiν(c)X

ν . We

introduce the tuple f(C) :=
(
fiν(C)

)
of elements of D〈C〉, where i ranges over {1, . . . ,m}

and ν over the multiindices in NN with |ν| < d. By the lemma above we can take a formula µ

in the language of rings such that for all R and c ∈ RM ,

R |= µ
(
f(c)

)
⇐⇒ f1(c,X), . . . , fm(c,X) generate a maximal ideal of R[X].

Since mR = tRR is uniformly definable in R, it is routine to translate µ into a formula µ in

the language of rings such that for all R and c ∈ RM we have

R |= µ
(
f(c)

)
⇐⇒ R |= µ

(
f(c)

)
.

Then max(C) := ε(C, t) ∧ µ
(
f(C)

)
does the job.

Corollary 4.2.6. Let R ⊆ R∗ be an elementary extension of models of TD with fraction

fields F , F ∗, and c ∈ RM . Then

I(c,X) is maximal ⇐⇒ I(c,X)R∗〈X〉 is maximal

and

I(c,X)F 〈X〉 is maximal ⇐⇒ I(c,X)F ∗〈X〉 is maximal.
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We also have a uniform version of Proposition 4.1.4. To formulate it, let

g1, . . . , gn, w1, . . . , wN−d ∈ D〈C,X1, . . . , Xd〉[Xd+1, . . . , XN ] (d ∈ {0, . . . , N}),

where w1, . . . , wN−d is a Weierstrass sequence over D〈C,X1, . . . , Xd〉. Let

F = Frac(R) ⊆ A := F 〈X1, . . . , Xd〉 ⊆ K := Frac(A),

and for c ∈ RM let J(c,X) denote the ideal of A[Xd+1, . . . , XN ] generated by

g1(c,X), . . . , gn(c,X), w1(c,X), . . . , wN−d(c,X).

Corollary 4.2.7. There are a covering family
{
ϕ(λ)(C)

}
of quantifier-free formulas and

for each λ an element a(λ) of D〈C,X1, . . . , Xd〉 such that for each R and c ∈ RM with

R |= ϕ(λ)(c), we have

J(c,X)K[Xd+1, . . . , XN ] ∩ A[Xd+1, . . . , XN ] =
(
J(c,X) : a(λ)(c,X1, . . . , Xd)

)
.

Proof. Follow the proof of Proposition 4.1.4.

For later use we note that the proof of Proposition 4.1.4 also indicates how to uniformly

describe generators for the quotient ideal
(
J(c,X) : a(λ)(c,X1, . . . , Xd)

)
.

Corollary 4.2.8. Let a(C,X1, . . . , Xd) ∈ D〈C,X1, . . . , Xd〉. Then there are a covering

family
{
ϕ(λ)(C)

}
of quantifier-free formulas and for each λ elements

h
(λ)
1 (V,X), . . . , h

(λ)
k (V,X) ∈ D〈V,X1, . . . , Xd〉[Xd+1, . . . , XN ],

where V = (V1, . . . , VL) is an L-tuple of new distinct indeterminates (L ∈ N), as well as an

L-tuple τ of terms in C, such that for R and c ∈ RM with R |= ϕ(λ)(c), the polynomials

h
(λ)
1

(
τ(c), X

)
, . . . , h

(λ)
k

(
τ(c), X

)
generate the ideal

(
J(c,X) : a(c,X1, . . . , Xd)

)
of A[Xd+1, . . . , XN ].

We leave the details to the reader. (Use Corollary 3.3.8.)
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4.3 Uniform Noetherianity

In this section we focus on models of the analytic theory of Zp. Recall that an ordered abelian

group Γ is said to be a Z-group if it is elementarily equivalent to the ordered abelian group Z;

equivalently, if Γ has a smallest positive element and |Γ/nΓ| = n for each n > 1. If Γ is

a Z-group, then we denote by 1 the smallest positive element of Γ, and identify Z with an

ordered subgroup of Γ via the embedding k 7→ k · 1: Z→ Γ. We also recall that a henselian

valued field is p-adically closed if its residue field is isomorphic to Fp and its value group is a

Z-group with smallest positive element 1 = v(p). A valuation ring is called p-adically closed

if it is the valuation ring of a p-adically closed field. So the valued field Qp is p-adically

closed and its valuation ring Zp is a p-adically closed valuation ring. By a theorem of Ax-

Kochen [13] and Eršov [32] the Ldiv-theory of p-adically closed valuation rings is complete.

(See also Section 6.2 below.) An analytic counterpart was proved in [23, (3.2)], based on the

parametric Weierstraß Division Theorem and earlier work by Denef and van den Dries [19],

who showed that the LZp-structure Zp is model complete (indeed, has quantifier elimination

in an expansion of the language Ld
Zp by certain definable predicates). We let Tp be the

LZp-theory of p-adically closed valuation rings with Zp-structure (to be distinguished from

the theory TZp ⊆ Tp whose models are all valuation rings with Zp-structure; cf. Section 2.2).

Note that for each model R of Tp there is a natural embedding Zp → R of LZp-structures,

via which we identify Zp with a substructure of R.

Theorem 4.3.1 (van den Dries). Tp is complete.

As a consequence one obtains (see [23, (2.4)]):

Corollary 4.3.2. Tp has definable Skolem functions.

We will typically use these two facts in combination, in the following way. In the rest of this

section, “formula” means “LZp-formula” and “term” means “Ld
Zp-term”. Let ϕ be a formula

in a single free variable. Each ideal of Zp is principal, hence if in Zp the formula ϕ defines

an ideal of Zp, then in each R |= Tp, it defines a principal ideal of R, by Theorem 4.3.1.
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Moreover, using Corollary 4.3.2 we can also formulate a uniform version of this observation.

For this we let C ′ be a new indeterminate and as usual C = (C1, . . . , CM).

Lemma 4.3.3. For each formula ϕ(C,C ′) there is a formula which in each R |= Tp de-

fines the graph of a function c 7→ a(c) : RM → R with the following property: if c ∈ RM

and ϕ(c, C ′) defines an ideal I(c) of R, then I(c) = a(c)R.

In particular, definable ideals of models of Tp are principal; only very few of them are radical:

Corollary 4.3.4. Let R |= Tp. Then mR = pR is the only nontrivial definable radical ideal

of R.

Proof. Clearly this holds for R = Zp. In general, an ideal I of R is radical if and only if the

implication a2 ∈ I ⇒ a ∈ I holds for each a ∈ R, hence the property of being a radical ideal

is uniformly definable. The claim now follows from Theorem 4.3.1.

Remark. By the previous corollary, the property of a definable ideal of a p-adically closed

valuation ring to be radical is uniformly definable, and similarly with “prime” in place of

“radical.” On the other hand, every proper ideal of Zp is primary, hence if the property of

an ideal of R to be primary was uniformly definable for all p-adically closed valuation rings,

then every definable proper ideal of a p-adically closed valuation ring would be primary. But

it is easy to see that none of the principal ideals of a p-adically closed valuation ring R except

for the ideals pnR (n > 1) are primary: let a ∈ R with va > v(pn) for all n, and set f := p

and g := a/p ∈ R; then fg ∈ aR, but neither f ∈
√
aR nor g ∈ aR, so aR is not primary.

The ring Zp〈X〉 is noetherian: every nonempty collection of ideals of Zp〈X〉 has a maximal

element with respect to inclusion. (See Section 2.1.) The following proposition may be

regarded as a uniform version of this fact for certain definable collections of ideals. Below

we let C ′ be a new parametric indeterminate, we let f1, . . . , fm ∈ Zp〈C,C ′, X〉, and given

R |= TZp and (c, c′) ∈ RM+1 we let

I(c, c′, X) =
(
f1(c, c′, X), . . . , fm(c, c′, X)

)
denote the ideal of R〈X〉 generated by the fi(c, c

′, X).

74



Proposition 4.3.5. Let ϕ(C,C ′) be a formula and π(C) := ∃C ′ϕ. Then for each R |= Tp

and c ∈ π(RM) there is some c′ ∈ R with R |= ϕ(c, c′) and

I(c, c′, X) =
⋃{

I(c, c′′, X) : c′′ ∈ R, R |= ϕ(c, c′′)
}
. (4.1)

Moreover, there is a formula which for each R |= Tp defines the graph of a function

c 7→ c′ : π(RM)→ R

such that for each c ∈ π(RM) we have R |= ϕ(c, c′) and (4.1) holds.

Proof. Let C ′′ be another new indeterminate. By Corollary 3.3.12 there is a quantifier-free

formula ι(C,C ′, C ′′) such that for all R |= TZp and c ∈ RM , c′, c′′ ∈ R we have R |= ι(c, c′, c′′)

iff I(c, c′, X) ⊇ I(c, c′′, X). Consider the sentence

µ := ∀C
[
π(C)→ ∃C ′

(
ϕ(C,C ′) ∧ ∀C ′′

(
ϕ(C,C ′′)→ ι(C,C ′, C ′′)

))]
.

Noetherianity of Zp〈X〉 and completeness of Tp yield Tp |= µ. Now use the fact that Tp has

definable Skolem functions.

It may be worth explicitly stating the case M = 0 of the previous proposition.

Corollary 4.3.6. Suppose f1, . . . , fm ∈ Zp〈C ′, X〉, and let ϕ(C ′) be a formula such that

Tp |= ∃C ′ ϕ. Then for each R |= Tp there is some c′ ∈ R with R |= ϕ(c′) and

I(c′, X) =
⋃{

I(c′′, X) : c′′ ∈ R, R |= ϕ(c′′)
}
.

For notational simplicity we restricted ourselves to a single new indeterminate C ′ above;

everything works just as well if C ′ is replaced by a tuple of indeterminates. Below C ′

continues to be a single indeterminate distinct from C1, . . . , CM .

In the rest of this section we assume that f1, . . . , fm ∈ Zp〈C,X〉. Next we show a uniform

version of the fact that (as a consequence of noetherianity of Zp〈X〉) for each ideal I of Zp〈X〉

there is some e ∈ N such that
⋃
n(I : pn) = (I : pe):
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Proposition 4.3.7. There is a formula which for each R |= Tp defines the graph of a function

c 7→ a(c) : RM → R such that for each c ∈ RM we have a(c) ∈ R 6= and(
I(c,X) : a(c)

)
=
⋃{(

I(c,X) : b
)

: b ∈ R 6=
}
.

Proof. This follows immediately from Proposition 4.3.5, but we can also argue as follows:

By Corollary 3.3.14 we can take a formula ψ(C,C ′) such that for all R |= TZp and c ∈ RM ,

the formula ψ(c, C ′) defines the ideal

J(c) :=
{
c′ ∈ R :

(
I(c,X) : c′

)
⊇
(
I(c,X) : b

)
for all b ∈ R 6=

}
of R. For R = Zp and c ∈ ZMp we have J(c) 6= {0}. Now use Lemma 4.3.3.

Let R |= Tp, c ∈ RM , F = Frac(R); then⋃{(
I(c,X) : b

)
: b ∈ R 6=

}
= I(c,X)F 〈X〉 ∩R〈X〉.

Hence if α(C,C ′) is a formula which in each model of Tp defines a function a as in Proposi-

tion 4.3.7, then

R |= ∀C ′
(
α→ C ′|1

)
⇐⇒ I(c,X)F 〈X〉 ∩R〈X〉 = I(c,X).

Combining the previous proposition with Corollary 3.3.13 also yields:

Corollary 4.3.8. There is a covering family
{
ψ(λ)(C)

}
and for each λ an n-tuple(

h
(λ)
1 , . . . , h(λ)

n

)
of terms h

(λ)
j (C,C ′, X) in which the function symbol d is not applied to subterms involving

the X-variables, as well as a formula α(C,C ′), such that for each R |= Tp, the following

holds: the formula α defines the graph of a function c 7→ a(c) : RM → R, and if c ∈ RM

satisfies R |= ψ(λ)(c), then with F = Frac(R) we have

I(c,X)F 〈X〉 ∩R〈X〉 =
(
h

(λ)
1 (c, a(c), X), . . . , h(λ)

n (c, a(c), X)
)
.

Hence if R |= Tp and I is a finitely generated ideal of R〈X〉, then the ideal

IF 〈X〉 ∩R〈X〉 =
⋃{

(I : a) : a ∈ R 6=
}

of R〈X〉 is finitely generated. For radical ideals, we have:
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Corollary 4.3.9. Let R |= Tp, and let I be a radical finitely generated ideal of R〈X〉. Then

IF 〈X〉 ∩R〈X〉 = (I : p).

Proof. By Corollary 3.3.15, the ideal

J :=
{
r ∈ R : (I : r) ⊇ (I : b) for all b ∈ R 6=

}
of R is radical and definable, and by Proposition 4.3.7 we have J 6= {0}. Hence p ∈ J by

Corollary 4.3.4, and thus IF 〈X〉 ∩R〈X〉 = (I : p).

Similarly to Proposition 4.3.7, using Corollary 3.3.10 instead of 3.3.14, one shows:

Proposition 4.3.10. There is a formula which for each R |= Tp defines the graph of a

function c 7→ r(c) : RM → R such that for each c ∈ RM we have I(c,X) ∩R = r(c)R.
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Part II

Detecting Radical Ideals
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CHAPTER 5

Radicals in Rings of Restricted Power Series

In this chapter we investigate aspects of uniformity for radicals of ideals in rings of restricted

power series such as Qp〈X〉 or Zp〈X〉. However, in the first section we first briefly discuss

the problem of uniformly computing radicals of ideals in polynomial rings. Here, we restrict

to ideals of the form I(c,X) of K[X], K a perfect field. We treat fields of characteristic

zero separately from perfect fields of positive characteristic. (In the latter case, we need to

enlarge the language of rings.) In the next section, we then show that we can reduce the

computation of the radical of an ideal in the ring Qp〈X〉 to finding the radical of “simpler”

ideals, some of which will be in polynomial rings of this form. In the last section, we consider

the ring Zp〈X〉. Here, the most general result is to test whether an ideal is radical, allowing

us to prove Theorem A stated in the introduction.

5.1 Radicals in Polynomial Rings over Perfect Fields

We recall a few well-known facts about uniform commutative algebra in polynomial rings

over fields. Let f1(C,X), . . . , fn(C,X) ∈ Z[C,X]. Hermann’s Theorem 3.2.3 shows that

given a field K and c ∈ KM , membership in the ideal

I(c,X) := IK(c,X) :=
(
f1(c,X), . . . , fn(c,X)

)
of K[X] generated by the polynomials f1(c,X), . . . , fn(c,X) can be described by a quantifier-

free condition on c, uniformly in K. More precisely, given another polynomial g(C,X) ∈

Z[C,X] there is a quantifier-free formula εg(C) in the language Lring = {0, 1,+,−, · , } of

rings such that for each such K, c we have

K |= εg(c) ⇐⇒ g(c,X) ∈ I(c,X).
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There is also an integer D > 0 such that for each field K and c ∈ KM , the radical
√
I(c,X)

of the ideal I(c,X) of K[X] is generated by polynomials of degree at most D; moreover,

given f(C,X) ∈ Z[C,X] there is some integer E > 0 such that for each field K and c ∈ KM

with f(c,X) ∈
√
I(c,X), we have f(c,X)E ∈ I(c,X). (The first fact follows from [42]; a

geometric proof is due to Kleiman [45, Corollaire 6.14]. The second fact was first shown by

A. Robinson [63, p. 127]. See also Theorem 2.10 of [25].) Hence there is some E ∈ N such

that

I(c,X) is radical ⇐⇒

for all f ∈ K[X] of degree at most D: fE ∈ I(c,X)⇒ f ∈ I(c,X).

All this together implies that there is a universal Lring-formula ρ(C) such that for each field K

and c ∈ KM we have

K |= ρ(c) ⇐⇒ I(c,X) is radical.

The usual model-theoretic criterion for a formula to be equivalent to a quantifier-free one

combined with Corollary 5.2, (1) in [8] now implies (as pointed out in the remark following

that corollary):

Lemma 5.1.1. There is a quantifier-free Lring-formula ρperf(C) such that for each perfect

field K and c ∈ KM ,

K |= ρperf(c) ⇐⇒ I(c,X) is radical.

As a consequence, we obtain:

Corollary 5.1.2. Let ~g =
(
g1(C,X), . . . , gm(C,X)

)
be an m-tuple of polynomials from

Z[C,X]. Then there is a quantifier-free Lring-formula ϕ~g(C) such that for all perfect fields K

and c ∈ KM we have

K |= ϕ~g(c) ⇐⇒
√
I(c,X) =

(
g1(c,X), . . . , gm(c,X)

)
.

Proof. Take E ∈ N such that for each field K, c ∈ KM , and j ∈ {1, . . . ,m} with gj(c,X) ∈√
I(c,X), we have gj(c,X)E ∈ I(c,X). Next take a quantifier-free Lring-formula ϕ~g(C) such
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that for all perfect fields K and c ∈ KM we have

K |= ϕ~g(c) ⇐⇒


J(c,X) :=

(
g1(c,X), . . . , gm(c,X)

)
is radical,

fi(c,X) ∈ J(c,X) for i = 1, . . . , n, and

gj(c,X)E ∈ I(c,X) for j = 1, . . . ,m.

Now use that if I and J are ideals in a ring, then
√
I = J iff J is radical and I ⊆ J ⊆

√
I.

For each finite tuple ~g of polynomials in Z[C,X] we now choose a quantifier-free Lring-

formula ϕ~g(C) as in the corollary. Next we focus on the uniform computation of generators

for
√
I(c,X), for perfect fields K and c ∈ KM . First the case of characteristic zero:

Proposition 5.1.3. There is a finite family {~gi}i∈I of m-tuples

~gi =
(
gi1(C,X), . . . , gim(C,X)

)
of polynomials from Z[C,X] (for some m), such that for each field K of characteristic zero

we have K |=
∨
i∈I ϕ~gi, and if c ∈ KM and i ∈ I satisfy K |= ϕ~gi(c), then the ideal

√
I(c,X)

of K[X] is generated by the polynomials gi1(c,X), . . . , gim(c,X).

Proof. Let K be a field of characteristic zero and c ∈ KM be a tuple of parameters, and let us

consider the ideal IQ(c)(c,X) of Q(c)[X] generated by the polynomials f1(c,X), . . . , fn(c,X)

(with coefficients in Z[c] ⊆ Q(c)). After clearing denominators, we obtain a tuple ~g =(
g1(C,X), . . . , gm(C,X)

)
of polynomials from Z[C,X] (for some m) such that the radical

of IQ(c)(c,X) is generated by the gj(c,X). Since the field Q(c) is perfect, the polynomi-

als gj(c,X) then also generate the radical of the ideal I(c,X) = IK(c,X) of K[X] generated

by f1(c,X), . . . , fn(c,X). (See, e.g., [8, Corollary 5.2].) So for each field K of characteristic

zero and c ∈ KM there is a tuple ~g as above satisfying K |= ϕ~g(c). The claim now follows

by compactness.

Next we turn to the case of positive characteristic. Fix a prime p and expand Lring by a unary

function symbol ( · )1/p to the language Lring,p. We view each perfect field of characteristic p

as an Lring,p-structure in the natural way.
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Proposition 5.1.4. There is a finite family {~gi}i∈I of m-tuples

~gi =
(
gi1(C,X), . . . , gim(C,X)

)
of polynomials from Z[C,X] (for some m) and some k ∈ N such that for each perfect field K

of characteristic p we have K |=
∨
i∈I ϕ~gi, and if c ∈ KM and i ∈ I satisfy K |= ϕ~gi(c), then

the polynomials gi1(c1/pk , X), . . . , gim(c1/pk , X) ∈ K[X] generate the ideal
√
I(c,X) of K[X].

Proof. Let K be a perfect field of characteristic p and c ∈ KM . We want to argue as in the

proof of the proposition above, with the subfield Fp(c) of K generated by the entries of the

coefficient tuple c in place of Q(c); however, our field K may be an inseparable extension

of Fp(c), and so we use its perfect closure Fp(c)1/p∞ (inside K) instead. Therefore we obtain

a tuple ~g and some k ∈ N such that
√
I(c,X) is generated by g1(c1/pk , X), . . . , gm(c1/pk , X).

Now use compactness again.

We note that for finite prime fields, we may take k = 0 and gij ∈ Z[X]: since FMp is finite, a

case distinction over all choices of parameters c ∈ FMp will do. Hence:

Corollary 5.1.5. There exist a finite family {~gi}i∈I of m-tuples ~gi = (gi1, . . . , gim) of poly-

nomials from Z[X] (for some m) and some k ∈ N such that Fp |=
∨
i∈I ϕ~gi, and if c ∈ FMp

and i ∈ I satisfy K |= ϕ~gi(c), then the images of gi1, . . . , gim under the natural surjection

Z[X]→ Fp[X] generate the ideal
√
I(c,X) of Fp[X].

We now return to the setting of restricted power series. Thus let D be a noetherian domain

which is t-adically complete with respect to a fixed prime element t of D as in Section 2.1.

Let TD,p be the LD-theory of valuation rings with D-structure R whose residue field R =

R/tRR is the field Fp. We also let f1(C,X), . . . , fn(C,X) ∈ D〈C,X〉, and as in earlier

sections, given R |= TD,p and c ∈ RM we let

I(c,X) :=
(
f1(c,X), . . . , fn(c,X)

)
be the ideal of R〈X〉 generated by its elements f1(c,X), . . . , fn(c,X). We now have:
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Proposition 5.1.6. There are finite families {ϕi}i∈I and {~gi}i∈I , where each ϕi(C) is a

quantifier-free LD-formula and ~gi = (gi1, . . . , gim) is a vector of m-tuples from Z[X] (for

some m), such that for each R |= TD,p and c ∈ RM we have:

(1) R |= ϕi(c) for some i ∈ I, and

(2) if R |= ϕi(c) where i ∈ I, then in R〈X〉 we have√(
I(c,X), p

)
=
(
gi1(X), . . . , gim(X), p

)
.

Proof. By the results (on uniform Weierstrass) from Section 2.2 we can take some d ∈ N

such that for each R |= TD and c ∈ RM the polynomials fi(c,X) ∈ R[X] (i = 1, . . . , n) have

degree at most d. (See proof of Corollary 4.2.5.) Thus the preceding corollary yields a finite

family {~gi}i∈I of m-tuples ~gi = (gi1, . . . , gim) of polynomials from Z[X] such that for all R |=

TD,p and c ∈ RM , we have R |=
∨
i∈I ϕ~gi , and if c ∈ RM and i ∈ I satisfy R |= ϕ~gi(c), then the

images of gi1, . . . , gim under the natural morphism R[X]→ R[X] generate the radical of the

ideal of R[X] generated by f1(c,X), . . . , fn(c,X). Now for each i ∈ I take a quantifier-free

LD-formula ϕi(C) such that for R |= TD and c ∈ RM we have R |= ϕi(c) ⇐⇒ R |= ϕ~gi(c).

Then {ϕi} and {~gi} have the desired properties.

5.2 Radicals in Qp〈X〉

To determine generators for the radical
√
I of an ideal I of Qp〈X〉, we follow a “divide-and-

conquer” strategy for computing radicals in polynomial rings over fields indicated in [35].

This is based on the following elementary observation:

Lemma 5.2.1. Let A be a ring, I be an ideal of A, and a ∈ A such that (I : a) = (I : a2).

Then I = (I : a) ∩ (I, a) and hence
√
I =

√
(I : a) ∩

√
(I, a).

Proof. Let f ∈ (I : a) ∩ (I, a), so af ∈ I and f = g + ah (g ∈ I, h ∈ A). Then a2h =

af − ag ∈ I, so h ∈ (I : a2) = (I : a) and thus f ∈ I as required.
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Let now I be an ideal of Qp〈X〉, specified by finitely many generating elements. We first use

Noether Normalization to obtain some d 6 N and a finite ring embedding

A := Qp〈X1, . . . , Xd〉 → Qp〈X〉/I ∼= A[Y ]/J

where Y = (Y1, . . . , YN−d) is a tuple of indeterminates and J is an ideal of the polynomial

ring A[Y ] which contains a Weierstrass sequence over A; so it is enough to be able to compute

generators for the radical
√
J of J . To do so we construct some nonzero a ∈ A such that

JK[Y ] ∩ A[Y ] = (J : a) where K = Frac(A).

Then by the lemma above
√
J =

√
(J : a) ∩

√
(J, a).

Generators for the radical
√
JK[Y ] of the ideal JK[Y ] of the polynomial ring K[Y ] over

the perfect field K can be explicitly computed, as discussed in Section 5.1 above. From

these generators we then obtain generators for
√
JK[Y ]∩A[Y ] =

√
(J : a). The ideal (J, a)

of A[Y ] has smaller dimension than J ; this allows us to compute generators for
√

(J, a) by an

appeal to induction on dimension. It now remains to compute generators for the intersection

ideal
√

(J : a) ∩
√

(J, a).

We now make these considerations uniform in the coefficients of given generators for the

ideal I; the required subroutines have already been developed in the previous sections, and

it only remains to put everything together. We let D be as in Section 2.1, and we let

f1(C,X), . . . , fm(C,X) ∈ D〈C,X〉. Given R |= TD and c ∈ RM we let

I(c,X) :=
(
f1(c,X), . . . , fm(c,X)

)
be the ideal of R〈X〉 generated by f1(c,X), . . . , fm(c,X). In the rest of this section we let R

range over models of the LD-theory TD,0 of valuation rings with D-structure R such that

F = Frac(R) has characteristic zero, and c over RM . “Formula” will mean “Ld
D-formula”

and “term” will mean “Ld
D-term.”

Theorem 5.2.2. There are a covering family
{

rad(λ)(C)
}
λ∈Λ

of quantifier-free formulas as

well as for each λ ∈ Λ terms

g
(λ)
1 (C,X), . . . , g(λ)

n (C,X) (for some n)
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in which the function symbol d is not applied to subterms involving the X-variables, such

that if R |= rad(λ)(c), then√
I(c,X)F 〈X〉 =

(
g

(λ)
1 (c,X), . . . , g(λ)

n (c,X)
)
. (5.1)

To prove this theorem, thanks to Corollary 4.2.2, it is enough to show, for d = 0, . . . , N ,

the existence of a covering family
{

rad
(λ)
d

}
of quantifier-free formulas as well as terms g

(λ)
j

as in the statement of Theorem 5.2.2 such that (5.1) holds provided R |= rad
(λ)
d (c) and

dim I(c,X)F 〈X〉 = d. We show this by induction on d: but first some general reduc-

tions based on Proposition 4.2.1 (uniform Noether Normalization) that are valid for each d.

With N as in this proposition, we may focus on a particular member of N . In other

words, after replacing f1, . . . , fm by their images under a suitable polynomial automorphism

of D〈C,X〉 and enlarging this list and the tuple C of parametric variables if necessary,

we can assume that the fi already contain a Weierstrass sequence over D〈C,X1, . . . , Xd〉.

For notational convenience relabel (Xd+1, . . . , XN) as Y = (Y1, . . . , YN−d). By Lemma 4.1.6

we can moreover assume that all fi are polynomials from D〈C,X1, . . . , Xd〉[Y ]. Thus for

all R and c, letting A := F 〈X1, . . . , Xd〉, the restricted power series fi(c,X) are elements

of the subring A[Y ] of F 〈X〉. According to Corollary 4.2.7, we now take a covering fam-

ily
{
ϕ(λ)(C)

}
of quantifier-free formulas and for each λ an element a(λ) of D〈C,X1, . . . , Xd〉

such that if R |= ϕ(λ)(c), with

A = F 〈X1, . . . , Xd〉, K = Frac(A), a = a(λ)(c,X1, . . . , Xd)

and J denoting the ideal of A[Y ] generated by the fi(c,X), we have

JK[Y ] ∩ A[Y ] = (J : a).

Let I = I(c,X)F 〈X〉; then by Lemmas 4.1.12, 4.1.13, and 5.2.1, we have

√
I =

√
(I : a) ∩

√
(I, a) where

√
(I : a) =

√
(J : a)F 〈X〉. (5.2)

Refining our covering family suitably, by Proposition 5.1.3 we can also assume that for each λ

we have

h
(λ)
1 (C,X), . . . , h

(λ)
k (C,X) ∈ D〈C,X1, . . . , Xd〉[Y ] (for some k ∈ N)
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such that if R |= ϕ(λ)(c), then with J , K as above,

√
JK[Y ] =

(
h

(λ)
1 (c,X), . . . , h

(λ)
k (c,X)

)
.

Further refining {ϕ(λ)}, by Corollaries 4.2.7 and 4.2.8 we can also assume that for each λ we

have polynomials

h̃
(λ)
1 (V,X), . . . , h̃

(λ)
k (V,X) ∈ D〈V,X1, . . . , Xd〉[Y ],

where V = (V1, . . . , VL) is a tuple of new distinct indeterminates (L ∈ N), and an L-tuple τ

of terms in C, such that if R |= ϕ(λ)(c), then with A, J , K as before,

√
(J : a) =

√
JK[Y ] ∩ A[Y ] =

(
h̃

(λ)
1

(
τ(c), X

)
, . . . , h̃

(λ)
k

(
τ(c), X

))
.

By Corollary 4.1.11, for R |= ϕ(λ)(c) such that dim I = d, we have dim(I, a) < d for

a := a(λ)(c,X1, . . . , Xd). In order to finish the proof of Theorem 5.2.2, it remains to appeal

to the inductive hypothesis applied with f1, . . . , fm, a
(λ) in place of f1, . . . , fm, as well to

Corollary 3.3.13 and (5.2).

We note an immediate consequence of Theorem 5.2.2, obtained using Corollary 3.3.12:

Corollary 5.2.3. There is a quantifier-free formula rad(C) such that for all R and c, we

have R |= rad(c) iff the ideal I(c,X)F 〈X〉 is radical.

In particular, if R ⊆ R∗ is an extension of models of TD and F ∗ = Frac(R∗), then the

ideal I(c,X)F 〈X〉 of F 〈X〉 is radical iff the ideal I(c,X)F ∗〈X〉 of F ∗〈X〉 is. The uniformity

with respect to R inherent to Theorem 5.2.2 and model-theoretic compactness also easily

yield an analogue of A. Robinsons result ([63, p. 127] or [25, (2.10)(ii)]) for F 〈X〉:

Corollary 5.2.4. There is some integer E > 1 such that for all R, c and f ∈ F 〈X〉:

f ∈
√
I(c,X)F 〈X〉 =⇒ fE ∈ I(c,X)F 〈X〉.

Proof. Take rad(λ) and g
(λ)
i as in Theorem 5.2.2. By compactness we obtain an integer D > 1

such that for all R and c with R |= rad(λ)(c) we have g
(λ)
i (c,X)D ∈ I(c,X)F 〈X〉. Recall the
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familiar multinomial formula: for e ∈ N we have

(Y1 + · · ·+ Yn)e =
∑

e1+···+en=e

(
e

e1, . . . , en

)
Y e1

1 · · ·Y en
n ,

where Y1, . . . , Yn are distinct indeterminates over Z and
(

e
e1,...,en

)
= e!

e1!···en!
for all (e1, . . . , en) ∈

Nn with e1 + · · ·+ en = e. Hence E := nD has the required property.

5.3 Radical ideals in Zp〈X〉

We now turn our attention to analogous questions for ideals of Zp〈X〉. We should not

expect a result like Theorem 5.2.2, which holds uniformly for all models of the elementary

theory TD,0: although a non-noetherian p-adically closed valuation ring may have many

radical ideals, only few of them are definable (Corollary 4.3.4). So the best we can hope

for is to define the property of being a radical ideal, and this is what we show in the next

proposition. We let f1(C,X), . . . , fm(C,X) ∈ Zp〈C,X〉, and given R |= TZp and c ∈ RM we

let I(c,X) denote the ideal of R〈X〉 generated by f1(c,X), . . . , fm(c,X).

Proposition 5.3.1. There is an Ld
Zp-formula radp(C) such that for all R |= Tp and c ∈ RM ,

we have R |= radp(c) iff the ideal I(c,X) of R〈X〉 is radical.

The proof rests on the following criterion for an ideal of a ring to be radical.

Lemma 5.3.2. Let A be a ring, I be an ideal of A, and a ∈ A. Then I is radical if and only

if (I : a) is radical and (I : a) ∩
√

(I, a) ⊆ I.

Proof. Suppose I is radical. If f ∈ A satisfies af 2 ∈ I, then (af)2 ∈ I and thus af ∈ I;

hence (I : a) is radical. By Lemma 5.2.1 we have

(I : a) ∩
√

(I, a) ⊆
√

(I : a) ∩
√

(I, a) =
√
I = I.

This shows the forward direction; the converse also follows from Lemma 5.2.1.

Example. Suppose A = Zp〈X〉 where X is a single indeterminate, and

I = (X2 + p)Zp〈X〉 =
{

(X2 + p)g : g ∈ Zp〈X〉
}
.
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Then the ideal I = (I : p) of Zp〈X〉 is radical, but (I, p) = (X2, p) is not. Hence in the

previous lemma we cannot replace the condition “(I : a)∩
√

(I, a) ⊆ I” by “(I, a) is radical”.

Corollary 5.3.3. Let R |= Tp with fraction field F and I be a finitely generated ideal

of R〈X〉. Then I is radical if and only if

(1) the ideal IF 〈X〉 of F 〈X〉 is radical,

(2) IF 〈X〉 ∩R〈X〉 = (I : p), and

(3) (I : p) ∩
√

(I, p) ⊆ I.

Proof. If the conditions (1)–(3) hold, then I is radical by Lemma 5.3.2 for a = p. Conversely,

suppose I is radical. Then clearly (1) holds, and (2), (3) follow from Corollary 4.3.9 and

Lemma 5.3.2.

Proof of Proposition 5.3.1. First, let ϕ1(C) := rad(C) be as in Corollary 5.2.3. Next, take

ψ(λ)(C), h
(λ)
j (C,C ′, X), and α(C,C ′) as in Corollary 4.3.8, and let ε

(λ)
j (C,C ′) := ε

p h
(λ)
j

(C,C ′)

be as explained after Corollary 3.3.9 applied to g = p h
(λ)
j . Set

ϕ2(C) :=
∨
λ

(
ψ(λ)(C) ∧ ∀C ′

(
α(C,C ′)→

∧
j

ε
(λ)
j (C,C ′)

))
.

Then for all R |= Tp and c ∈ RM we have

R |= ϕ2(c) ⇐⇒ I(c,X)F 〈X〉 ∩R〈X〉 =
(
I(c,X) : p

)
.

By Corollaries 3.3.12, 3.3.13, and Proposition 5.1.6 there is a quantifier-free Ld
Zp-formu-

la ϕ3(C) such that for all R |= Tp and c ∈ RM ,

R |= ϕ3(c) ⇐⇒
(
I(c,X) : p

)
∩
√(

I(c,X), p
)
⊆ I(c,X).

Then radp := ϕ1 ∧ ϕ2 ∧ ϕ3 has the required property, by Corollary 5.3.3.

Combining Proposition 5.3.1 with model completeness of Tp yields:

Corollary 5.3.4. If R ⊆ R∗ is an extension of models of Tp and c ∈ RM , then the

ideal I(c,X) of R〈X〉 is radical iff the ideal I(c,X)R∗〈X〉 of R∗〈X〉 is radical.
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Although a uniform description of the generators of the radical of an ideal of Zp〈X〉 depending

on parameters is impossible, we do have the following test for being radical:

Corollary 5.3.5. There exist a finite family {fλ}λ∈Λ of power series in Zp〈V,X〉, where V =

(V1, . . . , VL) is a tuple of new indeterminates, L ∈ N, as well as some integer E > 1 and an

LZp-formula α(C,X) which for all R |= Tp defines the graph of a map c 7→ a(c) : RM → RL,

with the following properties, for R |= Tp, c ∈ RM :

I = I(c,X) is radical ⇐⇒ for all λ, if fλ
(
a(c), X

)E ∈ I then fλ
(
a(c), X

)
∈ I.

Proof. Given an integer E > 1, a power series f ∈ Zp〈V,X〉, where V = (V1, . . . , VL) is a

tuple of new indeterminates (L ∈ N), and a formula α(C, V ) which defines, in each R |= Tp,

the graph of a map c 7→ a(c) : RM → RL, let ρ(C) = ρE,f,α(C) be an LZp-formula such that

for R |= TZp and c ∈ RM , with I = I(c,X) we have

R |= ρ(c) ⇐⇒ f
(
a(c), X

)E
/∈ I or f

(
a(c), X

)
∈ I.

(Such a formula ρ exists by Corollary 3.3.9.) Let also radp be as in Proposition 5.3.1. Suppose

the conclusion of the corollary fails. Then by compactness we obtain some R∗ |= Tp and

c∗ ∈ (R∗)M such that R∗ |= ρE,f,α(c∗) for all choices of E, f , α, yet R∗ |= ¬ radp(c
∗). Let

now R be the definable closure of c∗ in R∗. Then R is an elementary substructure of R∗,

so R∗ |= ¬ radp(c
∗), hence the ideal I(c∗, X) of R∗〈X〉 is not radical. However, we also

have R |= ρE,f,α(c∗) for all choices of E, f , and α, and this says that I(c∗, X) is radical, a

contradiction.
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CHAPTER 6

Newton, Hensel, and Dedekind

In this chapter, we establish several algebraic results and methods that will be useful in our

study of prime ideals. We show that for R |= TD, the ring R〈X〉 introduced in Section 2.2 is

henselian with respect to its prime ideal mRR〈X〉 (6.1.6); this may be made uniform (6.1.7).

We then use the method of Newton diagrams to compute approximate zeroes of polynomi-

als (6.1.11), and apply it to parametrize the zeros of polynomials with bounded discriminant

over R〈X〉 where R is a model of Tp and X is a single indeterminate (6.1.15). The principle

of Ax-Kochen and Eršov gives conditions for two valued fields to be elementarily equiva-

lent (6.2.4). In the last section of this chapter we use this principle in combination with a

generalization of a result of Dedekind (6.2.5) to give a bound on the discriminant of a poly-

nomial describing an integral extension of a finitely ramified valuation ring (6.2.7), extending

a classical theorem of Hensel (6.2.1); this will be used in the next chapter.

6.1 The Newton-Hensel Lemma

The p-adic integers are a henselian ring; they satisfy Hensel’s Lemma, which may be proved

by an application of Newton’s method of finding solutions to polynomial equations. In

this section we use the process of Newton diagrams towards finding roots of one-variable

polynomials in broader generality: for certain semi-valuations on restricted power series rings

over nonstandard models of Tp. This leads to a parametrization of the roots of polynomials

with bounded discriminant over special classes of rings.

Throughout this section we let Y be a single indeterminate.
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The discriminant

Let A be a ring. Given P,Q ∈ A[Y ], we denote by res(P,Q) the resultant of P and Q.

(See [49, IV, §8].) Let now P ∈ A[Y ] be monic of degree n > 1. The discriminant of P is

∆(P ) := (−1)n(n−1)/2 res(P, P ′) ∈ A;

Note that ∆(P ) is a linear combination of P and P ′:

∆(P ) ∈ A[Y ]P + A[Y ]P ′.

If P factors as P =
∏n

i=1(Y − bi) where b1, . . . , bn ∈ A, then

∆(P ) = (−1)n(n−1)/2
∏
i 6=j

(bi − bj).

Hence if A = K is a field, then P is separable (that is, has n distinct zeros in an algebraic

closure of K) iff ∆(P ) 6= 0. We record some further basic properties of the discriminant to

be used later.

Lemma 6.1.1. If Q ∈ A[Y ] is another monic polynomial, then

∆(PQ) = ∆(P )∆(Q) res(P,Q)2.

Next let ϕ : A → B be a ring morphism, and extend ϕ to a ring morphism A[Y ] → B[Y ],

also denoted by ϕ, such that ϕ(Y ) = Y ; then ϕ(∆(P )) = ∆(ϕ(P )).

Suppose now that A is an integral domain. Then the definition of ∆(P ) can be naturally

extended to the case where P ∈ A[Y ] 6= is not necessarily monic: Suppose

P = a0Y
n + a1Y

n−1 + · · ·+ an ∈ A[Y ] (a0, . . . , an ∈ A, a0 6= 0).

Then res(P, P ′) is divisible by a0 [49, IV, Proposition 8.5], and one sets

∆(P ) := (−1)n(n−1)/2 res(P, P ′)/a0.

If P = a0

∏n
i=1(Y − bi) where b1, . . . , bn ∈ A, then

∆(P ) = (−1)n(n−1)/2a
2(n−1)
0

∏
i 6=j

(bi − bj).

This implies the following well-known transformation formulas for ∆(P ):
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Lemma 6.1.2. Let a, b ∈ A be nonzero. Then

∆
(
aP (Y )

)
= a2(n−1)∆

(
P (Y )

)
, ∆

(
P (bY )

)
= bn(n−1)∆

(
P (Y )

)
.

Let

P̃ (Y ) := an−1
0 P (a−1

0 Y ) = Y n +
n−1∑
i=0

an−ia
n−1−i
0 Y i ∈ A[Y ].

An element y of an integral domain extending A is a zero of P iff a0y is a zero of P̃ , and

∆(P̃ ) = a
(n−1)(n−2)
0 ∆(P ).

Henselian pairs

We now consider pairs (A,m) where A is a ring and m is a proper ideal of A (i.e., 1 /∈ m).

We set A := A/m, and we extend the residue morphism a 7→ a := a + m : A → A to a ring

morphism P 7→ P : A[Y ] → A[Y ] such that Y = Y . A polynomial P ∈ A[Y ] such that

P = 1 + Y is said to be henselian in (A,m). Note that if P ∈ A[Y ] is henselian in (A,m)

then P ′ = 1, and if a ∈ A is a zero of P then a ≡ −1 mod m. Moreover:

Lemma 6.1.3. Suppose A is an integral domain, and let P ∈ A[Y ] be henselian in (A,m).

Then P has at most one zero in A.

Proof. Let a, b ∈ A be zeros of P ; then b − a ∈ m. Write P (Y ) = Q(Y ) · (Y − a) where

Q ∈ A[Y ]; then 0 = P (b) = Q(b) · (b − a), so it is enough to show Q(b) 6= 0. Now

P ′(Y ) = Q′(Y ) · (Y −a)+Q(Y ) yields P ′(b) = Q′(b) · (b−a)+Q(b) and so Q(b) = P ′(b) = 1,

hence Q(b) 6= 0 as required.

Remark. We have

m ⊆ rad(A) ⇐⇒ 1 + m ⊆ A× ⇐⇒ A× =
{
a ∈ A : a ∈ A×

}
.

In particular, the previous lemma goes through if instead of assuming that A is an integral

domain we assume that m ⊆ rad(A).

We say that (A,m) is henselian, or that the ring A is henselian with respect to m, if

every henselian polynomial in (A,m) has a zero in A. If A is complete and separated in its
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m-adic topology (that is, the natural morphism A → lim
←−

A/mn is an isomorphism), then A

is henselian with respect to m (Hensel’s Lemma; see, e.g., [22, (2.9)]). A valued field with

valuation ring O and maximal ideal m of O is henselian if (by definition) the pair (O,m) is

henselian.

Lemma 6.1.4. The pair (A,m) is henselian if and only if

(1) 1 + m ⊆ A×, and

(2) for each P ∈ A[Y ], a ∈ A and h ∈ m such that P (a) = hP ′(a)2, there is some z ∈ A

such that P (z) = 0 and z ≡ a mod P ′(a)hA.

Proof. Suppose (A,m) is henselian, and let a ∈ m; then the polynomial (1 + a)Y + 1 ∈ A[Y ]

is henselian in (A,m) and hence has a zero in A, showing that 1 + a ∈ A×. Let P ∈ A[Y ],

a ∈ A, h ∈ m such that P (a) = hP ′(a)2. By Taylor expansion write

P (a+ Y ) = P (a) + P ′(a)Y + (terms in Y n for n > 2)

= hP ′(a)2 + P ′(a)Y + (terms in Y n for n > 2).

Now substitute hP ′(a)Y for Y :

P
(
a+ hP ′(a)Y

)
= hP ′(a)2Q(Y )

where Q(Y ) ∈ A[Y ] is henselian in (A,m), hence has a zero y ∈ A. Then z := a + hP ′(a)y

is a zero of P with z ≡ a mod P ′(a)hA. This shows that if (A,m) is henselian, then (1)

and (2) hold. Conversely, suppose (1), (2) hold, and let P ∈ A[Y ] be henselian in (A,m).

Then with a := −1 we have P (a) ∈ m and P ′(a) ∈ 1 + m ⊆ A×, hence P (a) = hP ′(a)2 with

h ∈ m, so P has a zero in A.

Remark. If A is an integral domain and P , a, h are as in part (2) of the lemma, then there

is at most one z ∈ A such that P (z) = 0 and z ≡ a mod P ′(a)hA.

We refer to [16, 37, 38] for further characterizations of henselian pairs.

Lemma 6.1.5. Suppose 1 + m ⊆ A×, and let P ∈ A[Y ] and a ∈ A, h ∈ m such that

P (a) = ∆(P )2h. Then P ′(a) divides ∆(P ) in A.
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Proof. Take F,G ∈ A[Y ] with ∆(P ) = FP +GP ′. Then

∆(P ) = F (a)P (a) +G(a)P ′(a) = ∆(P )2f +G(a)P ′(a) where f := F (a)h ∈ m,

and hence

G(a)P ′(a) = ∆(P )
(
1−∆(P )f

)
where 1−∆(P )f is a unit in A, thus P ′(a)|∆(P ).

The Newton-Hensel Lemma for R〈X〉

Let R be a model of TD.

Lemma 6.1.6. The pair
(
R〈X〉, tRR〈X〉

)
is henselian.

Proof. Let P (X, Y ) ∈ R〈X〉[Y ] be henselian; we need to find some y ∈ R〈X〉 such that

P (X, y) = 0. Our assumption implies that P is regular in Y of degree 1, so by Weierstrass

Preparation in R〈X, Y 〉 (Corollary 2.3.5) there is a unit u of R〈X, Y 〉 and a monic polynomial

w ∈ R〈X〉[Y ] of degree 1 such that P = w · u. Now w = Y − y where y ∈ R〈X〉, and y has

the required property.

Remark. We note in passing that as a consequence of the previous lemma and [54], the

fraction field of the integral domain R〈X〉 is large. (A field K is said to be large if it is

existentially closed in the Laurent series field K((t)); see [55]).

Using compactness we obtain a uniform variant of Lemma 6.1.6. For this, let P ∈ D〈C,X〉[Y ]

and a ∈ D〈C,X〉. Below P ′(C,X, Y ) ∈ D〈C,X〉[Y ] denotes the derivative of P with respect

to Y . Note that for R |= TD, c ∈ RM we have ∆
(
P (C,X, Y )

)
(c,X) = ∆

(
P (c,X, Y )

)
.

Corollary 6.1.7. There exist a finite family {yi}i∈I of elements of D〈V,X〉, where V =

(V1, . . . , VL) is a tuple of new indeterminates (for some L ∈ N), and an L-tuple v of Ld
D-

terms in C, such that if R |= TD, c ∈ RM and

P
(
c,X, a(c,X)

)
≡ 0 mod ∆

(
P (c,X, Y )

)2
tR, (6.1)
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then for some i ∈ I we have

P
(
c,X, yi

(
v(c), X

))
= 0

and

yi
(
v(c), X

)
≡ a(c,X) mod P ′

(
c,X, a(c,X)

)
tR.

Proof. Suppose not. Then compactness and Corollary 3.3.9 yield R |= TD and c ∈ RM

such that (6.1) holds, but with R0 denoting the Ld
D-substructure of R generated by c, there

is no y ∈ R0〈X〉 such that P (c,X, y) = 0 and y ≡ a(c,X) mod P ′
(
c,X, a(c,X)

)
tR. This

contradicts the henselianity of
(
R0〈X〉, tRR0〈X〉

)
, by Lemmas 6.1.4 and 6.1.5.

Newton diagrams

In this subsection we develop the rudiments of a Newton diagram process for solving polyno-

mial equations over integral domains equipped with a semi-valuation, used in the next sub-

section. For this we fix an integral domain A, and we let a, b, y, z range over A. We let p be a

prime element of A. Given a ∈ pdA \ pd+1A we set vp(a) := d, and for a ∈ p∞A :=
⋂
d∈N p

dA

we set vp(a) := ∞ > N. We declare ∞ + d = d +∞ = ∞ for d ∈ N ∪ {∞}. The map

v = vp : A→ N ∪ {∞} is a semi-valuation on A, that is,

(S1) v(0) =∞,

(S2) v(ab) = va+ vb,

(S3) v(a+ b) > min{va, vb}.

Here (S2), (S3) imply as usual that v(a + b) = min{va, vb} if va 6= vb. We say that a is

finite if va < ∞ (equivalently, a /∈ p∞A). We set A := A/pA, with residue morphism

a 7→ a : A → A. (Below we will apply this to A = R〈X〉 where R |= Tp, so A ∼= Fp[X].)

We define y ∼ z :⇐⇒ v(y − z) > vy. If y ∼ z then vy = vz < ∞, and ∼ is an equivalence

relation on the set of finite elements of A.

We also fix a polynomial

P = P0 + P1Y + · · ·+ PnY
n (P0, . . . , Pn ∈ A, Pn 6= 0)

96



over A. Let v(P ) := mini v(Pi). We also call P finite if v(P ) < ∞, that is, if Pi /∈ p∞A for

some i. In this case, with d = v(P ) we have p−dP ∈ A[Y ] and the polynomial

DP :=
∑
i

Pi/pd Y
i ∈ A[Y ]

is nonzero. Note that if a and P are finite then so is

P×a := P (aY ) =
∑
i

Pia
i Y i, hence

DP×a =
∑
i

Piai/pe Y
i where e = v(P×a).

Moreover, if P is finite, then so is

P+a := P (a+ Y ) =
∑
i

(∑
j>i

(
j

i

)
Pja

j−i

)
Y i

with v(P+a) = v(P ): to see this note that the displayed formula for the coefficients of P (a+Y )

implies v(P+a) > v(P ), and since P = (P+a)+b with b := −a we also obtain v(P+a) 6 v(P ).

Definition 6.1.8. We call y an approximate zero of P if

v
(
P (y)

)
> min

i
v(Piy

i) (in particular n > 1 and P , y are finite).

In the rest of this section P is assumed to be finite. Note that then y is an approximate zero

of P iff y is finite and DP×a(y/a) = 0 where a = pd, d = vy. In this case the polynomial

DP×a ∈ A[Y ] is not homogeneous (since y/a 6= 0), hence there are at least two i ∈ {0, . . . , n}

such that v(Piy
i) = minj v(Pjy

j). If y is an approximate zero of P and y ∼ z, then z is an

approximate zero of P . If P (y) = 0 and y is finite then y is an approximate zero of P .

Lemma 6.1.9. Let y be finite such that v
(
P (y)

)
> v(P ) + n vy. Then y is an approximate

zero of P .

Proof. Take i ∈ {0, . . . , n} such that v(Pi) = v(P ). Then v(Piy
i) = v(P ) + i vy 6 v(P ) +

n vy < v
(
P (y)

)
.

In the plane given by Z×Q, for β, δ ∈ Q we define the line Lβ = δ to be the set{
(i, α) ∈ Z×Q : α + iβ = δ

}
.
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Given any two points (i1, α1), (i2, α2) ∈ Z×Q, with i1 6= i2, there is exactly one line which

contains both points: Lβ = δ, for β = −α2−α1

i2−i1 , δ = α1 + i1β. Call β the antislope of this

line, which has geometric slope −β in the Z×Q plane. Now, define the Newton diagram

of P to be the finite, nonempty set

N (P ) =
{(
i, v(Pi)

)
: i = 0, . . . , n, Pi finite

}
⊆ Z× N.

Connect points in the Newton diagram by drawing edges: lines as above, containing at least

two points of N (P ), such that all points of N (P ) lie on or above the line. Define the an-

tislopes of N (P ) to be the antislopes of all its edges. If y is an approximate zero of P ,

then N (P ) has an antislope d = vy, and y/pd 6= 0 is a zero of the polynomial DP×pd
∈ A[Y ].

Conversely, suppose d ∈ N is an antislope of N (P ), and c ∈ A6= is a zero of DP×pd
. Then P

has an approximate zero y with vy = d and y/pd = c. Hence we have a bijection between

equivalence classes of approximate zeros of P and pairs (d, c) where d is an antislope of N (P )

and c 6= 0 is a zero of DP×pd
. Moreover, if an edge of N (P ) with antislope d ∈ N has left end-

point
(
i, v(Pi)

)
∈ N (P ) and right endpoint

(
j, v(Pj)

)
∈ N (P ), then the polynomial DP×pd

has the form DP×pd
= Y iQ(Y ) where Q has degree j− i and Q(0) 6= 0. Therefore we obtain:

Lemma 6.1.10. P has, up to equivalence, at most n approximate zeros.

These observations lead to a crucial fact:

Proposition 6.1.11. Let d ∈ N and d′ := v(P ) + nd. Then there are y1, . . . , ym ∈ A,

for some m, such that for every y with v
(
P (y)

)
> d′ we have y ≡ yi mod pdA for some

i ∈ {1, . . . ,m}.

Proof. By induction on e = 0, . . . , d we show the existence of y1, . . . , ym ∈ A satisfying the

conclusion of the proposition for every y ∈ pd−eA with v
(
P (y)

)
> d′. For e = 0 we may

take m = 1, y1 = 0, so suppose e > 0. Let f1, . . . , fk be all approximate zeros of P , up to

equivalence, which are in pd−eA. By inductive hypothesis let z1, . . . , zl ∈ A be such that for

every i = 1, . . . , k and z ∈ pd−e+1A with v
(
P+fi(z)

)
> v(P+fi) + nd we have z ≡ zj mod pdA

for some j ∈ {1, . . . , l}. Suppose y satisfies v
(
P (y)

)
> d′ and vy = d − e. Then y is an
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approximate zero of P , by Lemma 6.1.9, hence we can take some i ∈ {1, . . . , k} with y ∼ fi

and set z := y − fi. Then v
(
P+fi(z)

)
= v

(
P (y)

)
> d′ = v(P+fi) + nd and vz > d − e + 1,

hence z ≡ zj mod pdA and thus y ≡ fi + zj mod pdA, for some j ∈ {1, . . . , l}. Hence fi + zj

(i = 1, . . . , k, j = 1, . . . , l) satisfy the conditions required of y1, . . . , ym.

Let now A∗ be an integral domain extending A such that p remains a prime element of A∗

and pA∗ ∩ A = pA. Then pdA∗ ∩ A = pdA for each d ∈ N, the p-adic semi-valuation

of A∗ extends that of A, and the natural inclusion A → A∗ induces a ring embedding

A = A/pA→ A∗ := A∗/pA∗, via which we identify A as a subring of A∗. Every approximate

zero y of P remains an approximate zero of P when viewed as polynomial with coefficients

from A∗. Moreover, if A is algebraically closed in A∗, then every approximate zero of P in A∗

is equivalent to an approximate zero of P in A. Hence the proof of the previous proposition

also shows:

Corollary 6.1.12. In the context of Proposition 6.1.11 we can choose y1, . . . , ym with the

following additional property: for every element y∗ of an integral domain A∗ extending A

such that pA∗ is a prime ideal of A∗ with pA∗ ∩A = pA and A is algebraically closed in A∗,

if P (y∗) ∈ pd′A∗ then y∗ ≡ yi mod pdA∗ for some i ∈ {1, . . . ,m}.

Application to R〈X〉

Suppose now that R |= Tp; the material in the previous section then applies to A = R〈X〉

equipped with the p-adic semi-valuation. For each d ∈ N, the natural ring morphism Z→ R

induces an isomorphism Z/pdZ→ R/pdR. Hence by the discussion on reduction mod pd in

Section 2.3 we have:

Lemma 6.1.13. Let d ∈ N and f ∈ Zp〈C,X〉. Then there are f1, . . . , fm ∈ Z[X], for

some m, such that for each R |= Tp and c ∈ RM we have f(c,X) ≡ fi mod pdR〈X〉 for some

i ∈ {1, . . . ,m}.

Let now

P := PnY
n + Pn−1Y

n−1 + · · ·+ P0 ∈ Zp〈C,X〉[Y ] (Pi ∈ Zp〈C,X〉) (6.2)
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and fix some d ∈ N.

Lemma 6.1.14. There is a finite set Z = Zd ⊆ Z[X] with the following property: for each

model R of Tp, each c ∈ RM with v
(
P (c,X, Y )

)
= 0 and each y ∈ R〈X〉 with P (c,X, y) = 0,

we have y ≡ z mod pdR〈X〉 for some z ∈ Z.

Proof. Suppose not. Then by compactness there is a family {Ri}i∈I of models of Tp and

a non-principal ultrafilter U on I as well as some c∗ ∈ (R∗)M , where R∗ :=
∏

iRi/U ,

such that v
(
P (c∗, X, Y )

)
= 0, and a zero y∗ ∈ R〈X〉∗ :=

∏
iRi〈X〉/U of the polynomial

P (c∗, X, Y ) ∈ R∗〈X〉[Y ], such that y∗ 6≡ z mod pdR〈X〉∗ for each z ∈ Z[X]. Here we

view R∗〈X〉 as an R∗-subalgebra of R〈X〉∗ as described in Section 3.3. Then p is a prime

element of R〈X〉∗ with pR〈X〉∗ ∩ R∗〈X〉 = pR∗〈X〉, hence the inclusion R∗〈X〉 → R〈X〉∗

induces an embedding

ι : R∗〈X〉/pR∗〈X〉 → R〈X〉∗/pR〈X〉∗.

The compositions of the natural morphisms

Ri〈X〉 → Ri〈X〉/pRi〈X〉
∼=−→ Fp[X]

induce a surjective morphism

R〈X〉∗ =
∏

iRi〈X〉/U → Fp[X]∗ :=
∏

i Fp[X]/U

whose kernel is pR〈X〉∗, and hence an isomorphism R〈X〉∗/pR〈X〉∗
∼=−→ Fp[X]∗, and one

easily checks that this isomorphism fits into a commutative diagram

R〈X〉∗/pR〈X〉∗
∼= // Fp[X]∗

R∗〈X〉/pR∗〈X〉

ι

OO

∼= // Fp[X]

δ

OO

where δ is the diagonal embedding. Hence R∗〈X〉/pR∗〈X〉, identified with its image under ι,

is algebraically closed in R〈X〉∗/pR〈X〉∗. Thus Corollary 6.1.12 applies to A = R∗〈X〉

and A∗ = R〈X〉∗ equipped with their p-adic semi-valuations and the finite polynomial

P (c∗, X, Y ) ∈ A[Y ] in place of P , and so we obtain some y ∈ R∗〈X〉 such that y ≡

y∗ mod pdR〈X〉∗. By Lemma 6.1.13 there is some z ∈ Z[X] such that z ≡ y mod pdR∗〈X〉.

Hence y∗ ≡ z mod pdR〈X〉∗, a contradiction.
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Parametrizing zeros of polynomials with bounded discriminant

In this subsection we assume that N = 1, so X = X1 is a single indeterminate. We let P be

as in (6.2), and we fix a constant β ∈ N. Our first goal is to show:

Proposition 6.1.15. There are a finite family {y(λ)}λ∈Λ of elements of Zp〈V,X〉, where V =

(V1, . . . , VL) is an L-tuple of new indeterminates (L ∈ N), as well as an LZp-formula α(C, V ),

satisfying the following properties: for R |= Tp, the formula α defines the graph of a map

c 7→ a(c) : RM → RL, and if c ∈ RM and y(X) ∈ R〈X〉 satisfy

v
(
∆(P, c,X, Y )

)
6 β and P

(
c,X, y(X)

)
= 0,

then y(X) = y(λ)
(
a(c), X) for some λ ∈ Λ.

This follows by a familiar compactness argument from the lemma below. (See also the

proof of Theorems 3.3.1 and 3.3.3.) For this lemma we fix a family {Ri}i∈I of models

of Tp and a non-principal ultrafilter U on I and we let R〈X〉∗ :=
∏

i∈I Ri〈X〉
/
U . We also

let R be a definably closed substructure of the p-adically closed valuation ring with Zp-

structure R∗ :=
∏

i∈I Ri

/
U , and we let Q ∈ R〈X〉[Y ].

Lemma 6.1.16. If v
(
∆(Q)

)
6 β, then all zeros of Q in R〈X〉∗ are in R〈X〉.

Proof. Note that v
(
∆(Q)

)
6 β implies Q 6= 0. We show the lemma by induction on degY Q,

with the case degY Q = 0 being trivial. Suppose that v
(
∆(Q)

)
6 β and Q has a zero

in R〈X〉∗. It suffices to show that then Q has a zero y ∈ R〈X〉: then Q(Y ) = Q1(Y ) · (Y −y)

in R〈X〉[Y ] with v
(
∆(Q1)

)
6 β by Lemma 6.1.1, so the inductive hypothesis applies to Q1 in

place of Q. Let y∗ ∈ R〈X〉∗ with Q(y∗) = 0. Taking r ∈ R with v(r) = v(Q) and replacing Q

by r−1Q ∈ R〈X〉[Y ] and using Lemma 6.1.2 we may assume that v(Q) = 0. Let d ∈ N,

u ∈ R〈X〉 be a unit, and w ∈ R[X] be monic such that ∆(Q)2 = pduw. By Lemma 6.1.14

we can take some y ∈ Z[X] such that y ≡ y∗ mod pd+1R〈X〉∗. We have

Q(y) ≡ Q(y∗) ≡ 0 mod pd+1R〈X〉∗.
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Let a ∈ R〈X〉∗ with Q(y) = apd+1, and note that a ∈ R〈X〉. Let also z∗ ∈ R〈X〉∗; then by

Taylor expansion in R〈X〉∗[Y ] we have

Q(y + pd+1z∗) = Q(y) +Q′(y)pd+1z∗ + · · ·+ Q(i)(y)

i!
(pd+1z∗)i + · · · .

and hence

Q(y + pd+1z∗) ≡ 0 mod p∆(Q)2 ⇐⇒ Q̂(z∗) ≡ 0 mod w

where

Q̂(Z) := a+Q′(y)Z + · · ·+ Q(i)(y)

i!
p(i−1)(d+1)Zi + · · · ∈ R〈X〉[Z].

Weierstrass Division by w yields an R∗-algebra isomorphism

R〈X〉∗/wR〈X〉∗ ∼= (R∗)e where e := degw.

Thus there are some m and polynomials Ai ∈ R[Z0, . . . , Ze−1], i = 1, . . . ,m, such that if

z∗0 , . . . , z
∗
e−1 ∈ R∗ satisfy

z∗ ≡ z∗0 + z∗1X + · · ·+ z∗e−1X
e−1 mod wR〈X〉∗,

then

Q̂(z∗) ≡ 0 mod w ⇐⇒ Ai(z
∗
0 , . . . , z

∗
e−1) = 0 for i = 1, . . . ,m.

Taking z∗ so that y∗ = y + pd+1z∗ yields a solution (z∗0 , . . . , z
∗
e−1) ∈ (R∗)e of the system of

polynomial equations on the right; since R is an elementary substructure of R∗, there is also

(z0, . . . , ze−1) ∈ Re solving this system, and then with

z := z0 + z1X + · · ·+ ze−1X
e−1 ∈ R[X]

we have Q(y + pd+1z) ≡ 0 mod p∆(Q)2 in R〈X〉. Now Corollary 6.1.7 implies that Q has a

zero in R〈X〉.

We also need a more general version of the previous proposition for uniformly describing the

zeros of P (c,X, Y ) ∈ R〈X〉[Y ] in the fraction field of R〈X〉:

102



Proposition 6.1.17. There are {y(λ)} and α as in Proposition 6.1.15 with the following

properties: for R |= Tp, the formula α defines the graph of a map c 7→ a(c) : RM → RL, and

if c ∈ RM satisfies

v
(
∆(P, c,X, Y )

)
6 β, P0(c,X) 6= 0, v

(
P0(c,X)

)
6 v
(
Pi(c,X)

)
for all i,

then for each y(X) ∈ Frac
(
R〈X〉

)
with P

(
c,X, y(X)

)
= 0 there is some λ with

y(X) · P0(c,X) = y(λ)
(
a(c), X).

Again, this follows from a lemma about R〈X〉∗, where R〈X〉∗, R〈X〉, are as above and

Q = Q0Y
n +Q1Y

n−1 + · · ·+Qn where Q0, . . . , Qn ∈ R〈X〉.

Lemma 6.1.18. Suppose v(Q0) 6 v(Qi) for i = 0, . . . , n and v
(
∆(Q)

)
6 β. Then all zeros

of Q in Frac
(
R〈X〉∗

)
are of the form y/Q0 where y ∈ R〈X〉.

Proof. As in the proof of Lemma 6.1.16 we reduce to the case v(Q0) = 0. Let Q̃ ∈ R〈X〉[Y ]

be the monic polynomial introduced after Lemma 6.1.2 with P in place of Q. Then we

have v
(
∆(Q̃)

)
6 β, and by Corollary 2.3.12, every zero of Q̃ in Frac

(
R〈X〉∗

)
lies in R〈X〉∗.

Now apply Lemma 6.1.16 to Q̃ in place of Q.

6.2 Valuation-Theoretic Preliminaries

The results of Ax-Kochen and Eršov show that, with appropriate assumptions, two valued

fields are elementarily equivalent if and only if both their residue fields and value groups are

elementarily equivalent. We apply this to bound the discriminants of an important class of

polynomials over valuation rings. This will be used later, e.g., to parametrize zeros of these

polynomials in certain general settings.

A uniform bound on the valuation of the discriminant

Let A be a Dedekind domain with fraction field K, and let L be a separable field extension

of K of finite degree n = [L : K]. Let B be the integral closure of A in L, and let P range
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over all non-zero prime ideals of B. We recall the definition and some basic properties of the

different DB|A of B over A (cf. [71, III, §3]). This is the inverse of the fractional ideal

D−1
B|A =

{
x ∈ L : TrL|K(xB) ⊆ A

}
of B, where TrL|K : L → K is the trace of the field extension L|K. The different of B

over A is actually a non-zero ideal of B, so DB|A =
∏

P PdP where dP ∈ N, with dP = 0

for all but finitely many P. In the next proposition we fix P and denote by p the maximal

ideal P∩A of A. We identify the residue field kAp := Ap/pAp of the DVR Ap with a subfield

of the residue field kBP
:= BP/PBP of BP in the natural way; then the residue degree

fP := [kBP
: kAp ] of P is finite. Let vp be the normalized discrete valuation on K with

valuation ring Ap, and let π ∈ A be a uniformizing element. Let also vP be the normalized

discrete valuation on L with valuation ring BP, and let eP := vP(π) be the ramification

index of P, so vP(π) = eP · vp(π). The following bound, for A = Z, was conjectured by

Dedekind [18] and first shown by Hensel [41] (see also [68]):

Proposition 6.2.1. Suppose that K has characteristic zero. Then

dP 6 eP − 1 + eP · vp(n).

Proof. We may replace A, B by Ap, BP, respectively, and can thus assume that both A

and B are DVRs. Set x := 1/(nπ) ∈ K. Since B is a valuation ring, we have xB ⊆ D−1
B|A

or xB ⊇ D−1
B|A; but TrL|K(x) = 1/π /∈ A, hence the first possibility is excluded. Thus DB|A

strictly contains the ideal nπB of B, therefore

dP < vP(nπ) = eP · vp(nπ) = eP ·
(
vp(n) + 1

)
,

and the claim follows.

Remark. In later sections we only need this proposition in the case where the residue field

extension kBP
|kAp is separable; in this situation see also [71, III, remark (1) after Proposi-

tion 13].

See [71, I, §5] for the definition of the norm map NL|K , and [71, III, §3] for the discrimi-

nant dB|A of B over A. We recall that dB|A = NL|K(DB|A) (see [71, III, Proposition 6]). In
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the rest of this subsection we assume that A is a DVR with maximal ideal p and K has

characteristic zero, and we let v = vp.

Corollary 6.2.2. v(dB|A) 6 n− 1 + nv(n).

Proof. We have NL|K(DB|A) =
∏

P pdPfP and hence by the proposition above:

v(dB|A) =
∑
P

dPfP 6
∑
P

(
eP − 1 + eP · v(n)

)
· fP.

Now use that
∑

P ePfP 6 n (see also (6.3) below).

Now let y ∈ L be a primitive element of L|K, and let P ∈ K[Y ] be the minimum polynomial

of y over K. Replacing P , y by anP (a−1Y ), ay for suitable a ∈ A6=, we can assume that

P (Y ) ∈ A[Y ] and y ∈ B. In this case, if B = A[y], then dB|A = ∆(P )A (see [71, III, §6]),

and hence from the previous corollary we obtain:

Corollary 6.2.3. If B = A[y], then v
(
∆(P )

)
6 n− 1 + nv(n).

Note that if A has characteristic (0, p), then v(n) = vp(n) · v(p), where vp denotes the p-adic

valuation on Q.

The Ax-Kochen-Eršov Principle

Let K be a valued field. Below we denote the valuation ring of K by O, the value group

of K by Γ, and the residue field of K by k. If we want to stress the dependence on K we

write OK , ΓK , kK instead of O, Γ, k, respectively. We always denote the valuation of K by

v : K× → Γ. One says that K is finitely ramified if the set {γ ∈ Γ : 0 < γ 6 vn} is finite

for all n > 1. If Γ 6= {0}, then this clearly implies that K has characteristic zero. If k has

characteristic p > 0, then K is finitely ramified iff there are only finitely many γ ∈ Γ with

0 < γ 6 vp, and we define the (absolute) ramification index of K (see [46, p. 390]) to be the

number of γ ∈ Γ with 0 < γ 6 vp. If k has characteristic zero, then K is finitely ramified,

and we define the ramification index of K to be 1. If K has ramification index 1, then K

is said to be unramified. We view a valued field as a structure in the expansion Lval of the

language of rings by a unary predicate symbol, interpreted as the valuation ring.
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Theorem 6.2.4. Let K, L be finitely ramified henselian valued fields of the same ramification

index. Then K ≡ L if and only if k ≡ kL and Γ ≡ ΓL.

The equicharacteristic zero case was shown independently by Ax-Kochen [13] and Eršov [32],

and the general case by Eršov [33] and Ziegler [74]; the unramified case was also treated by

Kochen [46].

A generalization of Dedekind’s Criterion

Let A be an integral domain with fraction field K and P ∈ A[Y ] be monic of degree n > 1

and irreducible over K. The natural inclusions A ⊆ A[Y ] ⊆ K[Y ] induce ring embeddings

A→ A[y] := A[Y ]/PA[Y ]→ L := K[Y ]/PK[Y ] (y := Y + PA[Y ])

via which we identify A with a subring of A[y] and A[y] with a subring of the field L as

usual. Here L is the fraction field of A[y]. Some ad hoc terminology: call the polynomial P

integrally closed (over A) if A[y] is integrally closed in L (that is, if A[y] is the integral

closure of A in L). Suppose now that K is a valued field and A = O. We extend the residue

morphism a 7→ a : O → k to a ring morphism P 7→ P : O[Y ]→ k[Y ] such that Y = Y . The

next theorem describes when P is integrally closed over O; this was shown independently by

Eršov [34] and Khanduja-Kumar [44], and generalizes a well-known criterion of Dedekind [17]:

Theorem 6.2.5. Let Q1, . . . , Qm ∈ O[Y ] be monic and e1, . . . , em > 1 be integers such

that Q1, . . . , Qm ∈ k[Y ] are pairwise distinct and irreducible and P = Q1
e1 · · ·Qm

em. Set

R := P−Qe1
1 · · ·Qem

m . Then P is integrally closed if and only if one of the following conditions

holds:

(1) e1 = · · · = em = 1; or

(2) there is some i such that ei > 1, Γ has a smallest positive element vπ, and Qi does not

divide R/π for each i with ei > 1.

In particular, the property of P to be integrally closed is first-order expressible in its coeffi-

cients.
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Polynomials with large discriminant

In this subsection K is a valued field whose value group Γ is a Z-group, and P ∈ O[Y ]

is monic. As a consequence of Corollary 6.2.3 and Theorem 6.2.5, the Ax-Kochen-Eršov

Principle yields:

Corollary 6.2.6. Suppose that K is henselian and finitely ramified of characteristic (0, p).

If P is integrally closed, then

v
(
∆(P )

)
6 n− 1 + n · vp(n) · v(p) where n = degP .

Proof. By Corollary 6.2.3 this is clear if O is a DVR. Next suppose that K is henselian.

Choose a complete DVR O′ of characteristic zero with the same residue field k and the

same absolute ramification index as O. If K is unramified and k is perfect, this is the

ring of Witt vectors over k (see [71, II, §5 and §6]), otherwise it’s something a bit more

complicated; in any case, the existence of such an O′ was shown by Hasse-Schmidt [40] and

Teichmüller [73]. Theorem 6.2.4 yields O ≡ O′, and so the claim follows from Corollary 6.2.3

and Theorem 6.2.5.

A weaker bound holds if we drop the henselian assumption:

Proposition 6.2.7. There is a constant C(n, p) such that if K is finitely ramified of char-

acteristic (0, p) and P is integrally closed of degree n, then

v
(
∆(P )

)
6 n− 1 + C(n, p)v(p).

Proof. We claim that

C(n, p) = nmax

{∑
i

vp(ni) : ni > 1,
∑
i

ni = n

}
has the required property. To see this let Oh be the henselization of O. Suppose P is

integrally closed, and let Q1, . . . , Qm, e1, . . . , em, R be as in the previous theorem. Then

by [44, Lemma 2.1] we have P = P1 · · ·Pm for distinct monic irreducible polynomials

P1, . . . , Pm ∈ Oh[Y ]. Each Pi is a power of an irreducible polynomial in k[Y ], by Hensel’s
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Lemma; hence after reordering we may assume Pi = Qi
ei for i = 1, . . . ,m. We claim that

P1, . . . , Pm are integrally closed over Oh. This is clear if e1 = · · · = em = 1. Suppose

otherwise. Then with π ∈ O such that vπ is the smallest positive element of Γ, we have

Qi 6 |R/π for each i with ei > 1. By [44, Lemma 3.2] we then also have Qi 6 |Ri/π where

Ri := Pi − Qei
i ∈ Oh[Y ]. Together with the theorem this implies the claim. Now by

Lemma 6.1.1 we have ∆(P ) = u
∏

i ∆(Pi) where u is a unit in Oh, since Pi, Pj are coprime

for i 6= j. Hence by Corollary 6.2.6,

v
(
∆(P )

)
=
∑
i

v
(
∆(Pi)

)
6
∑
i

(
ni − 1 + niv(ni)

)
6 n− 1 + C(n, p)v(p)

as required.

In a similar way as Proposition 6.2.7 one shows:

Proposition 6.2.8. If k has characteristic zero and P is integrally closed, then v
(
∆(P )

)
6

n− 1 where n = degP .

We say that our monic polynomial P ∈ O[Y ] (assumed to be neither integrally closed nor

even irreducible) has large discriminant if v
(
∆(P )

)
satisfies the inequality in Proposi-

tion 6.2.7 if k has characteristic p, respectively Proposition 6.2.8 if k has characteristic zero.

Every polynomial with large discriminant is separable, and by Lemma 6.1.1, every one of

its monic factors in O[Y ] has large discriminant itself. Also, if L is a valued field extension

of K, then P ∈ O[Y ] has large discriminant iff it has large discriminant when viewed as an

element of OL[Y ].

Defectlessness and monogenicity of the integral closure

Let K be a valued field and L|K be a finite field extension. Let v1, . . . , vm be the distinct

extensions of the valuation v of K to a valuation on L, with respective value groups Γi and

residue fields ki. Then the fundamental inequality holds:

m∑
i=1

eifi 6 n, (6.3)
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where n = [L : K] is the degree of the extension, ei = [Γvi : Γ] are the respective ramification

indices, and fi = [ki : k] are the respective inertia degrees. One says that the extension L|K

is defectless if equality holds in (6.3), and the valued field K is said to be defectless if

each finite-degree field extension of K is defectless. We recall a few basic facts about this

notion. First, by [31, (18.2)], a valued field of characteristic zero is defectless if and only if its

henselization is. (F.-V. Kuhlmann has generalized this to positive characteristic.) Suppose

now that our valued field K is henselian. Then necessarily m = 1 in the above, hence a finite

valued field extension L|K is defectless if and only if [L : K] = [ΓL : Γ]·[kL : k]. By a theorem

of Ostrowski (see, e.g., [30, Theorem 17.2.1]), the quotient [L : K]/
(
[ΓL : Γ] · [kL : k]

)
is

always an integer, and equals 1 if chark = 0 (and is a power of chark otherwise). In

particular,

(D1) every henselian valued field of equicharacteristic zero is defectless.

It is also well-known that each finite separable extension of a discrete valued field is defectless

(see, e.g., [31, (18.7)] or [30, Corollary 17.4.4]). Thus

(D2) every discrete valued field of characteristic zero is defectless.

As observed by Prestel-Roquette [58, proof of Lemma 2.9], (D1) and (D2) together with a

coarsening/specialization argument quite easily imply:

Lemma 6.2.9. Every finitely ramified valued field is defectless.

Given a ring A, an A-algebra B is said to be monogenic if it is generated by a single

element: B = A[y] for some y ∈ B.

Proposition 6.2.10. Suppose the value group of K is a Z-group and its residue field is

perfect and infinite. Then the integral closure of O in a defectless finite field extension of K

is monogenic.

This is a special case of [44, Theorem 1.2].
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CHAPTER 7

Prime Ideals

In this chapter we consider primality of ideals in polynomial and power series rings. Since

being prime is equivalent to being both primary and radical, it suffices to construct a formula

for defining primariness, by our previous results on radicality. First, we recall a definable test

for being primary (and thus prime) in polynomial rings over perfect fields (7.1.2) from [8].

We then present a set of universal axioms for valued fields of characteristic (0, p) whose value

group is a Z-group and whose residue field is infinite and perfect; these axioms are strong

enough to ensure analogous properties hold in substructures. Within this framework we then

show that testing for primary (prime) ideals can be reduced to the uniform parametrization

of zeros of polynomials with large discriminant (7.1.5). (Here the results from Section 6.2 of

the previous chapter are crucial.)

We may expand the ring Qp〈X〉 by adding pnth roots of X for each n. The fraction

field of the ensuing ring, Qp〈X1/p∞〉, has a perfect infinite residue field with respect to the

natural (Gauss) valuation. The results of Section 7.1 thus allow us to define primary and

prime ideals in rings of the form Frac
(
Qp〈X〉

)
[Y ] (7.2.11). Finally, in the last section we

give conditions for primariness and primality of one-dimensional ideals of Qp〈X〉 (7.3.1).

This can be generalized to restricted power series over Zp (7.3.6). All of this also works

with Zp, Qp replaced by a model R of Tp and F = Frac(R), respectively. Combining these

results yields Theorem B from the introduction.
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7.1 Prime Ideals in Polynomial Rings over Perfect Fields

In this section we work in the setting of Section 5.1. As usual X = (X1, . . . , XN) and

C = (C1, . . . , CM); we also let Y be a single new indeterminate. As in that section we let

f1(C,X), . . . , fm(C,X) ∈ Z[C,X], and given a field K and c ∈ KM , we let

I(c,X) = IK(c,X) =
(
f1(c,X), . . . , fm(c,X)

)
be the ideal of K[X] generated by f1(c,X), . . . , fm(c,X) ∈ K[X]. We recall the def-

inition of the language L0 from [8, Section 5]: This is the expansion of the language

Lring = {0, 1,+,−, · , } of rings by n-ary relation symbols Zn, one for each n > 1. Let

also T0 be the L0-theory of fields together with axioms, for each n > 1, which express that

for every model K of T0 and b = (b1, . . . , bn) ∈ Kn,

K |= Zn(b) ⇐⇒ Y n + b1Y
n−1 + · · ·+ bn ∈ K[Y ] is separable and has a zero in K.

In [8, Corollary 5.5], it is shown that the property of the ideal I(c,X) to be primary can be

defined by a quantifier-free L0-formula (uniformly over all models K of T0):

Proposition 7.1.1. There is a quantifier-free L0-formula primary0(C) such that for all

K |= T0 and c ∈ KM we have

K |= primary0(c) ⇐⇒ I(c,X) is primary.

Combining this proposition with Lemma 5.1.1 yields:

Corollary 7.1.2. There is a quantifier-free L0-formula prime0(C) such that for all K |= T0

whose underlying field is perfect and all c ∈ KM we have

K |= prime0(c) ⇐⇒ I(c,X) is prime.

Let K be a valued field. In the rest of this section we use the results of Section 6.2 to

describe a situation where defining the property of ideals in K[X] to be primary essentially

only requires us to know which monic P ∈ O[Y ] with large discriminant have zeros in O.

For this, let L∗ be the language Lval of valued fields augmented by

111



(1) constant symbols π and ξ, as well as

(2) unary function symbols ρ, −1, and δn (one for each n > 1).

Fix an integer e > 1 and let T ∗ = T ∗(e, p) be the L∗-theory of valued fields of character-

istic (0, p) whose value group is a Z-group together with axioms which say that for every

model of T ∗ with underlying valued field K and m = maximal ideal of the valuation ring O

of K, we have

(T1) vπ is the smallest positive element of Γ = v(K×) and vp = e vπ;

(T2) ξ ∈ O and ξp
n 6≡ ξ mod m for all n > 1 (so the ξp

n
represent infinitely many distinct

elements of the residue field k = O/m of K);

(T3) ρ(a)p ∈ a+m for all a ∈ O (so the Frobenius morphism x 7→ xp : k→ k is onto, hence

k is perfect);

(T4) a−1 · a = 1 for a ∈ K× and 0−1 = 0;

(T5) for all n > 1 and a ∈ K×, if va ∈ nΓ then va = n v
(
δn(a)

)
.

Note that these axioms are rather weak; for example, we do not require that ρ is an au-

tomorphism of the field K, or that δn restricts to an endomorphism of the multiplicative

group K× of K. However, it will be crucial that axioms (T1)–(T5) are universal, and hence

any substructure of a model K of T ∗ is a finitely ramified valued field of characteristic (0, p)

with absolute ramification index e (by (T1) and (T4)) and infinite perfect residue field

(thanks to conditions (T2) and (T3)), whose value group is a pure subgroup of Γ = v(K×)

(by (T5)) with the same smallest positive element vπ, and hence is a Z-group. We now

let L∗0 be the expansion of L∗ by m-ary relation symbols Z∗m (one for each m > 1), and we

let T ∗0 be T ∗ together with axioms which express that for all models K of T ∗0 , m > 1, and

a = (a1, . . . , am) ∈ Om we have

K |= Z∗m(a) ⇐⇒

Y m + a1Y
m−1 + · · ·+ am ∈ O[Y ] has large discriminant and a zero in O.
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Lemma 7.1.3. Every Lring-formula

ϕ(x1, . . . , xn) = ∃y(yn + x1y
n−1 + · · ·+ xn = 0)

is equivalent, in T ∗0 , to a quantifier-free L∗0-formula.

Proof. We verify that condition (2) in [8, Lemma 5.3] holds (in the case where L = L∗).

Let E1 and E2 be models of T ∗0 with common substructure K. Let Q ∈ K[Y ] be monic of

degree n > 1, and suppose Q has a zero in E1; we need to show that Q has a zero in E2.

We can assume that Q is irreducible over K. Take b ∈ O, b 6= 0, such that bQ ∈ O[Y ]

and set Q̃(Y ) := bnQ(b−1Y ) ∈ O[Y ]. Then an element y in a field extension of K is a

zero of Q iff by is a zero of Q̃. Hence we can replace Q by Q̃ and assume Q ∈ O[Y ]. Let

now B be the integral closure of O in the field extension L := K[Y ]/QK[Y ] of K. Then

the O-algebra B is monogenic by Lemma 6.2.9 and Proposition 6.2.10, so B = O[z] for

some z ∈ B. Take a monic P ∈ O[Z] such that B ∼= O[Z]/PO[Z]. Then P is irreducible

(since the subring B of the field L is an integral domain) and integrally closed, hence has

large discriminant by Corollary 6.2.6. Now our zero of Q in E1 (actually, in OE1) gives rise

to a K-algebra morphism

L = K[Y ]/QK[Y ]→ E1,

and by restriction to B we obtain an O-algebra morphism B → E1. Hence P has a zero

in E1. So with

P = Y m + a1Y
m−1 + · · ·+ am (a = (a1, . . . , am) ∈ Om, m > 1)

we have E1 |= Z∗m(a) and hence E2 |= Z∗m(a), since K is an L∗0-substructure of both E1

and E2. This means that P has a zero in E2. Thus we have an O-algebra morphism B → E2.

By restriction to O[y] ∼= O[Y ]/QO[Y ] we obtain an O-algebra morphism O[y] → E2, and

hence a zero of Q in E2, as required.

Recall that a nonzero polynomial P (Y ) ∈ K[Y ] over a field K is separable if and only if it is

relatively prime in K[Y ] to its derivative P ′(Y ); this condition can be checked using Euclid’s

Algorithm for polynomials, leading to the following:
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Lemma 7.1.4. There is a quantifier-free Lring-formula sep(x1, . . . , xn) such that for each

field K and a1, . . . , an ∈ K:

K |= sep(a1, . . . , an) ⇐⇒ Y n + a1Y
n−1 + · · ·+ an is separable.

Combining the previous two lemmas with Proposition 7.1.1 and its corollary yields:

Corollary 7.1.5. There are quantifier-free L∗0-formulas primary∗0 and prime∗0 such that for

all models K of T ∗0 and c ∈ KM we have

K |= primary∗0(c) ⇐⇒ I(c,X) is primary,

K |= prime∗0(c) ⇐⇒ I(c,X) is prime.

However, for the purposes of the next section, it is convenient to show something a bit

stronger than Lemma 7.1.3. Thus, let now L∗1 be the expansion of L∗ by Skolem functions

for the zeros of polynomials with large discriminant, and let T ∗1 be T ∗ augmented by defining

axioms for these new function symbols. More precisely, we let L∗1 = L∗ ∪ {rmn : 1 6 n 6 m}

where the rmn are new n-ary function symbols and T ∗1 = T ∗ ∪ {σm : m > 1} where σm is an

L∗1-sentence which expresses that for each model K of T ∗1 ,

K |= σm ⇐⇒


for all a = (a1, . . . , am) ∈ Om and all y ∈ O such that P =

Y m + a1Y
m−1 + · · ·+ am has large discriminant and P (y) = 0,

there is some n ∈ {1, . . . ,m} with y = rmn(a).

Note that T ∗1 is universally axiomatizable. We now show that zeros of polynomials in models

of T ∗1 are uniformly parametrized by L∗1-terms; in the next lemma and its corollary we

fix n > 1.

Lemma 7.1.6. There is a finite family {τni }i∈I of L∗1-terms τni (x1, . . . , xn) such that for all

K |= T ∗1 and b = (b1, . . . , bn) ∈ Kn, if

Q(Y ) = Y n + b1Y
n−1 + · · ·+ bn−1Y + bn

has a zero in K, then Q
(
τni (b)

)
= 0 for some i ∈ I.
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Proof. The proof is similar to that of Lemma 7.1.3. Let E |= T ∗1 and Q(Y ) ∈ E[Y ] be monic

and have a zero in E. Let K be the L∗1-substructure of E generated by the coefficients of Q;

by compactness it suffices to show that then Q has a zero in K. Note that K contains all

zeros y ∈ E of monic polynomials in O[Y ] with large discriminant. We now argue in a

similar way as in the proof of Lemma 7.1.3. First, we can assume that Q is irreducible and

has coefficients in O. Next, we let B be the integral closure of O in L := K[Y ]/QK[Y ]. The

O-algebra B being monogenic, take a monic P ∈ O[Z] such that B ∼= O[Z]/PO[Z]. Then P

is irreducible and integrally closed, hence has large discriminant by Corollary 6.2.6. Our zero

of Q in E gives rise to a K-algebra morphism L = K[Y ]/QK[Y ] → E, and by restriction

to B we obtain an O-algebra morphism B → E. Hence P has a zero in E, and this zero lies

in K. Thus we have an O-algebra morphism B → K. By restriction to O[y] ∼= O[Y ]/QO[Y ]

we obtain an O-algebra morphism O[y]→ K, and hence a zero of Q in K, as required.

A standard resolvent argument yields a strengthening of the previous lemma (not used later):

Corollary 7.1.7. There is a finite family {τni }i∈I of L∗1-terms τni (x1, . . . , xn) such that for

all K |= T ∗1 and b = (b1, . . . , bn) ∈ Kn, if

Q(Y ) = Y n + b1Y
n−1 + · · ·+ bn−1Y + bn ∈ K[Y ]

is separable, then the τni (b) ∈ K (i ∈ I) contain the coefficients of all monic irreducible

factors of Q in K[Y ].

Proof. Let U1, . . . , Un, V1, . . . , Vn, Z be distinct indeterminates. Let S be the set of all ele-

mentary symmetric polynomials in all finite subsets of {U1, . . . , Un}, and let σ1, . . . , σn ∈ S

be the elementary symmetric polynomials in U = (U1, . . . , Un):

Y n + σ1(U)Y n−1 + · · ·+ σn(U) =
n∏
i=1

(Y − Ui).

Then for each σ ∈ S there is a unique polynomial hσ ∈ Z[V ] = Z[V1, . . . , Vn] such that

σ = hσ(σ1, . . . , σn) (see [49, IV, §6]). Put

R(V, Z) :=
∏
σ∈S

(
Z − hσ(V )

)
∈ Z[V, Z].
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Let K be a field and Q(Y ) = Y n+ b1Y
n−1 + · · ·+ bn (bi ∈ K) be separable, and let r1, . . . , rn

be the distinct roots of Q in a given splitting field of Q over K. Then bi = σi(r1, . . . , rn) for

i = 1, . . . , n, so with b = (b1, . . . , bn) and r = (r1, . . . , rn),

R(b, Z) =
∏
σ∈S

(
Z − σ(r)

)
.

The coefficients of each monic factor of Q in K[Y ] are elementary symmetric polynomials in

some of the ri (in a splitting field of P ), and hence are zeros of R(b, Z) ∈ K[Z]. Thus the

claim follows from the previous lemma.

7.2 Solving Polynomial Equations in Qp〈X〉

In this section we let X be a single indeterminate. Turn the fraction field K of Qp〈X〉 into

a valued field with the Gauss valuation (see Section 2.3); its residue field is Fp(X). Our first

goal is to describe a certain extension of K to a valued field whose residue field is the perfect

closure of Fp(X). This construction applies more generally to K = Frac(F 〈X〉) where F is

the fraction field of a model R of TZp equipped with the Gauss valuation v : K× → Γ.

The ring Qp〈X1/p∞〉

Let R |= TZp and F = Frac(R). We let X1/pn be distinct new indeterminates (one for

each n > 1), and also let X1/p0 := X, and for ν ∈ N we let Xν/pn := (X1/pn)ν . We have an

F -algebra isomorphism

f(X) =
∑
ν

fνX
ν 7→ f(X1/pn) :=

∑
ν

fνX
ν/pn : F 〈X〉 → F 〈X1/pn〉.

We let R〈X1/pn〉 be the image of the R-subalgebra R〈X〉 of F 〈X〉 under this isomorphism.

View F 〈X1/pn〉 as a subring of F 〈X1/pn+1〉 via the embedding F 〈X1/pn〉 → F 〈X1/pn+1〉 which

makes the diagram

F 〈X1/pn〉 // F 〈X1/pn+1〉

F 〈X〉

∼=
OO

f(X)7→f(Xp) // F 〈X〉

∼=
OO
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commute, where the vertical isomorphisms are f(X) 7→ f(X1/pn), respectively f(X) 7→

f(X1/pn+1
). With this identification we have

F 〈X1/pn〉 =

{
f =

∑
ν

fνX
ν/pn+1 ∈ F 〈X1/pn+1〉 : fν = 0 for all ν /∈ pN

}
.

Moreover, R〈X1/pn〉 is an R-subalgebra of R〈X1/pn+1〉 and Frac
(
F 〈X1/pn〉

)
is a subfield

of Frac
(
F 〈X1/pn+1〉

)
. Note that

F 〈X1/pn〉 =
⊕

06ν<pn

F 〈X〉Xν/pn (internal direct sum of F 〈X〉-submodules),

hence the ring extension F 〈X〉 ⊆ F 〈X1/pn〉 is faithfully flat. We let

F 〈X1/p∞〉 :=
⋃
n

F 〈X1/pn〉,

and we similarly introduce R〈X1/p∞〉 and R[X1/p∞ ]. Note that F 〈X1/p∞〉 is an integrally

closed domain, but F 〈X1/p∞〉 is not noetherian (its ideal generated by all X1/pn is not

finitely generated). The ring extensions F 〈X1/pn〉 ⊆ F 〈X1/p∞〉 are faithfully flat. Let ρn be

the unique F -algebra isomorphism F 〈X1/pn〉 → F 〈X1/pn+1〉 making the diagram

F 〈X1/pn〉 ρn // F 〈X1/pn+1〉

F 〈X〉

∼=
OO

∼=

55

commute, which we suggestively denote by f(X1/pn) 7→ f(X1/pn+1
). The ρn extend to a

common endomorphism ρ of F 〈X1/p∞〉, and one verifies easily that ρ is an automorphism

of F 〈X1/p∞〉. Now set

K := Frac
(
F 〈X1/p∞〉

)
=
⋃
n

Frac
(
F 〈X1/pn〉

)
.

We call f ∈ R[X1/p∞ ] monic if f = g(X1/pn) for some n and some monic g ∈ R[X].

Lemma 2.3.14 implies the following useful description of the elements of K:

Lemma 7.2.1. Let f ∈ K×. Then there is a unique tuple (a, u, g, h) where a ∈ F×, u ∈ 1 +

tRR〈X1/p∞〉, and g, h ∈ R[X1/p∞ ] are monic and coprime in F [X1/p∞ ], such that f = a u
g

h
.
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Equip F 〈X1/pn〉 with the valuation F 〈X1/pn〉 6= → Γ given by f(X1/pn) 7→ v
(
f(X)

)
; we call

this the Gauss valuation on F 〈X1/pn〉. The Gauss valuation on F 〈X1/pn+1〉 then extends

that on F 〈X1/pn〉, and we equip K with the common extension of the Gauss valuations on

the subrings F 〈X1/pn〉 of F 〈X1/p∞〉 to a valuation v : K× → Γ. The valuation ring of this

valuation on K is

O =

{
f

g
: f, g ∈ F 〈X1/p∞〉, vf > 0 = vg

}
,

and its residue field is

Fp(X1/p∞) :=
⋃
n

Fp(X1/pn) (= the perfect closure of Fp(X)).

For each f ∈ K× we have v(f) = v
(
ρ(f)

)
.

Lemma 7.2.2. Let P ∈ F 〈X〉[Y ] 6= be of degree d > 1. Then every zero of P in K lies in

the subfield Frac
(
F 〈X1/pn〉

)
where n = vp(d!).

Proof. Let P(F ) :=
⋃
m>1 F ((X1/m)) be the field of Puiseux series over F . It is well-known

that every zero y ∈ P(F ) of a polynomial from F ((X))[Y ] of degree d lies in the sub-

field F ((X1/d!)) of P(F ). (This is a consequence of the Newton diagram method applied to

the X-adic valuation on F ((X)), see, for example, [1, Lecture 12].) Since we may view K as

a subfield of P(F ) in a natural way, this yields the claim.

The fraction field of Qp〈X1/p∞〉 as an L∗1-structure

Here L∗1 is the language introduced in Section 6.2. Let R |= Tp, and let F and K be as in

the previous section. We expand the valued field K (viewed as an Lval-structure as usual)

into an L∗1-structure. Before we describe this expansion, for each n > 1 we fix a formula

which in every R |= Tp, F = Frac(R), defines the graph of a function δn : F → F such that

for each a ∈ F with va ∈ nΓ and b = δn(a) we have v(bn) = va. (Cf. Corollary 4.3.2.) We

now describe the L∗1-structure with underlying valued field K: First, interpret π as p and ξ

as X. Interpret ρ as the unique extension of the automorphism of F 〈X1/p∞〉 defined in the

previous section and denoted there by the same symbol; then ρ(f)p = f for f ∈ O. We

interpret the unary function symbol −1 of L∗1 such that f−1 · f = 1 for f ∈ K× and 0−1 = 0.
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Given f ∈ K, if vf ∈ nΓ, then we take (a, u, g, h) as in Lemma 7.2.1 and set δn(f) := δn(a);

otherwise we set δn(f) := 0. Finally, suppose a = (a1, . . . , am) ∈ Om (m > 1) and consider

the polynomial

P = Y m + a1Y
m−1 + · · ·+ am ∈ O[Y ].

If P has large discriminant, then we choose elements rmn(a) of O (where n = 1, . . . ,m) such

that each zero of P in O is among them, and if rmn(a) is not a zero of P , then rmn(a) = 0.

If P does not have large discriminant, then we set rmn(a) := 0 for n = 1, . . . ,m. The

following is now obvious:

Lemma 7.2.3. K is a model of the L∗1-theory T ∗1 = T ∗1 (1, p).

In the following, whenever we refer to “the L∗1-structure K” we mean K turned into an

L∗1-structure in the way indicated above. (This expansion of the valued field K is not quite

uniquely determined by R: for given n > 1 the choice of rmn(a) is only unique up to

permutation.)

Parametrizing elements of Qp〈X1/p∞〉

Let as usual C = (C1, . . . , CM). Given

f(C,X) =
∑
ν

fν(C)Xν ∈ Zp〈C,X〉

and R |= TZp , c ∈ RM , as well as some n, we let

f(c,X1/pn) :=
∑
ν

fν(c)X
ν/pn ∈ R〈X1/pn〉.

The map

f(C,X) 7→ f(c,X1/pn) : Zp〈C,X〉 → R〈X1/pn〉

is a Zp-algebra morphism. We prove a version of Proposition 6.1.17 for parametrizing zeros

of polynomials with large discriminant in K:

Lemma 7.2.4. Let f1, . . . , fn, g ∈ Zp〈C,X〉 and k ∈ N be given. Then there are finitely many

elements y(λ) of Zp〈V,X〉, where V = (V1, . . . , VL) is a tuple of new indeterminates (L ∈ N),
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as well as some integer l > k and some LZp-formula α(C, V ), such that for each R |= Tp

and c ∈ RM , the following holds:

(1) α defines the graph of a function c 7→ a(c) : RM → RL, and

(2) if 0 = v
(
g(c,X)

)
6 v
(
fi(c,X)

)
for i = 1, . . . , n and the polynomial

P (Y ) := Y n +
n∑
i=0

(
fi(c,X

1/pk)/g(c,X1/pk)
)
Y n−i ∈ O[Y ]

has large discriminant, then for each y ∈ K with P (y) = 0 there is some λ such that

y · g(c,X1/pk) = y(λ)
(
a(c), X1/pl

)
.

Proof. Thanks to Lemma 7.2.2 and the automorphism ρ of the valued field K we may take

some l > k such that Frac
(
R〈X1/pl〉

)
contains every zero y ∈ K of a polynomial P as in (2).

The claim now follows from Proposition 6.1.17 applied to the polynomial

g(C,Xpl−k)Y n +
∑
i=0

fn−i(C,X
pl−k)Y i ∈ Zp〈C,X〉[Y ]

in place of P .

In the next proposition we let f1, . . . , fm, g ∈ Zp〈C,X〉 and τ(y1, . . . , ym) be an L∗1-term, and

we assume that some n is given.

Proposition 7.2.5. There exist finitely many pairs
(
p(λ), q(λ)

)
of power series from Zp〈V,X〉,

where V = (V1, . . . , VL) is a tuple of new indeterminates (L ∈ N), and some k ∈ N and some

LZp-formula α(C, V ), such that for each R |= Tp and c ∈ RM , the following holds:

(1) α defines the graph of a function c 7→ a(c) : RM → RL, and

(2) if g(c,X) 6= 0 then for some λ we have q(λ)
(
a(c), X

)
6= 0 and

τ
(
f1(c,X1/pn)/g(c,X1/pn), . . . , fm(c,X1/pn)/g(c,X1/pn)

)
=

p(λ)
(
a(c), X1/pk

) /
q(λ)
(
a(c), X1/pk

)
where on the right τ is evaluated in the L∗1-structure K = Frac

(
R〈X1/p∞〉

)
.
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Proof. Easy induction on the construction of τ , using Corollary 2.3.15 and the preceding

lemma.

In the next lemma and its corollaries we let f, g ∈ Zp〈C,X〉 and n be given.

Lemma 7.2.6. There are finitely many Ld
Zp-terms y(λ)(C,X) in which the function symbol d

is not applied to subterms involving the X-variables, as well as Ld
Zp-terms d(λ)(C), such that

for all R |= TZp, c ∈ RM , and F = Frac(R), we have

f(c,X1/pn) ∈ g(c,X1/pn)F 〈X1/p∞〉 ⇐⇒

d(λ)(c) 6= 0 and f(c,X1/pn) · d(λ)(c) = g(c,X1/pn) · y(λ)(c,X1/pn) for some λ.

Proof. Let R, c, F be as in the statement of the lemma. Then by faithful flatness of F 〈X1/p∞〉

over its subring F 〈X1/pn〉 we have

f(c,X1/pn) ∈ g(c,X1/pn)F 〈X1/p∞〉 ⇐⇒ f(c,X1/pn) ∈ g(c,X1/pn)F 〈X1/pn〉

⇐⇒ f(c,X) ∈ g(c,X)F 〈X〉,

and the lemma thus follows from (a very simple case of) Theorem 3.3.7.

Corollary 7.2.7. There are Ld
Zp-terms z(λ)(C,X) and d(λ)(C) as in the previous lemma such

that for all R |= TZp, c ∈ RM , and F = Frac(R), we have

f(c,X1/pn) ∈ g(c,X1/pn)F 〈X〉 ⇐⇒

d(λ)(c) 6= 0 and f(c,X1/pn) · d(λ)(c) = g(c,X1/pn) · z(λ)(c,X) for some λ.

Proof. Take y(λ), d(λ) as in the previous lemma. Then y(λ)(C,X) = f (λ)
(
τ(C), X

)
where

f (λ) ∈ Zp〈V,X〉, V = (V1, . . . , VL), L ∈ N, and τ is an L-tuple of Ld
Zp-terms in the tuple of

variables C. Write

f (λ)(V,X) =
∑
ν

f (λ)
ν (V )Xν (f (λ)

ν ∈ Zp〈V 〉)

and set

g(λ)(V,X) :=
∑
ν∈pnN

f (λ)
ν (V )Xν ∈ Zp〈V,X〉.

Then z(λ)(C,X) := g(λ)
(
τ(C), X

)
has the required property.
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The following consequence is not used later:

Corollary 7.2.8. There is a quantifier-free LZp-formula ϕ(C) such that for all R |= TZp,

c ∈ RM , we have R |= ϕ(c) iff f(c,X1/pn) ∈ R〈X〉.

This follows easily from the previous corollary in the case g = 1. (Alternatively, we may

apply the discussion at the beginning of the subsection on parametric Weierstraß Preparation

of Section 2.2 to F =
{
fν(C) : ν /∈ pnN

}
, which also shows that ϕ may be taken to be a

quantifier-free LZp-formula.)

Parametrizing zeros of polynomials in Qp〈X〉

Suppose that n > 1 and let

P (C,X, Y ) = a0(C,X)Y n + a1(C,X)Y n−1 + · · ·+ an(C,X) ∈ Zp〈C,X〉[Y ],

where Y is a single indeterminate. Combining Lemma 7.1.6 with the previous proposition

yields a uniform parametrization of the zeros of the polynomial P (c,X, Y ) ∈ R〈X〉[Y ] in the

field Frac
(
R〈X1/p∞〉

)
:

Corollary 7.2.9. There is a finite family
{

(p(λ), q(λ))
}
λ∈Λ

of pairs of elements of Zp〈V,X〉,

where V = (V1, . . . , VL) is a tuple of new indeterminates (L ∈ N), as well as some k ∈ N

and some LZp-formula α(C, V ), such that for each R |= Tp and c ∈ RM with a0(c,X) 6= 0

the following holds:

(1) α defines the graph of a function a : RM → RL, and

(2) for each y ∈ Frac
(
R〈X1/p∞〉

)
with P (c,X, y) = 0 there is some λ ∈ Λ with

q(λ)
(
a(c), X

)
6= 0 and y = p(λ)

(
a(c), X1/pk

) /
q(λ)
(
a(c), X1/pk

)
.

If we are only interested in those zeros of the polynomial P (c,X, Y ) which lie in the sub-

field Frac
(
R〈X〉

)
of Frac

(
R〈X1/p∞〉

)
, we can use the following corollary:

Corollary 7.2.10. There are finitely many y(λ) ∈ Zp〈V,X〉, where V = (V1, . . . , VL) is a

tuple of new indeterminates, for some L ∈ N, and an LZp-formula α(C, V ), such that for

each R |= Tp and c ∈ RM with a0(c,X) 6= 0,
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(1) α defines the graph of a function a : RM → RL, and

(2) if y ∈ Frac
(
R〈X〉

)
and P (c,X, y) = 0, then y = y(λ)

(
a(c), X

)/
a0(c,X) for some λ.

Proof. Let

P̃ (C,X, Y ) := Y n +
n−1∑
i=0

an−i(C,X) a0(C,X)n−1−i Y i ∈ Zp〈C,X〉[Y ].

Then

P̃
(
C,X, a0(C,X)Y

)
= a0(C,X)n−1 · P (C,X, Y ).

By Corollary 2.3.12 all zeros of the monic polynomial P̃ (c,X, Y ) ∈ R〈X〉[Y ] in the frac-

tion field of R〈X〉 are contained in its subring R〈X〉. Hence the claim now follows from

Corollary 7.2.7 and Corollary 7.2.9 applied to P̃ in place of P .

In particular, there is an LZp-formula defining the existence of some y ∈ Frac
(
R〈X〉

)
satis-

fying P (c,X, y) = 0. Together with Proposition 7.1.1 and its corollary and Lemma 7.1.4 in

the previous section, this implies the definability of prime and primary ideals in polynomial

rings Frac
(
R〈X〉

)
[Y ], where Y is a finite tuple of indeterminates. We let

F1(C,X, Y ), . . . , Fm(C,X, Y ) ∈ Zp〈C,X〉[Y ].

Corollary 7.2.11. There are LZp-formulas Primary(C) and Prime(C) such that for R |=

Tp and c ∈ RM , denoting by I the ideal of Frac
(
R〈X〉

)
[Y ] generated by the polynomials

F1(c,X, Y ), . . . , Fm(c,X, Y ) ∈ R〈X〉[Y ], we have:

R |= Primary(c) ⇐⇒ I is primary,

R |= Prime(c) ⇐⇒ I is prime.

An open question

Let R ⊆ R∗ be p-adically closed valuation rings with Zp-structure. By Corollary 7.2.10, the

ring R〈X〉 is algebraically closed in R∗〈X〉. This raises the following natural question, which

we will not pursue here:
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Question 7.2.12. Does R〈X〉 ⊆ R∗〈X〉 have the specialization property?

Here a ring extension A ⊆ B has the specialization property if for each finitely generated

subalgebra B′ of the A-algebra B there is an A-algebra morphism B′ → A. (This implies

that A is algebraically closed in B.) Most known instances of the specialization property

in the literature assume that A is noetherian, or more. For example, if A is noetherian

and henselian with respect to an ideal m, then the natural morphism A → Â to the m-

adic completion Â = lim
←−

A/mn of A is injective (by Lemma 6.1.4 and Krull’s Intersection

Theorem [11, Corollary 10.18]), so we can identify A with a subring of Â; if we assume in

addition that the ring A is excellent (cf. [52, Chapter 13]), then A ⊆ Â has the specialization

property. This follows from the generalized Néron Desingularization of Popescu [56, 57],

cf. [65, Theorem 2.27].

7.3 Prime Ideals in Rings of Restricted Power Series

Let f1(C,X), . . . , fm(C,X) ∈ Zp〈C,X〉. For R |= TZp we let F = Frac(R), and given c ∈ RM

we let as usual I(c,X) denote the ideal of R〈X〉 generated by f1(c,X), . . . , fm(c,X).

Primary ideals in F 〈X〉

Our goal in this subsection is to prove the following:

Theorem 7.3.1. There are LZp-formulas primary(C) and prime(C) such that for all R |= Tp

and c ∈ R, if dim I(c,X)F 〈X〉 6 1, then

R |= primary(c) ⇐⇒ I(c,X)F 〈X〉 is primary,

R |= prime(c) ⇐⇒ I(c,X)F 〈X〉 is prime.

We recall that by Corollary 4.2.2 the condition “dim I(c,X)F 〈X〉 6 1” is also definable (in

fact, uniformly in all models of TZp). We also note that it suffices to prove the existence

of a formula primary with the stated property, since then, with rad as in Corollary 5.2.3,

prime := primary∧ rad defines the property of generating a prime ideal. For the proof of
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Theorem 7.3.1 we use the following criterion:

Lemma 7.3.2. Let A be an integral domain with fraction field K, and let I be an ideal

of A[Y ] with A∩ I = {0}. Then I is primary if and only if IK[Y ]∩A[Y ] = I and IK[Y ] is

a primary ideal of K[Y ].

Proof. Note that A ∩
√
I = {0} since A is reduced. Suppose I is primary. Given f ∈

IK[Y ] ∩ A[Y ], take a ∈ A 6= with af ∈ I; then a /∈
√
I and hence f ∈ I. This shows

IK[Y ] ∩ A[Y ] = I. Further, let f, g ∈ K[Y ] with fg ∈ IK[Y ]; we need to show that

f ∈ IK[Y ] or g ∈
√
IK[Y ]. After multiplying f , g by suitable elements of A6= we can

assume f, g ∈ A[Y ], and then fg ∈ IK[Y ] ∩ A[Y ] = I and so f ∈ I or g ∈
√
I. This shows

the forward direction; the backward direction is obvious.

Proof of Theorem 7.3.1. Fix d ∈ {0, 1}. It suffices to show the existence of a formula

primaryd(C) satisfying the conclusion of the theorem for all R |= Tp and c ∈ R with

dim I(c,X)F 〈X〉 = d. As at the beginning of the proof of Theorem 5.2.2, by employing

a case distinction using uniform Noether Normalization we reduce to the case that the fi

are polynomials in Zp〈C,X1, . . . , Xd〉[Xd+1, . . . , XN ] and contain a Weierstrass sequence over

Zp〈C,X1, . . . , Xd〉. Then for R |= Tp and c ∈ RM , the ideal I(c,X)F 〈X〉 of F 〈X〉 is primary

iff the fi(c,X) generate a primary ideal of the polynomial ring F 〈X1, . . . , Xd〉[Xd+1, . . . , XN ];

see the remarks preceding Corollary 4.1.11. Hence in the case d = 0 we are already

done by Proposition 7.1.1. So suppose d = 1, and relabel the indeterminates X1 as X

and (X2, . . . , XN) as Y = (Y1, . . . , YN−1); thus fi = fi(C,X, Y ) ∈ Zp〈C,X〉[Y ]. Corol-

lary 4.2.8 yields a covering family
{
ϕ(λ)(C)

}
of quantifier-free Ld

Zp-formulas and for each λ

elements

h
(λ)
1 (V,X, Y ), . . . , h

(λ)
k (V,X, Y ) ∈ Zp〈V,X〉[Y ] (k ∈ N),

where V = (V1, . . . , VL) is a tuple of new distinct indeterminates (L ∈ N), and an L-tuple τ

of terms in C, such that for R |= TZp and c ∈ RM with R |= ϕ(λ)(c), setting

A = F 〈X〉, K = Frac(A), J =
(
f1(c,X, Y ), . . . , fm(c,X, Y )

)
⊆ A[Y ],
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we have

JK[Y ] ∩ A[Y ] =
(
h

(λ)
1

(
τ(c), X, Y

)
, . . . , h

(λ)
k

(
τ(c), X, Y

))
.

Note that then

I := I(c,X, Y )F 〈X, Y 〉 = JF 〈X, Y 〉

and so I ∩ A[Y ] = J . Hence by Corollary 3.3.11 we can take a quantifier-free Ld
Zp-formu-

la ψ(λ)(C) such that for all R |= TZp and c ∈ RM , with A, J , K as above,

R |= ψ(λ)(c) ⇐⇒ JK[Y ] ∩ A[Y ] = J.

Let Primary(C) be as in Corollary 7.2.11. Then

primary1 := Primary∧
∨
λ

(
ϕ(λ) ∧ ψ(λ)

)
has the required property, by Lemma 7.3.2.

Now that Theorem 7.3.1 is established, we can show that the formulas postulated in its

statement can be taken to be of a particularly simple shape. (One can think of this as

the analogue of [25, (2.10), parts (i) and (iv)]; for the property of being a prime ideal this

formulation first appears in Chapter 4, §3 of [20].)

Corollary 7.3.3. There are a finite family
{

(fλ, gλ)
}

of pairs of power series in Zp〈V,X〉,

where V = (V1, . . . , VL) is a tuple of new indeterminates, L ∈ N, as well as some in-

teger E > 1 and an LZp-formula α(C,X) which for all R |= Tp defines the graph of a

map c 7→ a(c) : RM → RL, with the following properties, for R |= Tp, c ∈ RM and

I := I(c,X)F 〈X〉 with dim I 6 1:

(1) I is primary iff 1 /∈ I and for all λ,

fλ
(
a(c), X

)
· gλ
(
a(c), X

)
∈ I ⇒ fλ

(
a(c), X

)
∈ I or gλ

(
a(c), X

)E ∈ I;

(2) I is prime iff 1 /∈ I and for all λ,

fλ
(
a(c), X

)
· gλ
(
a(c), X

)
∈ I ⇒ fλ

(
a(c), X

)
∈ I or gλ

(
a(c), X

)
∈ I.
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Proof. Take an integer E > 1 as in Corollary 5.2.4. Given power series f, g ∈ Zp〈V,X〉,

where V = (V1, . . . , VL) is a tuple of new indeterminates (L ∈ N) and a formula α(C, V )

which defines, in each R |= Tp, the graph of a map c 7→ a(c) : RM → RL, let π(C) = πf,g,α(C)

be an LZp-formula such that for R |= TZp and c ∈ RM , with I = I(c,X)F 〈X〉 we have

R |= π(c) ⇐⇒ f
(
a(c), X

)
g
(
a(c), X

)
/∈ I or f

(
a(c), X

)
∈ I or g

(
a(c), X

)E ∈ I.
(Such a formula π exists by Corollaries 3.3.11 and 5.2.4.) Let primary(C) be as in the theorem

above and let dimd be as in Corollary 4.2.2. Suppose the conclusion of the corollary fails.

Then by compactness we obtain some R∗ |= Tp and c∗ ∈ (R∗)M such that R∗ |= πf,g,α(c∗) for

all choices of f , g, α, yet R∗ |= dim0(c∗) ∨ dim1(c∗) ∨
(
¬ primary(c∗)

)
. As at the end of the

proof of Corollary 5.3.5, this leads to contradiction. This shows (1), and (2) is proved in a

similar way.

As another consequence of Theorem 7.3.1 and various earlier results we obtain the uniform

parametrizability of primary decompositions for one-dimensional ideals:

Corollary 7.3.4. There are a finite family
{

(~f1,λ, . . . , ~fn,λ)
}

where each ~fi,λ is an m-tuple

of power series in Zp〈V,X〉, for some m, n and tuple V = (V1, . . . , VL) of new indetermi-

nates (L ∈ N), as well as an LZp-formula α(C,X) which for all R |= Tp defines the graph

of a map c 7→ a(c) : RM → RL, such that for R |= Tp, c ∈ RM and I := I(c,X)F 〈X〉, the

following holds: if dim I 6 1, then for some λ the ideals generated by the power series in

~fi,λ
(
a(c), X

)
∈ R〈X〉m (i = 1, . . . , n) are an irredundant primary decomposition of I.

Proof. Given m-tuples ~f1, . . . , ~fn of power series in Zp〈V,X〉 there is an LZp-formula Π(C, V )

such that for R |= Tp, c, a ∈ RM and I := I(c,X)F 〈X〉 and

Ji := the ideal of F 〈X〉 generated by the power series in ~fi
(
a,X

)
(i = 1, . . . , n)

we have

R |= Π(c, a) ⇐⇒

{
dim I > 1 or J1, . . . , Jn is an irredundant pri-

mary decomposition of I.
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Such a formula Π exists thanks to Theorems 5.2.2, 7.3.1 and Corollaries 3.3.11, 3.3.13, 4.2.2.

Now for each R |= Tp the ring F 〈X〉 is noetherian (Corollary 2.3.11), hence every one of its

ideals has an irredundant primary decomposition; in particular, if c ∈ RM then R |= Π(c, a)

for some choice of ~f1, . . . , ~fn and some a ∈ RL; thus the claim follows by compactness and

definability of Skolem functions in Tp (Corollary 4.3.2).

Prime ideals in R〈X〉

Our analysis of prime ideals in R〈X〉 rests on the following:

Lemma 7.3.5. Let R |= Tp and I be a finitely generated ideal of R〈X〉. Then I is prime if

and only if

(1) p ∈ I, and the image of I under the natural surjection

R〈X〉 → R〈X〉/pR〈X〉 ∼= Fp[X]

is prime; or

(2) p /∈ I, IF 〈X〉 ∩R〈X〉 = I, and the ideal IF 〈X〉 of F 〈X〉 is prime.

Proof. This is clear if p ∈ I, so suppose that p /∈ I. In this case, if I is prime then

I = (I : p) = IF 〈X〉 ∩ R〈X〉 by Corollary 4.3.9, and it follows that IF 〈X〉 is prime.

Conversely, it is clear that if (2) holds, then I is prime.

As a consequence we can reduce primality testing for ideals of Zp〈X〉 to the case of ideals

of Qp〈X〉:

Corollary 7.3.6. Let ϕ(C) and prime(C) be LZp-formulas such that for each R |= Tp and

c ∈ RM with R |= ϕ(c) we have R |= prime(c) iff I(c,X)F 〈X〉 is prime. Then there is

an LZp-formula primep(C) such that for R |= Tp and c ∈ RM with R |= ϕ(c) we have

R |= primep(c) iff I(c,X) is prime.
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Proof. Thanks to Lemma 2.2.8 and (2.7) we can take a (quantifier-free) Ldiv-formula ϕ1(C)

such that for all R |= TZp and c ∈ RM we have

R |= ϕ1(c) ⇐⇒ f1(c,X), . . . , fN(c,X) generate a prime ideal of Fp[X].

Let ϕ2(C) be an LZp-formula such that for all R |= Tp and c ∈ RM we have

R |= ϕ2(c) ⇐⇒ I(c,X)F 〈X〉 ∩R〈X〉 = I(c,X).

(See the remarks following Proposition 4.3.7.) Then with εp(C) as described after Corol-

lary 3.3.9, the formula

primep := (εp ∧ ϕ1) ∨ (¬εp ∧ ϕ2 ∧ prime)

has the required property.

Combining Theorem 7.3.1 with the preceding corollary yields:

Corollary 7.3.7. There is an LZp-formula which in each R |= Tp defines the set of all c ∈ RM

such that dim I(c,X)F 〈X〉 6 1 and I(c,X) is prime.

Similarly to Corollary 7.3.3, this implies the following uniform characterization of prime

ideals. (For the property of being a radical ideal of R〈X〉 we already noted a similar result

in Corollary 5.3.5.)

Corollary 7.3.8. There are {fλ}, {gλ}, α as in Corollary 7.3.3 such that for R |= Tp,

c ∈ RM , and I = I(c,X):

I is prime ⇐⇒

{
1 /∈ I and for all λ, if fλ

(
a(c), X

)
· gλ
(
a(c), X

)
∈ I,

then fλ
(
a(c), X

)
∈ I or gλ

(
a(c), X

)
∈ I.

Remark 7.3.9. Suppose f1, . . . , fn ∈ Z[C,X] ⊆ Zp〈C,X〉. In [8, Corollary 5.12] it is

shown that for R = Zp the set of all c ∈ RM such that the ideal of R[X] generated by

f1(c,X), . . . , fn(c,X) is prime is definable by a formula π(C) in the language of rings; how-

ever, in contrast to Corollary 7.3.7, no such formula π(C) does the job uniformly for an

arbitrary p-adically closed valuation ring R; see [8, example following 5.12] and [10].
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[57] D. Popescu, General Néron desingularization and approximation, Nagoya Math. J. 104
(1986), 85–115.

[58] A. Prestel, P. Roquette, Formally p-adic Fields, Lecture Notes in Mathematics, vol.
1050, Springer-Verlag, Berlin-New York, 1984.
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Köln, 1972.

134




