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a b s t r a c t 

Large sample datasets of in situ evapotranspiration (ET) mea- 

surements with well documented data provenance and qual- 

ity assurance are critical for water management and many 

fields of earth science research. We present a post-processed 

ET oriented dataset at daily and monthly timesteps, from 

161 stations, including 148 eddy covariance flux towers, that 

were chosen based on their data quality from nearly 350 

stations across the contiguous United States. In addition to 

ET, the data includes energy and heat fluxes, meteorologi- 

cal measurements, and reference ET downloaded from grid- 

MET for each flux station. Data processing techniques were 

conducted in a reproducible manner using open-source soft- 

ware. Most data initially came from the public AmeriFlux 

network, however, several different networks (e.g., the USDA- 

Agricultural Research Service) and university partners pro- 

vided data that was not yet public. Initial half-hourly en- 

ergy balance data were gap-filled and aggregated to daily fre- 

quency, and turbulent fluxes were corrected for energy bal- 

ance closure error using the FLUXNET2015/ONEFlux energy 

balance ratio approach. Metadata, diagnostics of energy bal- 

ance, and interactive graphs of time series data are included 

for each station. Although the dataset was developed primar- 

ily to benchmark satellite-based remote sensing ET models 

of the OpenET initiative, there are many other potential uses, 

such as validation for a range of regional hydrologic and at- 

mospheric models. 

Published by Elsevier Inc. 

This is an open access article under the CC BY license 

( http://creativecommons.org/licenses/by/4.0/ ) 

S
pecifications Table 

Subject Earth and Planetary Science 

Specific subject area Atmospheric Science 

Type of data Tabular time series data, table, and interactive graphics 

How the data were acquired Open-path eddy covariance systems, Bowen-ratio technique, and weighing 

lysimeter methods 

Data format Secondary data in CSV, XLSX, and HTML format 

Description of data collection Most primary data was downloaded directly from the public AmeriFlux 

network, which hosts eddy covariance system data collected across a range of 

land cover types. Additional primary data was provided directly from principal 

investigators who oversee eddy covariance and other instrumentation 

measuring in situ evapotranspiration. Data collection was limited to stations 

located within the contiguous USA. Gridded meteorological data were 

downloaded from the THREDDS Data Server hosted by Northwest Knowledge 

Network at the University of Idaho ( https://thredds.northwestknowledge.net/ ). 

Data source location Primary data sources : 

• AmeriFlux network ( https://ameriflux.lbl.gov/ ) 

• California State University, Monterey Bay, Seaside, CA, USA 

• Desert Research Institute, Reno, NV, USA 

• gridMET, Northwest Knowledge Network at the University of Idaho 

( https://thredds.northwestknowledge.net/ ) 

https://zenodo.org/record/7636781
http://creativecommons.org/licenses/by/4.0/
https://thredds.northwestknowledge.net/
https://ameriflux.lbl.gov/
https://thredds.northwestknowledge.net/
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( continued on next page ) 

• United States Geological Survey Nevada Water Science Center, Carson City, NV, 

USA 

• Delta-Flux network, Arkansas, Louisiana, MS, USA 

• United States Department of Agriculture Agricultural Research Service 

(USDA-ARS): 

• Sustainable Water Management Research Unit, Stoneville, MS, USA 

• US Salinity Laboratory, Agricultural Water Efficiency and Salinity Research 

Unit, Riverside, CA, USA 

• Conservation & Production Research Laboratory, Bushland, TX, USA 

• US Arid-Land Agricultural Research Center, Maricopa, AZ, USA 

• Hydrology and Remote Sensing Laboratory, Beltsville, MD, USA 

Data accessibility Repository name: Zenodo 

Data identification number: 10.5281/zenodo.7636781 

Direct URL to data: http://zenodo.org/record/7636781 

Related research article Volk, J. M., Huntington, J., Melton, F. S., Allen, R., Anderson, M. C., Fisher, J. B., 

... & Kustas, W. (2023). Development of a Benchmark Eddy Flux 

Evapotranspiration Dataset for Evaluation of Satellite-Driven Evapotranspiration 

Models Over the CONUS. Agricultural and Forest Meteorology (331), 

http://doi.org/10.1016/j.agrformet.2023.109307 

Value of the Data 

• Accurate in situ estimates of evapotranspiration (ET) are critical for atmospheric and hy-

drologic research and operational applications. 

• Data includes ET, surface energy and heat fluxes, and meteorological data from 161 sta-

tions (148 eddy covariance). 

• Data post-processing was conducted using open-source software and subject to manual

quality control checks. 

• ET (latent heat flux) was corrected for energy balance closure error; closure metrics for

each flux site are included. 

• The data is useful for benchmarking atmospheric and hydrologic models. 

• Site diagnostics and meteorological data can be used for research applications such as

energy balance closure analysis. 

Objective 

The production of this dataset was a foundational step in a large-scale effort to develop data

and tools to be used in the evaluation of remotely sensed ET estimated from the models of

the OpenET initiative [1 , 2] . As part of that goal, we also seek to make the data well curated,

documented, and accessible to the wider community. Volk et al. [1] describes the entire process

and rationale of decisions in making this data and includes analysis of energy balance closure

error and flux-footprint prediction methods. This article compliments Volk et al. [1] by going

into more depth on the technical details of eddy flux data post-processing specifically, including

the calculation of ancillary meteorological data and equations. This article also provides user-

oriented descriptions of data and graphics production, accessibility, and file formats. 

1. Data Description 

This data primarily consists of post-processed, daily and monthly aggregated, measurements

of evapotranspiration (ET), latent, sensible, and soil heat fluxes along with net radiation mea-

surements from 161 stations (primarily AmeriFlux eddy covariance towers) distributed across

http://dx.doi.org/10.5281/zenodo.7636781
http://zenodo.org/record/7636781
http://doi.org/10.1016/j.agrformet.2023.109307
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Fig. 1. Map showing the distribution of ET stations included in the dataset and their general land classification, including 

the total number of stations in each classification (in legend). 

t  

m

 

s  

r  

e

 

i  

u  

t  

l  

a  

m  

v  

e  

s

 

t  

“  

b  

n

 

fi  

z  

z  

a

he contiguous United States ( Fig. 1 ). It also includes meteorological measurements, derived at-

ospheric variables, and interactive graphics of such data for each station. 

A summary metadata table is included with the dataset to provide site information for all

tations. Table 1 shows a subset of the metadata, which includes information for each site (per

ow), including an identifier, data provider and contact, land cover, data start and end dates, and

nergy balance closure results. 

Daily and monthly fluxes and meteorological data were written to CSV files and included

n interactive graphics using a common naming scheme. A key to the standard naming scheme

sed in data files is provided with the data. The full list of daily and monthly meteorological data

hat are included for each station (depending on the initial data availability) are the following:

atent heat flux (LE), sensible heat flux (H), net radiation (R n ), and soil heat flux (G); shortwave

nd longwave radiation; potential solar radiation; air temperature (average, minimum, maxi-

um, and dew point); wind speed; station and gridMET [3] precipitation; vapor pressure and

apor pressure deficit; LE and H after correction for energy balance closure; soil moisture; en-

rgy balance ratio; ET; fraction of reference ET; ET before and after energy balance correction;

tation-derived and gridMET reference ET; and ET gap-filling information. 

In addition to the station metadata, a table that lists and explains atmospheric variables used

hroughout the dataset is included with the data. This file lists all standard variable names (e.g.,

ppt” for precipitation) which are found in CSV time series files and HTML graphics. The ta-

le also includes a short description of each variable and their units (which were converted, if

ecessary, to ensure consistent variable units across all stations). 

Interactive graphical diagnostics were made for each station and are in the form of HTML

les, which can be viewed with a web browser. Features of HTML graphics include panning and

ooming with time axes paired among all daily or monthly time series plots. For example, if one

ooms into a subset of ET data over a specific period, all other monthly time series plots will be

djusted simultaneously to the same time window ( Fig. 2 ). 
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Table 1 

A subset of information as found in the station metadata file that is included with the dataset. Additional columns that are in the file but are not shown below include information 

about data providers including principal investigator, contact email, and DOIs. 

Site ID General 

classification 

State Data 

source/network 

Period of 

record 

Energy 

balance 

Latitude Longitude Elevation 

(m) 

Land cover 

details 

Land cover 

type 

Measurement 

technique 

US-A32 Grasslands OK AmeriFlux 06/2015- 

06/2017 

0.90 36.819268 -97.819772 335 Hay pasture Grasslands Eddy 

covariance 

US-A74 Croplands OK AmeriFlux 01/2016- 

10/2017 

0.92 36.808464 -97.548854 337 Sorghum Annual crops Eddy 

covariance 
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Fig. 2. A screenshot of select subplots included in the HTML graphics for AmeriFlux site “US-NE1”. Subplot (a) (top) 

shows the daily surface energy balance; and (b) (bottom) shows the zoomed in area from plot (a) with subsequent plots 

automatically zoomed into the same temporal period. Plot (a) includes site metadata in the header as well as a link titled 

“More Info,” which directs to the AmeriFlux website for the station, plot (b) also shows the cursor hover information 

which displays the date and values for all data on the plot where the cursor is held. 
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The legends to all subplots within the HTML graphics files are also interactive such that they

an be modified to show a subset of variables by double-clicking on legend items. Important

tation metadata such as land cover, latitude, and longitude coordinates, and for most AmeriFlux

tations, the Köppen Climate, and a link to the site-specific AmeriFlux website are all displayed

ear the top of each HTML graphic file ( Fig. 2 ). 

Data coverage varies by station; however, all atmospheric measurements fall within the pe-

iod of 1995-2021. This includes a total of 212,273 days of average ET values that were not gap-

lled. Specifically, there are 60 stations classified as croplands with a combined total of 65,631

ays of ET; 19 evergreen forests (36,147 days); 30 grasslands (37,708); 14 mixed forests (24,733);

9 shrublands (35,510); and 9 wetland/riparian (12,544) ( Fig. 1 ). 
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2. Experimental Design, Materials and Methods 

2.1. Data collection and background 

Data collected from eddy covariance (EC) systems equipped with a 3-dimensional sonic

anemometer, infrared gas analyzer, net radiometer, and at least one soil heat flux plate were

collated from multiple providers (listed in specifications Table) [4] . Data for most sites (106 of

161 sites) were initially directly downloaded from the AmeriFlux network website, accessed on

October 27 th , 2020 [5] . Acknowledgements for all AmeriFlux stations are included below; sta-

tion principal investigator (PI) name and contact as well as AmeriFlux DOIs are also included in

the metadata file that is part of the dataset. In addition to EC data, 8 Bowen ratio instrumented

stations in Nevada operated by the United States Geological Survey and 4 precision weighing

lysimeters stations in Texas [6] are included in the dataset. Instrumentation at the Bowen Ra-

tio sites included two solid-state temperature and relative-humidity sensors mounted at two

heights typically with 3.3 ft spacing between them, with the lower sensor set at 1.6 ft [7] or 3.3

ft [8] above the vegetation canopy. The sensors were installed on top of a mechanism that in-

terchanged the sensor positions halfway through each measurement period so that biases could

be minimized, and accurate temperature and vapor pressure gradient data could be obtained to

compute the Bowen Ratio. The Bowen Ratio stations were also equipped with a net radiometer,

a pair of thermocouples, soil-heat flux plates, a water content reflectometer, and either a 3-cup

rotor or marine-grade propeller type anemometer. Lysimeters were instrumented with soil heat

flux plates, time-domain reflectometry (TDR) soil water sensors, albedometer, pyrgeometer, rel-

ative humidity and air temperature sensors, wind velocity sensor, and infrared thermometers

(one aimed obliquely and one aimed nadir). Lysimeter surface area was approximately 9 m 

2 , the

undisturbed soil monolith in each lysimeter was 2.3-m deep, and lysimeters were under con-

stant vacuum drainage. Lysimeters were tilled, fertilized, planted, and treated with pesticides

comparably to the surrounding fields. More background on the Bowen Ratio and lysimeter sta-

tions and data are in the supplementary materials Text S1 and S2 in Volk et al. [1] . Additional

background information on non-AmeriFlux EC systems, including for cropland sites in south-

western Arizona, GRAPEX vineyard sites in California [9] , and sites in central Oregon are in Texts

S3, S4, and S5 in Volk et al. [1] . Background on EC sites from the Delta-Flux network, which cov-

ers sites within the Mississippi River Alluvial Plain, can be found in Runkle et al. [10] . Data not

downloaded directly from the AmeriFlux network were directly provided by site PI’s and net-

work administrators. Almost all data collected were at half-hourly temporal frequency, a typical

averaging period for EC high-frequency data processing software, such as EddyPro (LI-COR) [5] .

The exceptions to this were a few EC sites at hourly frequency and some Bowen ratio stations

at a daily frequency. 

Initial data processing steps and data quality assessments were performed for the Bowen

Ratio and lysimeter station data by their station teams prior to gap-filling and visual inspection

described below in Sections 2.2.2 and 2.2.7 . 

At the Bowen Ratio stations, wind speed was used to correct net radiation following the steps

outlined in the Campbell Scientific NR-Lite net radiometer manual. Readings from the instru-

ments were recorded every 10 seconds and averaged over a 20-minute period to obtain energy

fluxes. Raw 20-minute energy flux and ET values were compiled for Bower Ratio sites ET_1 and

ET_8 [11] and B_01, B_11, and TAM [8] . Raw daily ET values were compiled at sites MOVAL, MR,

and VR [7] because the sub-hourly data was not readily available. 

The weighing lysimeters were calibrated using masses traceable to NIST, and calibration ac-

curacy was 0.04 mm or better. The ET data were averaged to daily (midnight to midnight) values

from 15-minute measurements. Eight neutron probe access tubes in each field around a lysime-

ter were used to determine ET by soil water balance about weekly to verify representativity of

the accumulative lysimeter ET data [12] . 
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.2. Data processing 

Post-processing of EC data, including gap-filling, temporal aggregation, energy balance clo-

ure corrections, data filtering, and calculation of atmospheric variables, was conducted in a

eproducible way using the Python 3 [13] open-source software “flux-data-qaqc” version 0.1.6

14] . The software is hosted on GitHub and the Python Package index . It also has thorough

nline documentation with a user tutorial. 

.2.1. Data selection 

Before post-processing of flux and atmospheric variables, data availability from each station

as identified. Our main requirement was that each EC station has overlapping records (at least

artially) of the four main surface energy balance components: LE, H, R n , and G. In addition to

nergy balance fluxes, soil heat storage and on-tower meteorological measurements of air tem-

erature, relative humidity, vapor pressure, vapor pressure deficit, short and longwave radiation

incoming and outgoing), precipitation, wind speed, wind direction, and soil moisture were also

ngested when available. 

A procedure to automatically select or average the appropriate input variables was used to

arse AmeriFlux data when more than one sensor recording exists at a station (for the same

ariable). Data providers sometimes report measurements from multiple sensors measuring the

ame environmental variable. The data selection algorithm we developed involves a chain of

references and generally favors site PI-approved, aggregated, and gap-filled measurements. We

ook the average of all records if no PI-approved record for a variable was given and multiple

ensors were used, which was most common for soil heat flux measurements. The result is a

ingle estimate of the four energy balance components for each time step used in the energy

alance closure correction and ET calculation. The algorithm for selecting variables is as follows:

1. If a single PI provided variable exists, choose it 

2. If multiple PI provided variables exist, account all PI gap-filled and spatially aggregated

versions, then follow the rules below: 

(a) If PI gap-filled and spatially aggregated variables exist take the average (or single

time series if only one) of them 

(b) Else if only PI gap-filled exist use or take the average if multiple 

(c) Else if only PI spatially aggregated variables exist use or take the average 

(d) Otherwise use or take the average of any other PI-provided versions 

3. If no PI-provided versions exist follow similar substeps as step #2 based on the qualifiers,

in this case: 

(a) If gap-filled and spatially aggregated variables exist take the average (or single time

series if only one) of them 

(b) Else if only gap-filled exist use or take the average if multiple 

(c) Else if only spatially aggregated variables exist use or take the average 

(d) Otherwise take the average of any versions 

For EC data acquired outside the AmeriFlux network, we used flux data as provided and

uggested directly by the site’s PI and team. If corrected data were provided, e.g., using Webb,

earman and Leuning density corrections [15] , they were chosen over non-corrected fluxes. 

.2.1. Meteorological variable calculations 

Vapor pressure, vapor pressure deficit, saturation vapor pressure, air temperature, dew

oint temperature, relative humidity, and potential solar radiation were estimated using well-

stablished methods, including those set by the American Society of Civil Engineers (ASCE) in the

tandardized reference ET equation report [16] . We note that estimated meteorological variables

re ancillary to the primary post-processed ET dataset, and the estimation methods employed

ay not be the best suited for certain applications. These variables were estimated primarily to

erve as diagnostics for visually assessing energy balance and ET data quality. 
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Minimum and maximum air temperature were rarely provided with raw data (e.g., at half-

hourly timesteps); however, their daily values were estimated as the minimum and maximum

values every 24 hours. Half hourly or hourly saturation vapor pressure was computed following

the Tetens approximation, which is accurate for most surface air temperatures, 

es = 0 . 6108 e 
(

17 . 27 T 
T + 237 . 3 

)
, (1) 

where, es is saturation vapor pressure [kPa] and T is air temperature [C]. The definition of rel-

ative humidity was sometimes used to estimate actual vapor pressure or relative humidity de-

pending on which data are available, 

rh = 

e 

es 
, (2) 

where, rh is relative humidity as a fraction [-], and e is actual vapor pressure [kPa]. The

Clausius-Clapeyron relation was used to estimate dew point temperature at half-hourly or hourly

timesteps, 

T dew 

= 

[ 
1 

T 0 
− R v 

L v 
· ln 

(
e 

e 0 

)] −1 

, (3) 

where, T dew 

is dew point temperature [K], T 0 is 273.15 [K], R v is the universal gas constant of

water vapor 461 [J K 

−1 kg −1 ], L v is the specific latent heat of vaporization of water 2.5 ×10 6 [J

kg −1 ], and e 0 is 0.6113 [kPa]. 

Potential or clear sky solar radiation and Penman-Monteith standardized reference ET were

estimated using methods from Allen et al. [16] . These methods were translated to Python by the

“refet” library ( https://github.com/WSWUP/RefET ), which was used within the “flux-data-qaqc”

package for generating this dataset. Daily clear sky radiation was estimated as 

R so = 

(
0 . 75 × 2 × 10 −5 z 

)
R a , (4) 

where, R so is clear sky radiation [MJ m 

−2 d 

−1 ], z is elevation above sea level [m], and R a is

extraterrestrial radiation [MJ m 

−2 d 

−1 ]. Here, R a is calculated using a simple approximation that

is a function of latitude, day of the year, and time of day, per Eqs. 21-29 in Allen et al. [16] ,

which are not listed here for brevity. 

For reference purposes only, daily ASCE standardized Penman-Monteith short (grass) refer-

ence ET (ETo) [mm d 

−1 ] was calculated for sites with sufficient input data. See Eq. 1 in Allen

et al. [16] for the full formula and detailed explanations. Daily inputs are minimum and max-

imum air temperature, incoming shortwave radiation, actual vapor pressure, and average hori-

zontal wind speed. Other inputs are computed from the day of the year, time of day, site eleva-

tion, and latitude. The height of the 3D sonic anemometer (if known) was used to adjust wind

speed to a height of 2 meters, assuming a logarithmic vertical velocity profile (Eq. 33 in Allen

et al. [16] ). Saturation vapor pressure for ASCE ETo was calculated as the average vapor pres-

sure using both daily minimum and maximum air temperatures as input in Eq. 1 . Please note

that many sites do not fit the requirements for the ASCE ETo equation (e.g., being well watered

short grass). Also, the daily ETo formulation may introduce bias and uncertainty particularly in

the winter when daylight hours are lessened resulting in skewed daily average radiation and

temperature. We applied the daily ETo formulation using daily averaged inputs to be consistent

with other meteorological calculations, however, future dataset versions may include improve-

ments to this approach. 

2.2.2. Gap-filling, daily averaging, conversions, and renaming of initial data 

Initial half-hourly or hourly energy balance variables, as well as inputs for the ASCE stan-

dardized reference ET equation, were gap-filled. Specifically, the variables LE, H, R n , G, minimum,

maximum, and average air temperature (min and max used to estimate daily vapor pressure),

incoming shortwave radiation, and wind speed were gap-filled. For EC stations that recorded soil

heat storage above soil heat flux plates, G was adjusted (heat storage values were added to G) to

account for storage before gap-filling. We used simple linear interpolation for gap-filling initial

https://github.com/WSWUP/RefET
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nergy balance and reference ET data and set the maximum length of gaps that would be filled

vernight versus daytime periods. The daytime was defined as the periods where R n ≥ 0 and

ighttime when R n < 0 , and the nighttime gap-filling window was based on 12:00 PM–12:00

M daily intervals or noon to noon whereas the daytime window was from midnight to mid-

ight. Gaps of up to 4 hours were filled during nighttime periods and 2 hours during daytime,

espectively, and the total number of sub-day gaps were also computed per day and saved. After

he gap-filling procedure, if any date had remaining gaps, e.g., a 3-hour daytime gap in LE flux,

he values for that date were removed before the daily aggregation. In other words, the half-

ourly values for such dates were all set to null before computing 24-hr aggregates to avoid

kewing daily estimates on dates with many gaps. Daily time series were then computed as

4-hr averages or totals for all input variables, for example, energy balance components were

omputed as averages, whereas precipitation was summed. Data filtering based on sub-daily

aps was only performed for the variables mentioned above, namely, energy balance compo-

ents and some reference ET input variables. Other ancillary meteorological variables such as

apor pressure deficit were averaged or summed over calendar days regardless of their number

f half-hourly or hourly gaps. 

Data that was initially collected from data providers were checked for units and sometimes

onverted using automated methods of the “flux-data-qaqc” software. A key that explains all

alculated meteorological variables is included with the dataset and can also be found in the

nline documentation . Input data precision was kept throughout all processing and computa-

ional steps, the determination of appropriate significant figures for different applications is best

hosen by the user for each specific data application. 

Ingested and computed variables were subject to a standardized naming scheme and strict

nit assignments. A data legend (provided) lists names, units, and brief descriptions of all flux,

eteorological, ET, and QA/QC related variables that are part of the dataset. A given station may

ot include all of these variables due to data availability and site instrumentation. Sometimes

dditional data may appear in data files when multiple records were used to average the same

tmospheric variable. For example, if multiple air temperature measurements were included at

ifferent heights or locations and their average was selected to use for meteorological variable

alculations, then all individual records would be included in the post-processed data using their

nitial names (e.g., “T_1_1_1”, “T_1_2_1”, … following AmeriFlux naming standards) and the av-

rage result would be renamed as “t_avg” following the standardized naming scheme. 

.2.3. Gridded climate data 

Daily gridMET [3] precipitation [mm] and grass and alfalfa ASCE reference ET (ETo and ETr)

mm d 

−1 ] data were downloaded for all sites over their respective period of record. These data

ere downloaded directly from the THREDDS Data Server hosted by Northwest Knowledge Net-

ork at the University of Idaho (https://thredds.northwestknowledge.net/). Daily time series of

ridMET variables were selected for each station by querying data from the gridMET pixel whose

entroid coordinates are nearest to the stations’ coordinates. gridMET resolution is 1/24 decimal

egrees or approximately 4 km. For daily ET gap-filling purposes and as an effort to develop

 complete dataset, we downloaded gridMET ETo for each location even though most do not

atisfy the site requirements of well-watered short grass. 

.2.4. Energy balance closure assessment and correction 

Daily average energy balance data were used to correct daily average turbulent fluxes (LE and

) for energy balance closure error. The technique used is based on the energy balance ratio ap-

roach used to process daily data for the FLUXNET2015 dataset and the ONEFlux data processing

ipeline ( https://fluxnet.org/data/fluxnet2015-dataset/data-processing/ ) with slight modifications

5] . 

The calculation begins with the computation of the daily energy balance ratio (EBR) [-] 

EBR = 

LE + H 

R n − G 

. (5)

https://fluxnet.org/data/fluxnet2015-dataset/data-processing/
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The result of the closure correction procedure is daily correction factors for LE and H that

are based on the reciprocal of the daily EBR. When these correction factors are applied to the

initial LE and H, the energy balance closure is improved. Because the EBR values used in the

correction are not the original EBR values but rather a filtered and gap-filled version based on

sliding windows (as described below), the final energy balance closure is not always perfect but

averages to near perfect over the sliding window time periods (about 15 days). The “flux-data-

qaqc” Python package has online documentation that includes a visual description of the closure

correction steps below. 

First, the daily EBR outlier values were removed using a threshold of 1.5 times the interquar-

tile range, 

Q 1 − 1 . 5 · IQR ≤ EBR ≤ Q 3 + 1 . 5 · IQR, (6)

where Q 1 is the first quartile of EBR values, Q 3 is the third quartile, and IQR is the interquartile

range or Q 3 − Q 1 . 

After removing outlier EBR values, a series of sliding windows are used to make a smoothed

time series of EBR. First the daily EBR gap count within a centered 15 day sliding window is

counted. Gaps in the daily EBR time series may exist due to gaps in one or more of the four

main energy balance variables. If the gap count is less than 4, i.e., 11 or more valid EBR values

exist, the median value is calculated. Median EBR values from the 15-day sliding window are

also checked and filtered out if they met any of the following criteria: ∣∣∣ 1 

EBR 

∣∣∣ ≥ 2 , (7) 

∣∣∣ 1 

EBR 

∣∣∣ ≤ 0 . 5 , (8) 

∣∣∣ 1 

EBR 

∣∣∣ × LE ≥ 800 
[
W m 

−2 
]
, (9) 

∣∣∣ 1 

EBR 

∣∣∣ × LE < − 100 
[
W m 

−2 
]
, (10) 

where the LE values are paired with the corresponding EBR values, i.e., they occur on the same

date. If the median values were removed based on these criteria or less than 11 valid EBR values

are in the window, the average EBR value is taken from a centered 11-day sliding window. The

same outlier criteria listed in Eqs. 7 - 10 are applied to the 11-day average EBR values. If there are

no valid EBR values within the smaller 11-day window, or if the average fails the outlier criteria,

then the last option using the climatology of EBR is used. The EBR climatology is calculated by

first taking the average for each day of the year using values from all years on record; the values

used in the day of year average have already been filtered following the steps above. Then the

average from a centered 11-day sliding window from the day of year average (climatology) is

used to calculate an EBR value. This step will fill any remaining daily EBR gaps unless there

are no valid values for a specified day of the year. At this stage in the energy balance closure

correction, we have a filtered, smoothed, and gap-filled daily time series of EBR values which is

denoted as EB R corr . These values are used as correction factors for turbulent fluxes 

eb c c f = 

1 

EB R corr 
, (11) 

where eb c c f is the energy balance closure correction factor time series. The correction factors

are applied to initial turbulent fluxes 

L E corr = LE × eb c c f (12) 

and 

H corr = H × eb c c f , (13) 

where LE and H are the original time series of daily average fluxes and L E corr and H corr are the

time series that have been corrected for energy balance closure error. 
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.2.5. Calculations of ET and EToF 

Initial and corrected daily average latent energy fluxes were used to calculate ET rates 

ET = 

LE 

λ
× 86400 (14)

nd 

E T corr = 

L E corr 

λ
× 86400 , (15)

here ET and E T corr are initial and closure corrected evapotranspiration [mm d 

−1 ], and λ is the

atent heat of vaporization [W s kg −1 ]. Air temperature was used to adjust λ following Harrison

17] 

λ = 2501 × 10 3 −
(
2361 × T a v g 

)
, (16)

here T a v g is the daily average air temperature [C]. On dates with missing air temperature mea-

urements, 20 degrees celsius was used. 

Daily fraction of reference ET (EToF) [-] was calculated using gridMET short reference ET (ETo)

mm d 

−1 ], and ET that was corrected for energy balance closure error [mm d 

−1 ] 

E T oF = 

E T corr 

E T o 
. (17)

Station-based ETo was not used because not all EC stations had sufficient measurements to

ompute a complete time series of ETo; a complete time series without gaps was required be-

ause the EToF was subsequently used for daily gap-filling of E T corr (see Section 2.2.6 ). The daily

ime series of EToF underwent filtering and gap-filling, starting with the removal of outliers

utside of 1.5 times the interquartile range using the same method as used for the initial EBR

 Eq. 6 ). Next, the 7-day moving average was calculated using a centered window and requiring

 minimum of 2 values in the window. The remaining gaps in the moving average were linearly

nterpolated and extrapolated. 

.2.6. Daily ET gap-filling and monthly data aggregation 

In addition to the initial gap-filling of LE and other variables, daily closure corrected ET esti-

ates were gap-filled. A complete time series of daily ET estimates were computed as 

E T f ill = E T o F f iltered × E T o , (18)

here E T f ill is a daily ET time series which may be used for gap-filling E T corr , ET o F f iltered is the

ltered and gap-filled time series of EToF described in Section 2.2.5 , and E T o is the downloaded

ime series of gridMET short reference ET (see Section 2.2.3 ). 

Daily ET and other meteorological variables were aggregated to form monthly time series.

ariables such as heat and energy fluxes, temperature, and other rates were averaged from daily

ime series, whereas magnitudes like precipitation and ET were summed over monthly periods.

or all variables other than E T corr , which was gap-filled using Eq. 18 , a simpler gap-filling method

as used before monthly aggregation. This method was as follows: 1) for each month, the num-

er of missing days is counted; 2) if the number of daily gaps exceeds 20% of that month’s total

ays, then the monthly aggregate is not computed and left as a gap in the monthly time series;

) otherwise, the month’s average daily value is computed and used to gap-fill all daily gaps

efore monthly aggregation. 

.2.7. Visually based data filtering, site selection, and classification 

Post-processed daily and monthly time series data were visually inspected using the inter-

ctive plots of meteorological and flux data. In particular, the energy balance closure corrected

T data was inspected for issues that may not have been remedied from the automated meth-

ds. Rarely, clear issues with data quality were identified and specific dates or periods of vari-

bles were subject to manual removal. For example, extreme data spikes, flat lines, or trends

n individual energy balance components were sometimes removed on certain dates and the
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post-processing routine would be reiterated. For the Bowen Ratio and Lysimeter stations visual

QA/QC was the only filter on erroneous data, however, the gap-filling and time aggregation steps

outlined above were performed for these sites’ data. 

Only EC sites that passed strict energy balance closure criteria were included in this dataset.

Specifically, we computed average growing season and cold season energy balance closure from

daily fluxes and required sites to have closure greater than 75% during the growing season and

greater than 60% during the cold season. Growing season start and end dates were determined

for each station using a cumulative growing degree day approach as described in Volk et al. [1] .

Average closure results were estimated using the linear least-squares regression slope, forced

through the origin (intercept = 0), of daily average available energy (Rn – G) against turbulent

fluxes (LE + H). This method for estimating energy balance closure was computed using daily

energy balance variables for each EC station; scatter plots of daily and monthly available energy

versus turbulent fluxes and the linear regression line are also included in interactive graphics

for each EC station. 

Energy balance closure was the major criteria for removing stations from an initial pool of

328 EC systems [1] . Other instrumented stations, e.g., sites that use a residual energy balance

approach or the Bowen Ratio technique to estimate LE, were filtered primarily from visual in-

spection of data and qualitative assessment. Many EC stations ( ≈ 22%) were missing measure-

ments of one or more energy balance component (most commonly soil heat flux); therefore,

energy balance closure could not be assessed, and they were not included in the final dataset.

Approximately 32% of the initial EC stations were excluded because they did not meet the clo-

sure criteria, and 33 (or ≈ 10%) of the initial stations were held out of the dataset for a future

blind model evaluation of OpenET remote sensing data [1 , 2] . About 16% or 24 additional EC sta-

tions were removed from the initial pool for other reasons including: insufficient data coverage

due to excessive data gaps in the half-hourly records; visual/qualitative inspection of the data;

and inappropriateness of site location for the EC technique. For example, sites located near steep

transitions in topography such as within a canyon or valley or adjacent to large structures such

as buildings that may affect the site’s turbulence. Furthermore, a few stations were not included

simply due to data sharing policies which may change in future versions. 

Each ET station included in the dataset was inspected to identify its general and specific land

cover and land use during its period of record. For AmeriFlux stations, this was conducted by in-

vestigating the metadata provided by the network ( https://ameriflux.lbl.gov/data/badm/ ) as well

as from visual inspection of site images, google earth and other satellite imagery, contacting site

PIs, and literature review. For non-AmeriFlux sites, land cover and land use information were

provided by data providers. Station general classifications were croplands, grasslands, shrub-

lands, mixed forests, evergreen forests, and wetland/riparian. We classified cropland sites into

four sub-categories: annual crops, vegetable crops, orchards, and vineyards. Lastly, land cover

details, e.g., specific crop type or primary species of native vegetation, were identified from site

PI comments, imagery, and literature review. An example of these station land cover and land

use information is shown in Table 1 , and they are included in the metadata table with this

dataset. 

2.2.8. Key similarities and differences with the FLUXNET2015/ONEFlux approach 

Many EC stations within this dataset are also part of recent and past releases of the

FLUXNET2015 dataset due to their open data policies and high data quality [1 , 5] . The main rea-

son that some stations are part of the FLUXNET2015 dataset and are not part of this dataset

is that we required each station to include measurements of all four major energy balance vari-

ables, and some flux sites in the FLUXNET2015 are missing one or more, typically measurements

of soil heat flux. This dataset also includes flux stations that have not yet been shared or incor-

porated into a FLUXNET2015 release. This dataset also includes a few Bowen Ratio and lysimeter

stations as opposed to being limited to EC systems. The largest similarity between FLUXNET2015

and this dataset is that we followed the same approach for energy balance closure correction

which is set forth by the ONEFlux daily data processing pipeline, although we did introduce

slight variations described in Section 2.2.4 and in Volk et al. [1] . 

https://ameriflux.lbl.gov/data/badm/
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The main difference in our post-processing steps and those implemented by ONEFlux is the

ethod of gap-filling of half-hourly fluxes. We applied a more conservative and simpler ap-

roach (linear interpolation) that includes a limit on how many sub-daily gaps could be filled

ver daytime and nighttime windows (see Section 2.2.2 ). The ONEFlux process uses the Marginal

istribution Sampling gap-filling method for heat flux variables [5 , 18] which may utilize longer

ap-filling windows and often results in less gaps in the daily averaged fluxes as compared to

ur method which is more conservative. In addition, this dataset did not apply gap-filling to

ariables other than LE, H, Rn, G, air temperature, shortwave radiation, and wind speed whereas

NEFlux applies gap-filling to all meteorological variables when possible. Other differences in-

lude additional metrics on energy balance closure such as an estimation of random data un-

ertainty, and several other variables such as carbon dioxide flux and ecosystem productivity

etrics which are incorporated in FLUXNET2015 but not included in this dataset [5] . There are

lso several meteorological variables in this dataset that are not in FLUXNET2015, e.g., potential

lear sky radiation and reference ET. Because this dataset is focused on ET, we also applied an air

emperature correction to the latent heat of vaporization before computing ET from LE, and ap-

lied gap-filling to daily ET using gridded climate data; this does not apply to the FLUXNET2015

ataset as it does not include precomputed ET values. 
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