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Correlation methods in optical metrology with state-of-the-art x-ray 
mirrors  

Valeriy V. Yashchuk*, Gary Centers, Gevork S. Gevorkyan, Ian Lacey, and Brian V. Smith 

Lawrence Berkeley National Laboratory, One Cyclotron Rd., Berkeley, California 94720, USA 

ABSTRACT  

The development of fully coherent free electron lasers and diffraction limited storage ring x-ray sources has brought to 
focus the need for higher performing x-ray optics with unprecedented tolerances for surface slope and height errors and 
roughness. For example, the proposed beamlines for the future upgraded Advance Light Source, ALS-U, require optical 
elements characterized by a residual slope error of <100 nrad (root-mean-square) and height error of <1-2 nm (peak-to-
valley). These are for optics with a length of up to one meter. However, the current performance of x-ray optical 
fabrication and metrology generally falls short of these requirements. The major limitation comes from the lack of 
reliable and efficient surface metrology with required accuracy and with reasonably high measurement rate, suitable for 
integration into the modern deterministic surface figuring processes. The major problems of current surface metrology 
relate to the inherent instrumental temporal drifts, systematic errors, and/or an unacceptably high cost, as in the case of 
interferometry with computer-generated holograms as a reference. In this paper, we discuss the experimental methods 
and approaches based on correlation analysis to the acquisition and processing of metrology data developed at the ALS 
X-Ray Optical Laboratory (XROL). Using an example of surface topography measurements of a state-of-the-art x-ray 
mirror performed at the XROL, we demonstrate the efficiency of combining the developed experimental correlation 
methods to the advanced optimal scanning strategy (AOSS) technique. This allows a significant improvement in the 
accuracy and capacity of the measurements via suppression of the instrumental low frequency noise, temporal drift, and 
systematic error in a single measurement run. Practically speaking, implementation of the AOSS technique leads to an 
increase of the measurement accuracy, as well as the capacity of ex situ metrology by a factor of about four. The 
developed method is general and applicable to a broad spectrum of high accuracy measurements.  

Keywords: correlation analysis, optical scanning strategy, optimization algorithms, measurement errors, systematic 
errors, drift error, random noise, x-ray optics, surface metrology 
 

1. INTRODUCTION  

The development of fully coherent free electron lasers, and diffraction limited storage ring x-ray sources has brought to a 
focus the need for higher performing x-ray optics with unprecedented tolerances for surface slope and height errors and 
roughness. For example, the proposed beamlines for the future upgraded Advance Light Source, ALS-U,1,2 require 
optical elements characterized by a residual slope error of <100 nrad rms (root-mean-square) and height error of 
<1˗2 nm P-V (peak-to-valley) for optics with a length of up to one meter.3-7   

The current performance of x-ray optical fabrication and metrology generally falls short of these requirements (see, for 
example, Ref.8 and references therein). The major limitation comes from the lack of reliable and efficient surface 
metrology with required accuracy and with reasonably high measurement rate, suitable for integration into the modern 
deterministic surface figuring processes. The current metrology tools in use at the x-ray facilities, as well as in the 
optical industry, include those that perform traditional long trace profilometry,9-18 auto-collimator (AC) based surface 
deflectometry,19-27 and interferometry,27-30 and have basically reached their limits. These limits are mostly determined by 
the inherent instrumental temporal drifts, systematic errors, and/or an unacceptably high cost, as in the case of 
interferometry with computer-generated holograms as a reference.31-36 Due to the extreme tolerances required, the very 
specific nature of metrology for x-ray optics, and the relatively small market, it increasingly falls on metrology team at 
x-ray facilities to develop the required metrology, while carrying out their normal role of qualifying optical systems for 
use in beamlines (see, for example, Refs.37-39 and references therein).  
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There are three general directions for improvement of accuracy of measurements in experimental physics and industry, 
including ex situ (in the lab) metrology for state-of-the-art x-ray optics. The most radical and expensive direction is the 
development of new high performance measurement instruments and calibration tools. This requires a deep revision of 
the basic schematics and principles placed in the foundation of these instruments and tools, and, therefore, significant 
time, monetary, and manpower resources for the research and development.   

In spite of the remarkable achievements (for review see, for example, Refs.8,40-48 and references therein), the current 
accuracy of metrology instruments, available at the x-ray facilities, is often limited by drift errors of the measurements 
due to temporal instabilities of the experimental arrangement and systematic errors inherent to the instruments. Both are 
very tightly dependent on the laboratory’s environmental conditions. Therefore, the second direction for metrology 
improvement is building of advanced environmental control that is a key component in the development of ultra-high 
accuracy ex situ metrology.49,50  

The direction most efficient from the point of view of the required funding and achievable advantages is the 
development and implementation of innovative experimental measurement methods for optimal usage (with the highest 
possible accuracy) of the capabilities (inherent precision and stability) of the existing instrumentation within the 
available environmental conditions.51-57  

In this paper, we present and discuss the experimental methods and approaches, based on correlation analysis, to the 
acquisition and processing of metrology data developed and used at the ALS X-Ray Optical Laboratory (XROL).49,50 
Using an example of surface topography measurements with a state-of-the-art x-ray mirror performed at the XROL, we 
demonstrate the efficiency of the developed experimental methods to significantly improve the accuracy of the 
measurement via suppression of the instrumental low frequency noise, temporal drift, and systematic error. The 
developed methods are general and applicable to a broad spectrum of high accuracy measurements in experimental 
science and industry.  

This paper is organized as follows: First, in Sec. 2 we briefly analyze the error sources affecting the accuracy of optical 
tools for metrology with x-ray optics. The drift error suppression method based on optimal scanning strategies (OSS), 
first suggested in Ref.53 and recently extended to 2D slope profiling,57 is briefly reviewed in Sec. 3. An original 
procedure developed to suppress the measurement errors associated with periodic temporal variation of the 
environmental conditions is presented in Sec. 4. Section 5 provides mathematical foundations of the correlation methods, 
introduced in surface metrology practice in Refs.,51-53,55 for suppression of systematic errors. In Sec. 6, we firstly present 
the advanced OSS (AOSS) technique that allows incorporating in one measurement run the advantages of the methods 
for suppression of the drift and systematic errors used originally with a number of sequential runs. A realization of the 
developed advanced method in the high accuracy surface slope measurements with a hyperbolic x-ray mirror is 
described in Sec. 7. In this case, the implementation of the AOSS techniques leads to an increase of the measurement 
accuracy, as well as the throughput capacity of ex situ metrology by a factor of about four. The paper concludes (Sec. 8) 
by summarizing the main concepts discussed throughout the paper and by stating a plan for the incorporation of the 
developed method in the slope measurement profilers under development at the ALS XROL. Despite the fact that this 
paper is focused on measurements with surface slope profilers available at the ALS XROL: long trace profilers, 
upgraded LTP-II,15 the Developmental LTP,22 and a new Optical Surface Measuring System, OSMS57 (the last two are 
the AC based deflectometers), the analysis and the developed method are applicable to a broad spectrum of high 
accuracy optical and physical measurements in general. 

2. THE ERRORS OF MEASUREMENTS WITH SURFACE SLOPE PROFILERS 

Figure 1 depicts a schematic of the experimental arrangement for surface slope profiling based on an AC as an angular 
(surface slope) sensor and a movable pentaprism for scanning the sample beam along the surface under test (SUT). The 
coordinate system's origin is placed at the center of the mirror’s clear aperture (CA). 

A surface slope profile measured in a single measurement, ( )M M
i ix  , can be thought of as a sum of the SUT 

slopes, 
0
i , and contributions of random noise, 

R
i ,  error due to the drifts of the instrument and set-up, 

D
i , periodic 

temporal error uncorrelated with ix  and the measured slope, 
P
i , and systematic error of the measurement, 

S
i :  

0M R D P S
i i i i i i          .           (1) 



 
 

 

 

 
Figure 1: Simplified schematic of experimental arrangement for surface slope profiling with a deflectometer based on an 
auto-collimator as an angular sensor and a movable pentaprism for scanning the sample beam along the surface under test. 
The pentaprism is shown in two different positions.  

Accurate measurement of 
0
i  assumes insignificant contributions of random noise, temporal errors (due to drifts and 

spurious periodic fluctuations), and systematic errors. Below, we briefly analyze the major sources of the errors in slope 
profilometry. 

2.1 Random error  

The main source of random error in the surface profilometry is air convection (turbulence) along the optical path, as 
caused by temperature gradients and air flow.58 Due to air convection the refractive index of the air along the optical 
path changes, leading to pointing instability of the light beam. The air-convection error can be suppressed by shielding 
the optical path. However, application of adequate shielding in a scanning profiler is difficult (if not impossible) because 
of its continuous coordinate change during a measurement (Fig. 1). 

The intensity of the air convection, as well as the overall stability of an optical profiler system, are strongly correlated 
with environmental conditions in the lab. For this reason, the new ALS XROL49,50 is constructed to keep the cleanroom 
laboratory at temperature of 20 ºC with a long term (over a few days) stability of about ±30 mK. Additional temperature 
insulation of each XROL instrument setup with surrounding hutch and curtain system, drops the temperature variation 
over the measuring setup to the level of a few mK. Nevertheless, the resulting random error of the slope reading with 
XROL slope profilers15,22,57 is still rather large at about 0.2-0.3 µrad/Hz1/2. This can also be the result of the unavoidable 
air flow from each instrument’s carriage air-bearing system. 

The air convection noise has a low frequency characteristic with typical frequencies of 0.1-1 Hz.58 For efficient 
suppression of the noise by averaging the repeated measurements, the interval between the measurements has to be much 
larger than 10 sec. In Sec. 3, we show that suppression of the instrumental drift and systematic errors can be achieved by 
averaging multiple measurements performed under controlled changes of parameters of the experimental set-up and 
scanning (the direction of scanning, orientation, and alignment of the SUT, etc.). In this case, the low frequency random 
noise, as well as its fast component, is also effectively averaged out.   

2.2 Drift errors  

In order to be classified as a drift error, the temporal variation of the measurand has to be smooth and slow compared to 
the duration of the measurement scan. The error due to a drift is, in some sense, in-between the random noise and 
systematic error. In the general case, the contribution of the drift error cannot be averaged out using a number of scans 
identically carried out over a reasonable time. In contrast with systematic errors, drifts are usually not stable enough for a 
precise calibration. 

The main sources of drift error in any physical measurement are slow variations of the environmental conditions 
(temperature, and air pressure and humidity in the lab) and inherent temporal instabilities of the measurement setup (for 
example, mechanical instability of the mirror mounting and alignment).  

An experimental method for effective suppression of spurious effects in slope metrology caused by an instrument’s slow 
measurement rate and setup drifts was suggested and first demonstrated in Ref.53 According to the method, the slope 
profile measured in a single run is an average of surface slope traces recorded in an optimally arranged set of sequential 
scans with the profiler in the forward (F) and backward (B) directions (see Sec. 3 for more detailed discussion). 



 
 

 

 

2.3 Temporal periodic errors uncorrelated with the measurement arrangement 

A special case of the measurement error dependent on time, relates to the temporal periodic variation of the lab 
environmental conditions such as air temperature and pressure oscillation due to the operation mode of the lab air-
conditioner. Thus, the ALS XROL cleanroom's temperature, measured with three temperature sensors mounted at 
different positions on the lab walls, has ~ 5-min periodic oscillation with peak-to-valley variation below ± 30 mK. The 
oscillation was found to be unavoidable due to an operation peculiarity of the computer control feedback system of the 
lab air-conditioner. Due to the double insulation of the lab instruments with the hutches and curtain systems, this 
oscillation appears to not affect high sensitivity metrology with our surface slope measuring profilers, LTP-II, DLTP, 
and OSMS, which are extremely sensitive to temperature instabilities and gradients around the measuring set-up. 

Specific to the surface profilers utilizing air-bearing translation stages is the error associated with periodic variation of 
compressed air supplied to the stage air bearings. In the case of the ALS XROL, the DLTP stability tests50,59 have 
depicted a strong correlation between the AC measurements of the carriage pitch angle and the pressure variation of the 
compressed air with a period of about 4.5 min. The rms variation of the pitch angle was found to be ~0.3 µrad. The 
variation of the yaw angle (the most important for the performance of the DLTP designed to measure side facing 
SUTs59) was smaller, < 0.1 µrad rms. A similar pitch angular variation was observed with the SPring-8 LTP.18  

A known way to reduce the air-bearing pressure variation is to use a large volume reservoir tank in line with the high 
pressure airline supplied the air bearings and to optimize the flow rate of air coming to the tank with an input valve.18,50 
In our case, suppression of  the air-bearing pressure variation by a factor of ~ 200 is possible due to the additional 
relatively large volume (estimated to be about 20-30 liters) of the pipes connecting the reservoir tank (200 liters) with the 
profiler’s carriages.50 

Generally, the error due to the periodic temporal pressure and temperature variations do not correlate with the 
measurement arrangement, such as the SUT shape and/or position along the measured trace, and therefore, cannot be 
treated as a systematic error. In order to suppress this error, we apply an original procedure consisting of a special 
arrangement of a delay time between sequential scans of the same measurement run. In Sec. 4, we discuss the procedure 
in more detail.   

2.4 Systematic errors 

As pointed out above, the major limiting factors of modern surface metrology systems are systematic errors, which are 
systematically reproduced in identical measurements (scans) and, therefore, cannot be suppressed by averaging over 
repeated measurements performed with an unchanged experimental arrangement. In an optical system, the most common 
sources of the systematic error are aberrations and material imperfections of the system’s optical elements, imperfections 
of the sensor translation (for example, carriage wobbling), limited quality of the light detectors, etc. Due to the inherent 
repeatability of the systematic error, it can be calibrated out via the dedicated test measurements.  

For surface slope profilers, a number of calibration methods were suggested (see, for example, Refs.45,54,60-62 and 
references therein). However, due to the strong dependence of the systematic errors on a particular measurement 
arrangement including the specifics of the SUT surface shape and size, thorough calibration (useful for all potential 
experimental arrangements and SUT’s shapes) is extremely difficult, if not impossible.  

The drawback of the dependence of the systematic errors on the specific measurement arrangement can be advantageous 
if people use the correlation methods for suppression of systematic errors of slope profilers, as suggested in Ref.51,52,55 
(see also Sec. 6).  

3. OPTIMAL SCANING STRATEGY METHOD FOR SUPPRESSION OF DRIFT ERROR 
AND RANDOM NOISE 

3.1 One dimensional surface slope profiling 

In the experimental method for the effective suppression of the instrumental and setup drifts,53 a slope trace 
measurement run consists of a number of repeatable scans arranged with a sequential reversal of the direction of 

scanning towards increasing (forward, F) or decreasing (backward, B) in ix  and with an optional reversal of the 

orientation of the SUT with respect to the slope profiler. Such a run provides repeatable measurements at a certain point, 



 
 

 

 

ix , in a sequence of time moments, ( )it s , where s  is the scan number ( 1,2,...,s S , where S  is the total number of 

scans in a single measurement run), specially arranged according to optimal scanning strategies analytically derived in 
Ref.53 to anti-correlate the temporal dependence of the drift.  

Mathematically, a sequence of scan directions in a measurement run is described with a binary sequence { }sr  with the 

elements: 

 or 1,     if the s-th scan is performed in the forward direction,

 or 1,     if the s-th scan is performed in the backward direction.
s

F

B
r






 


  (2) 

An optimal strategy has to satisfy the correlation identity  

2
1

1

0
pS

p
s

s

r s






        (3) 

proven in Ref.53 In Eq. (3) p is the order of the highest polynomial term in the drift function's MacLaurin series, which 

is suppressed using the scanning pattern given { ( )}sr p , including the lower orders. Obviously, the optimal scanning 

strategies, suitable for suppression of a linear drift, are: 

   (1) , 1, 1sr F B   
 
 and     (1) , 1, 1sr B F    .   (4) 

As shown in Ref.,53 suppression of drifts of the second order would require a run consisting of 4 scans 

 (2) 1, 1, 1, 1sr         or   (2) 1, 1, 1, 1sr      ,    (5) 

and for third order, 

 (3) 1, 1, 1, 1, 1, 1, 1, 1sr             or    (3) 1, 1, 1, 1, 1, 1, 1, 1sr          , (6) 

Solutions (4-6) suggest that the suppression of any order drift automatically suppresses those of lower orders.  

There is no apparent preferred directionality of the scans, so it is natural that if the set { ( )}sr p  is a solution then the set 

{ ( )}sr p  is also a solution [as depicted with Eqs. (4-6)]. Denoting the positive solution (started from the forward 

direction scan) for the p-th order drift suppression as  ( )sr p   and the negative solution (started from the backward 

direction scan) as ( )sr p , the general recursion relation53 between the sets  ( 1)sr p   and  ( )sr p  is 

   ( 1) ( ), ( )s s sr p r p r p     .    (7) 

For the case when only the scanning direction is reversed, the corresponding suppression factor can be estimated53 as a 
ratio of P-V variations of the major terms of the drift error of the optimized and non-optimized runs of the same total 
number of scans: 

8 2p p   .        (8) 

Estimation (7) shows that suppression factor,   , rapidly increases with increase of  p for  2p  . For the optimal 

strategy of eight scans, 21  . 

This is the simplest possible realization of the OSS method that we routinely use at the ALS XROL. Application of the 
OSS method to scanning profiler measurements also allows more effective suppression of low frequency random noise 
due to air convection because of the increased time between sequential expositions of a particular SUT point in different 
scans.  



 
 

 

 

In Ref.,53 also considered is a more sophisticated realization of the OSS method involving simultaneous reversals of both 
the scanning direction and the SUT orientation. In this case, the drift errors up to the certain polynomial order, 
determined by the OSS in use, can be absolutely zeroed (eliminated). The optimal scanning strategies that realize the 
drift error elimination are the same as those described with Eqs. (4-7). They consist of the equal numbers of the scans 
performed with the SUT in two opposite orientations. Averaging over the scans effectively eliminates the even part of 
the instrumental systematic error (see Sec. 5.1).  

3.2 Two dimensional tracing 

Extension of the optimal scanning strategy suggested in the recent publication57 allows automatic suppression of the drift 
error in two-dimensional surface slope measurements using the 2D spatial translation of the gantry system, such as the 
one of the XROL OSMS. In this case (see Fig. 2), a measurement run to get a 2D slope map consists of a number of 
repeatable 2D scans in the forward (Fig. 2a) and the backward (Fig. 2b) direction, optimally arranged according to the 
prescription given in Sec. 3.1 with Eqs. (4-7).  

 

Figure 2: (a) 2D scan in the forward and (b) in the backward direction. The 2D scans starting from tracing in X-direction are 
shown. A similar definition of the forward and backward scans can be applied to 2D scans that start from the measurement 
in Y-direction. The crosses depict the starting points of the scans. 

4. SUPPRESSION OF PERIODIC ERRORS 

We consider here the error of the surface slope measurements, ( )P t , due to a time dependent periodic perturbation 

with characteristic time of variation significantly shorter than the duration of a single measurement scan, T . Being 

periodic and fast, the error cannot be treated as the random noise or drift error. We also assume that ( )P t  is well 

insulated from the measurement arrangement, meaning that the error does not correlate to (is not a function of) the SUT 

slope angle 
0
i  and/or position ix  along the SUT (as is the case of the systematic error).  

In order to effectively reduce the periodic perturbation impact on measurement, we suggest and discuss here adding a 
time delay between successive scans so that upon averaging, the periodic error is cancelled, or, at least, significantly 
suppressed. 

4.1 Error due to a harmonic temporal perturbation in the optimal two-scan run    

Let us consider the case of the periodic error described by a harmonic function:  

0( ) sin( 2 )P t A t     ,       (9) 

where A and   are the error amplitude and period of the perturbation, respectively, 0t   corresponds to the moment 

of start of the measurement, and 0  is the perturbation phase at 0t  .  

The error contribution to the first scan performed in the forward direction can be expressed as 

1 0( ) sin( 2 ), 0P t A t t T       .   (10) 



 
 

 

 

In Eq. (10), the subscript index ‘1’ denotes the scan number, in this case 1s  .  

With a time delay t  introduced between the scans and described with an additional phase 2t    , the error 

contribution to the second scan performed in the backward direction is 

2 0( ) sin([ ]2 2 ), 0P t A T t T t T             ;    (11) 

here, the running time t  is matched to the position on the SUT surface. The resulted error is [compare with Eq. (1)]: 

 2, 1,
0 0sin( 2 4 ) sin( 2 )

2 2

P P
i iP

i

A
i t T i t

 
         


          ,  (12) 

where t  is the time increment between two sequential measurement points, [0,1,..., ]i I , T I t  .  

In order to zero the error (12) contained in the average of two scans in the forward and backward directions, one needs to 

correlate the delay time t  with the initial phase 0  and the one scan duration T  to get an integer number n  of 

periods of the perturbation  :   

04 2 2T n       .       (13) 

Therefore, besides   and T , one should also know the initial phase 0 . The later requirements can be fulfilled if the 

profiler is designed with a capability to continuously monitor the perturbation; so that the first scan is always started at a 

certain 0 , for example, at 0 0  . Then, Eq. (13) gives the condition to the value of the delay time between the scans: 

 0 2t n T    .      (14) 

4.2 Error due to a harmonic temporal perturbation in the optimal four-scan run    

In the notations above, the error contributions to the third backward and the fourth forward scans are, respectively, 

3 0( ) sin([ ]2 2 2 2 ), 0P t A T t T t T             ;    (15) 

4 0( ) sin( 2 3 2 3 ), 0P t A t T t T            .    (16) 

Due to the additional scans, there is a possibility to completely zero the harmonic error in the average of the 1st and 4th 
scans and the 2nd and 3rd scans: 

 4, 1,
0 0sin( 2 3 2 3 ) sin( 2 )

2 2

P P
i i A

i t T i t
 

        


          and     (17) 

 3, 2,
0 0sin( 2 3 2 2 ) sin( 2 2 2 )

2 2

P P
i i A

i t T i t T
 

           


           ,  (18) 

if we select the delay between the scans t  to be: 

0 (2 1) 2t k T     , where k  is a natural number.    (19) 

Figure 3a illustrates the complete illumination of a temporal harmonic error in the result of four optimally arranged scans 

with a delay time between the scans given by Eq. (19). Here, 40T  min, 4.8  min, and 8k  . The delay time 

0.8t  min does not depend on the value of the initial phase, selected in Fig. 3a to be 0 / 3.7  . 

4.3 Suppression of the error due to a periodic or a quasi-periodic temporal perturbation  

A similar procedure, as the one considered in Sec. 4.2, is applicable for the suppression of errors associated with a 
periodic (but non-harmonic), or even quasi-periodic temporal perturbations. In this case, the clue to the selection of the 
optimal delay time is the period corresponding to the maximum intensity peak in the power spectral density of the 



 
 

 

 

perturbation signal. Using this period in (19), one can find the delay time providing a partial suppression of the error. 
This approach closely relates to the correlation method for suppression of the systematic error55 (see Sec. 5.2). Its 
efficacy is illustrated with the simulations depicted in Fig. 3b, where the quasi-periodic temporal error with the rms 
variation of 347 nrad corresponds to the pressure variation of the compressed air supplied to the DLTP air-bearing 
system. In order to find the optimal delay time with Eq. (19), we first determine the effective period from the 
perturbation autocorrelation function. The resulted contribution of the error to the average of 4 scans [Fig. 3(b1)] has the 
rms variation of 132 nrad.  

 
Figure 3: (a) Illumination of a temporal harmonic error with the period of 4.8 min in the result of four optimally arranged 
scans (a1) with the duration of 40 min each. The optimal delay time of 0.8 min allows compensating the contribution of the 
temporal harmonic perturbation to the average of (a2) the forward and (a3) the backward scans, respectively. The total error 
(a4) is completely averaged out independently on the value of the initial phase of the error. (b) Suppression of a temporal 
quasi-periodic error corresponding to the pressure variation of the compressed air supplied to the DLTP air-bearing system. 
The simulations were performed for the same arrangement of the scans as in the case (a). (b2) and (b3) The contribution of 
the errors to the forward and the backward scans, respectively. The rms variation of the resulted error in (a4) is 132 nrad. 

An additional suppression of periodic or a quasi-periodic error is possible by optimal selection of the delay time(s) in the 
8-scan OSS run. A more detailed discussion of these possibilities is beyond the scope of the present paper. 



 
 

 

 

5. CORRELATION METHODS FOR SUPPRESSION OF SYSTEMATIC ERRORS 

The systematic errors of a slope profiler can be divided into two groups, as distinguished by the spatial frequency range 
at which they perturb. One group relates to the uncertainty of the instrumental calibration, corresponding to relatively 
lower spatial frequencies. Such errors appear, for example, due to aberration of the profiler’s Fourier transform lens or 
an out-of-focus position of the CCD detector, and can be relatively easy to calibrate with a dedicated tilting 
stage.42,43,45,46,54 

The other group of systematic errors relates to the quality of the instrument’s optical elements, and contributes to the 
error at relatively higher spatial frequencies. These include the systematic errors due to optical inhomogeneity of 
materials used in the profiler’s optical elements, the quality of the reflecting surfaces, and the components of the CCD 
detector system, etc.21-26,63-65 In the measured slope trace, these systematic errors appear as local (relatively high spatial 
frequency) perturbations with amplitudes up to 1 µrad and larger. Because these systematic errors strongly depend on the 
peculiarities of the SUT and the experimental arrangement, it is very difficult to account for such errors via precision 
calibration.    

Besides using direct calibration, one can make repeat measurements with different experimental arrangements with the 
goal of decreasing the systematic error in the averaged result. The simplest method of this kind is that of reduction of 
systematic error with a certain symmetry with respect to reversing (flipping) the SUT by 180 degrees around its 
tangential center.51,52 

Additionally, one can perform multiple measurements with the same SUT orientation, but with different arrangements 
(pitch and roll tilts, lateral position, and orientations) with respect to the instrument’s optics and detector.55,66 For an 
optimal set of measurements, the systematic perturbation would appear at different locations along the slope traces and 
could be reduced by averaging over the measurements.  

Such correlation methods are briefly discussed in Secs. 5.1 and 5.2. 

5.1 Reduction of the even part of the systematic errors in surface slope metrology by flipping of SUT  

A method for reducing systematic errors with a certain symmetry in measurements with a surface slope profiler was 
introduced by McKinney and Irick.51,52 The method is based upon decomposing the systematic error signal into odd and 
even functions. Two sets of measurements are made along the same line on the SUT, the second after reversing the SUT 
by rotating (flipping) by 180 degrees.  

In Ref.,63 it is pointed out that mathematical manipulation of two data sets allows one to effectively correct for the even 
or odd part of the error signal. Really, only the even part of the systematic error of slope measurements can be 
compensated this way. Because of the possible confusion, the flipping method is briefly reviewed below. 

Without loss of generality, we assume here that the coordinate system of the deflectometer originates at the center of the 
SUT clear aperture; the direction of the x -axis is defined with respect to the profiler (Fig. 1), rather than to the SUT that 
is a subject for flipping. 

Let us decompose the systematic error of a measurement ( )S x  to two functions with different inverse symmetry: 

( ) ( ) ( )S S S
EVEN ODDx x x    ,       (20) 

where the functions  ( )EVENf x  and ( )ODDf x  are, respectively, even and odd with respect to the inversion of the 

variable x : 

( ) ( )S S
EVEN EVENx x     and  ( ) ( )S S

ODD ODDx x    .    (21) 

Such decomposition exists for any smooth function ( )S x  that can be represented, for example, with Taylor or Fourier 

series.  

A surface slope measurement performed with the direct orientation of the SUT can be written as 

0( ) ( ) ( ) ( )M S S
D EVEN ODDx x x x      ;      (22) 



 
 

 

 

whereas, a measurement with the SUT flipped around its center given by 0x is described with  

0( ) ( ) ( ) ( )M S S
F EVEN ODDx x x x       .     (23) 

In order to average the measurements (22) and (23), one should transform Eq. (23) to the coordinate system related to 

the SUT surface by inverting the coordinate: x x  , and the sign of the measured slope values: 
M M
F F  : 

0( ) ( ) ( ) ( )M S S
F EVEN ODDx x x x        .     (24) 

In Eq. (24), we accounted for the symmetry properties of the systematic error functions given by Eq. (21). 

Finally, the average of the measurements (4) and (6) is 

0( ) ( )
( ) ( ) ( )

2

M M
M SD F
AVR ODD

x x
x x x

    
   .  (25) 

Analogously, half of the difference of the measurements is 

( ) ( )
( ) ( )

2

M M
M SD F
DIF EVEN

x x
x x

   
  .    (26) 

Therefore, the half difference provides the even part of the instrumental systematic error eliminated by averaging the 
measurements performed with the SUT placed in the direct and in the flipped orientations with respect to the 
instrumental coordinate system.  

So far, we consider the systematic error that is a function of the position coordinate x  and does not depend on the value 
of the surface slope. However, in the surface slope profilometry with significantly curved mirrors, a more common 
systematic error is the one that is a function of the surface slope angle:  

0 0( ) ( ) ( ( ))M S
D x x x     .      (27) 

Using decomposition analogous to Eq. (21) but now in the angular domain,  

0 0( ( )) ( ( ))S S
EVEN EVENx x       and  

0 0( ( )) ( ( ))S S
ODD ODDx x     , (28) 

we can write the slope traces measured with the mirror with the direct and flipped orientations as 

0 0 0( ) ( ) ( ( )) ( ( ))M S S
D EVEN ODDx x x x        , and   (29) 

0 0 0( ) ( ) ( ( )) ( ( ))M S S
F EVEN ODDx x x x             .   (30) 

Transformation of Eq. (30) back to the coordinate system related to the SUT surface by inverting the coordinate: 

x x  , and the sign of the measured slope values: 
M M
F F   gives 

0 0 0( ) ( ) ( ( )) ( ( ))M S S
F EVEN ODDx x x x            , or  (31) 

0 0 0( ) ( ) ( ( )) ( ( ))M S S
F EVEN ODDx x x x          .   (32) 

Analogously to the results in Eqs. (25) and (26), the average of the direct (29) and flipped (32) measurements is free of 
the even part of the systematic error: 

0 0( ) ( ) ( ( ))M S
AVR ODDx x x     ;    (33) 

whereas, the half of the difference of the measurements contains only the even part of the systematic error: 



 
 

 

 

0( ) ( ( ))M S
DIF EVENx x   .     (34) 

It is a common practice to estimate the rest of the systematic error in the averaged result, ( )S
ODD x  and 

0( ( ))S
ODD x  , 

with the rms (or peak-to-valley) variation of the removed systematic error, ( )S
EVEN x  and 

0( ( ))S
EVEN x   found from 

the difference of the measurements with the mirror in the direct and flipped orientations. This approach is 
mathematically incorrect. However, we often do not have a better method and argue (also without a strong mathematical 
motive) that for a reasonably smooth systematic error function, the estimation is valid. 

5.2 Correlation analysis for randomization of systematic errors dependent on the lateral position and/or the 
measured slope value 

The SUT flipping method discussed in Sec. 5.1 can be thought of as a method utilizing the property of strong anti-
correlation between contributions of the even part of the systematic error to the measurement performed with the SUT in 
two opposite orientations. Due to the anti-correlation, the even part of the systematic error is removed from the average 
of the measurements. 

Really, the same idea of finding and exploiting experimental arrangements with anti-correlating errors is in the 
foundation of the OSS method53,57 (Sec. 3) and the method for suppression of the periodic and quasi-periodic temporal 
errors, both independent on the SUT shape and measurement arrangement (Sec. 4).  

In this section, we briefly review the results of Refs.55,66 on applying the correlation analysis technique for randomization 
of instrumental systematic errors directly dependent on the peculiarities of the measurement such as the lateral position 
along the SUT and the SUT shape (slope variation). The idea is still the same: to arrange repeatable measurements in a 
manner suitable for suppression of the systematic error contribution to the averaged result. 

Consider a systematic effect, described with a function  ( )S x  of a single variable x  (Fig. 1). Ignoring other terms 

depicted in Eq. (1), a contribution of the systematic error to a measurement ( )M x  of the SUT slope trace 
0( )x  is  

0
0( ) ( ) ( )M S

l x x x     .      (35) 

In order to reduce the contribution of the systematic error, the measurement is repeated with the SUT shifted in the 

tangential direction by some distance l that changes the SUT lateral position with respect to the optical sensor (the AC 
in Fig. 1) but does not change the SUT slope variation in the mirror-related coordinate system: 

1

0
1( ) ( ) ( )M S

l l x x x l      .      (36) 

The shift value is selected55 to minimize the rms contribution of the systematic error to the average of these two 
measurements: 

0 1( ) ( )
( ) ( )

2

S S
AVR x x l

x x
    

  ,    (37) 

and is equal to the position (lag) of the strongest negative (anti-correlation) peaks of the auto-correlation function 
( )AC l  of the systematic error, such that  

1 argmin ( )l AC l ,       (38) 

where the function argmin ( )f t  gives the value of mint  for which the function reaches its minimum. 

The consideration above can be straightforwardly applied to the case of the systematic error dependent on the measured 
slope value. In this case, the second repeated measurement is performed with the SUT pitch tilted by the angle that 
corresponds to the minima of the systematic error auto-correlation function in the slope domain. The corresponding 
values of the SUT shift (tilt) values, optimal for suppression of the systematic error, can be determined based, for 
example, on the correlation analysis of the preliminary measured profiler’s calibration46 or the first test measurement 
with the SUT. 



 
 

 

 

Averaging over two measurements with a single pitch tilt between them has been suggested, implemented, and proven to 
be highly effective for suppression of systematic periodic oscillation in slope measurements with an autocollimator-
based slope profiler.22,23 In the case of the ALS DLTP22 and the OSMS,57 the major AC systematic oscillation is at the 
angular period of approximately 280 µrad. In order to suppress the error, we routinely perform a repeated measurement 
after 140-µrad relative tilt of the SUT. The method was also successfully applied to suppression of the systematic error 
of an AC used for calibration of the ALS LTP-II.46 

A generalization of the method to the case of a few strong minima in the systematic error auto-correlation function is 
considered in Ref.55 In this case, additional repeatable measurements are performed with the lateral shifts and/or pitch 
tilts corresponding to the found minima of the auto-correlation function.   

6. ADVANCED OPTIMAL SCANNING STRATEGY TECHNIQUE  

All the methods for suppression of the measurement errors considered above are based on averaging multiple 
measurements specially arranged to minimize the contribution of the errors in the final result. In our lab, in order to 
suppress the random and drift error, a single run usually consists of 8 scans performed according to the optimal sequence 
given by Eq. (6). In order to suppress the known periodic systematic error of the auto-collimator, we perform one more 
run with the SUT with the additional pitch tilt of ~140 µrad. Next, in order to suppress the even part of the systematic 
error, we carry out two more runs with the flipped SUT again with the relative pitch tilt of 140 µrad. Therefore, the 
minimum number of runs is four. This does not include the test measurements needed in the case if there is a 
characteristic variation in the measured slope trace that cannot be a priory assigned to the SUT or to the instrumental 
systematic error.  

Here, we consider a manner in which all these repeatable tests can be arranged into a single run of 8 scans providing a 
significant, by a factor of 4, increase of the measurement rate at no degradation of the accuracy of the surface slope 
metrology. 

6.1 Optimal scanning strategies in the terms of optimal square waveforms 

In Sec. 3.1 we mentioned that the OSS based drift suppression becomes absolute when scans with simultaneous reversals 
of the scanning direction and the SUT orientation are made.53 The optimal scanning strategies that realize the drift error 
elimination are the same as ones described with Eqs. (4-7) and derived in Ref.53 They consist of the equal numbers of the 
scans performed with the SUT in opposite orientations. At first glance, this is an optimal strategy to effectively eliminate 
the drift error and the even part of the instrumental error (see Sec. 5.1) without an increase of the total number of scans. 
However, it is not generally true. 

The practical reason is based on the fact that any (automated or manual) change of the experimental arrangement is 
generally accompanied with a perturbation to the measurement environmental conditions. For example, a heat load in the 
course of flipping of the SUT with an automated rotation stage will change the surrounding temperature that, in its turn, 
can cause an additional drift error. In order to minimize this spurious cross-talk, the sequences of changes of the 
experimental parameters (in this case, the direction of scanning and the SUT orientation) should be mutually anti-
correlated; or in other words, the sequences of changing the parameters have to be orthogonal.   

Similar to the combined suppression of the drift and the even systematic errors, the same OSS should not be used for an 
additional suppression of the systematic errors associated, for example, with the overall shift and/or tilt of the SUT with 
respect to the profiler.  

A solution to the problem of switching multiple experimental parameters is presented in Ref.,67 where the optimal square 
waveforms for drift-free multichannel phase-sensitive detection are discussed. The derived optimal switching waveforms 
were first used in Refs.68,69 in an experiment, searching for parity (P) and time reversal invariance (T) violating electric 
dipole moment (EDM) of xenon. Since then, this technique has been widely used in experiments searching for P and T 
violating EDMs in neutrons,70-72 atoms,73-75 molecules,76-78 and solids.79 Below, we apply the consideration based on the 
optimal square waveforms to derivation of the advanced optimal scanning strategies, suitable for the suppression, in a 
single run of the measurement, of random noise, drift error, the even part of the systematic errors, and the instrumental 
error, anti-correlated with the SUT lateral shift or pitch tilt (Sec. 5.2). 



 
 

 

 

Figure 4a shows the square waveform 111S  corresponding to the optimal scanning strategy of 8 scans (3)sr


 given by 

Eq. (6). In notation of Ref.,67 the waveform 111S  is a product of three waveforms: 

111 001 010 100S S S S ,      (39) 

depicted in Fig. 4 as the periodic square waveforms (b), (c), and (d), respectively. The periodic square waveforms in 
Fig. 4 constitute the complete basis of periodic waveforms for the selected total number of scans of 8. Note that 

2 2 2
001 010 100( ) ( ) ( ) 1S S S   .     (40) 

Therefore, the total number of waveforms that can be generated as a product of the waveforms 001S , 010S , and 100S  

are (23-1)=7. The remaining three waveforms 011S , 110S , and 101S  are shown in Fig. 5.  

 

Figure 4: (a) Square waveform that corresponds to the OSS of 8 scans  (3) , , , , , , ,sr F B B F B F F B    given by 

Eq. (6). Plots (b), (c), and (d) are the periodic square waveforms that constitute the complete basis of periodic waveforms for 
the selected total number of scans of 8. The notation on the waveform corresponds to that of Ref.67 

 

Figure 5: The remaining (with respect to the waveforms in Fig. 3) three waveforms 011S , 110S , and 101S  obtained as the 

corresponding products of the basis waveforms 001S , 010S , and 100S . 



 
 

 

 

6.2 Advanced optimal scanning strategies, AOSS  

The seven waveforms shown in Figs. 3 and 4 are mutually orthogonal. That means that the sum of the element of the 
product of any two different waveforms is equal zero: 

 
8

1

0
S

a b s
s

S S




 , if  a b ,   and      
8

1

S

a b s
s

S S S




 , if  a b .   (41) 

Among these waveforms, there are three that also satisfy the requirement to be the trend-free OSS: 111S , 110S , and 

100S  that corresponds to the OSS sequences:  (3) 1, 1, 1, 1, 1, 1, 1, 1sr
          ,  (2) 1, 1, 1, 1sr

      , 

and  (1) 1, 1sr
    , respectively. This set of optimal scanning strategies composites the advanced OSS, AOSS, that 

is optimal for sequential switching in the particular case of a single run of 8 scans the direction of scanning with 111S , 

the SUT pitch tilt (or lateral shift) with 110S , and the SUT orientation with 100S . The AOSS for larger number of 

switching parameters, and therefore, with correspondingly larger number of sequential scans, can be derived by using the 
prescriptions above.  

Figure 6 illustrate suppression of the exponential instrumental drift in an 8-scan run arranged according to the AOSS 

composited of 111S sequence for switching the scanning direction and 100S  sequence for flipping the SUT orientation. 

 

Figure 6: Illustration of drift error suppression with an AOSS technique. Contribution of the exponential drift in the slope 
trace measured in each scan of 8-scan run (the left-hand plot) and the corresponding drift error averaged over these 8 scans 
(the left hand plots): (a) all scans are performed in the forward direction with no flipping; (b) the scans are performed 

according to the OSS 111S  with no flipping; and (c) the run is arranged according to an AOSS composited of 111S  sequence 

for switching the scanning direction and 100S  sequence for flipping the SUT orientation. See discussion in the text. 



 
 

 

 

For the numerical simulations in Fig. 6, we consider an exponential temporal variation of the drift error with the decay 
time of 2.7 hours and the starting amplitude of 10 µrad. The duration of a single scan is 45 min. In the case of Fig. 6a of 
scanning in the forward direction only, the drift error averaged over all 8 scans has a strong, close to linear trend with the 
peak-to-valley variation of about 1.1 µrad and 0.33 µrad rms variation.  

By arranging the measurement run according to the OSS 111S  (with no flipping), the drift error is suppressed by a factor 

of ~20; see Fig. 6b. In this case, the resulted drift error is characterized with the P-V and rms variations of about 0.06 
µrad and 0.015 µrad, respectively.  

If the run is arranged according to an AOSS composited of 111S  sequence for switching the scanning direction and 100S  

sequence for flipping the SUT orientation, the drift error is additionally suppressed by a factor of 1.5 to the P-V and rms 
variations of about 0.043 µrad and 0.010 µrad, respectively. Note that introduction of flipping of the SUT between the 
4th and 5th scans leads to a significant decrease (by a factor of almost 2) of the angular offset due to the drift error 
contribution. Generally, the offset (that can be thought as an overall tilt of the SUT) does not compromise the surface 
slope measurements. However, it can potentially affect the high spatial frequency component of the instrumental 
systematic error. 

7. APPLICATION OF THE ADVANCED OSS TECHNIQUE TO THE MEASUREMENTS 
WITH A HYPERBOLIC X-RAY MIRROR 

7.1 Experimental set-up of the ALS Optical Surface Measuring System 

A new Optical Surface Measuring System capable of 2D surface-slope metrology at an absolute accuracy below 50 nrad 
(in the slope domain) and < 1 nm (in the height domain) is under development at the ALS XROL. The gantry system has 
been specified, purchased, installed, and commissioned at the XROL in 2015-2016 (Fig. 7).  

The key elements of the OSMS granite gantry system (that, in our case, is more appropriately named ‘multifunctional 
translation system,’ or MFTS) are the NOM-like 2D air-bearing translation system19,20 and a custom-designed precision 
air-bearing stage for tilting and flipping the SUT.  

(a)       (b)  

Figure 7: (a) The OSMS with the multifunctional translation system, MFTS, installed in the ALS XROL. (b) The OSMS 
slope mapping arrangement with an autocollimator vertically mounted on the OSMS MFTS carriage and used as a sensor. 

The 2D air-bearing translation system allows automatically controlled scanning of the sensor optical head across the 
SUT in two orthogonal directions. In addition to these two translations, the OSMS MFTS has a precise tilting/flipping 
stage capable for automatically controlled tilting and rotation of the SUT in the course of a measurement run, as well as 
vertical (Z-axis) shifting of the SUT. These additional translations are crucial for implementation of experimental 
methods to automatically suppress the errors in a measurement run via optimal arrangement of repeatable scans 
discussed above in Secs. 3-6.   



 
 

 

 

The OSMS MFTS was custom designed and fabricated by Q-Sys Company.80 All of the motion controls and data 
acquisition systems are based on the NI LabViewTM platform. More information on the design, specification, and 
performance of the OSMS MFTS can be found in Refs.41,44,57 

7.2 Application of the AOSS technique to slope measurements with a high quality hyperbolic x-ray mirror 

The ALS OSMS, equipped with an autocollimator directly mounted to the carriage in the vertical orientation (Fig. 7b),  
was used for 2D slope metrology with a hyperbolic cylinder x-ray mirror developed for the ALS QERLIN beamline.81 
The goal of the measurements was to firstly test the efficiency of the AOSS technique in application to the 2D surface 
slope mapping over the mirror clear aperture.  

The mirror substrate with overall dimensions of 160 × 50 × 50 mm3 and CA of 150 × 20 mm2 are made of gold coated 
single crystal <100> silicon. The hyperbolic cylinder shape of the mirror is specified in the terms of the mirror beamline 
application (conjugate) parameters R1, R2, and θ, where R1=700 mm is the distance between the object to hyperbolic 
mirror center, R2=1781.97 mm is the distance from the second (virtual) focus to the center of the hyperbolic mirror, and 
θ=2.0 degrees is the grazing incidence angle at the mirror center. The overall tangential slope variation is about 2 mrad. 
The surface slope error along two tangential traces shifted by ± 5 mm from the mirror sagittal center is specified to be 
< 250 nrad (rms). The 2D mapping performed in a single run of 8 scans included three tangential traces, the two 
specified shifted traces and the one trace along the sagittal center, measured with the increment of 0.2 mm. The total 
duration of a single run was about 36 hours. 

The major spurious effects expected are the major known systematic error of the AC with the period of about 280-
290 µrad and the pitch wobbling of the X- and Y-translations of the carriage and the slab, respectively. With the auto-
collimator mounted directly to the carriage, the measurements are most sensitive to the both wobbling effects. Partially, 
these errors have to be corrected by averaging the additional measurements with tilting and flipping the SUT. Therefore, 
a single 8-scan run was arranged according to the AOSS with switching the direction of scanning according to the 

strategy 111S , tilting the SUT pitch angle by ~140 µrad with 110S , and flipping the SUT orientation with 100S .  

7.2.1 Suppression of the even part of the systematic error by changing the mirror orientation 

Figure 8 depicts the result of the measurement along the center tangential line within the mirror clear aperture.  

 

Figure 8: The result of the measurement along the center tangential line within the mirror clear aperture. (a) and (b): The 
residual (after subtraction of the desired hyperbolic shape) slope distributions averaged over 4 runs performed with the 
mirror in the direct and flipped orientation, respectively; (c) the resulted residual slope trace averaged over all 8 scans; and 
(d) the difference between the slope distributions measured with the mirror in the direct and flipped orientation.  



 
 

 

 

Each residual (after subtraction of the desired hyperbolic shape) slope trace (with the increment of 0.2 mm) in Figs. 8a 
and 8b is the result of averaging over 4 scans performed with the mirror in the direct [plot (a)] and flipped orientation 
[plot (b)]. The resulted trace obtained by averaging of all 8 scans is shown in plot (c) of Fig. 8. The systematic error 
removed by flipping of the mirror is equal to a half of the difference (Fig. 8d) between the traces obtained with the 
mirror in the direct (Fig. 8a) and flipped (Fig. 8b) orientation. The rms variation of the removed error (the half 
difference) is only about 60 nrad. That suggests there was an extremely small contribution to the measurements of the 
gantry system’s wobbling error. 

7.2.2 Suppression of the AC periodic systematic error by tilting the mirror 

Figure 9 demonstrates the efficacy of suppression of the AC periodic systematic error in the same run as in Fig. 8.  

 

Figure 9: Suppression of the periodic systematic error of the AC. (a) and (b): The residual (after subtraction of the desired 
hyperbolic shape) slope distributions averaged over 4 runs performed along the center tangential line within the mirror clear 
aperture at the pitch angles different by ~140 µrad; (c) the difference between the slope distributions measured at the 
different pitch angles; and (d) the power spectral density distribution of the difference trace shown in the plot (c).  

The plots (a) and (b) in Fig. 9 are results of averaging over two sets of 4 scans performed at the pitch angles differed by 
~140 µrad. The systematic error removed by tilting of the mirror is equal to a half of the difference (Fig. 9c) between the 
traces in Figs. 9a and 9b. The P-V variation of the removed periodic error (the half difference) is about 100 nrad. The 
power spectral density (PSD) of the difference [plot (d) in Fig. 9] confirms the periodic character of the removed error 
with the period of ~285 µrad corresponding the periodic systematic error the AC.  

7.2.3 Suppression of the drift error by switching the direction of scanning 

The efficacy of the applied AOSS to suppression of the error due to the instrumental and set-up drifts can be understood 
from the repeatability of the measurements.  

Figure 10 presents the slope distributions corresponding to the difference of the surface slopes along two sagittally 
shifted tangential traces measured in two identical runs performed with a delay of about 3 days. The residual slope 
variation of the difference traces in Fig. 10 is about 22 nrad. The variations have a clear middle spatial frequency 
character and can be due to the measurement error associated with the periodical variation of the air pressure supplied to 
the air-bearings of the OSMS gantry system. Note that the amplitude of the PSD peaks of the OSMS repeatability traces 
in Figs. 10a and 10b is almost two orders of magnitude smaller than that of the removed AC systematic errors (Fig. 9d). 



 
 

 

 

 

Figure 10: Repeatability of the 2D OSMS surface slope metrology arranged according to the AOSS for a single 8-scan run. 
(a) and (b): The slope distributions of the difference of the surface slopes along two tangential traces sagittally shifted by 
± 5 mm, measured in two identical runs performed with a delay of about 3 days; (c) and (d) the power spectral density 
distributions corresponding to the difference traces shown in the plots (a) and (b), respectively.  

Note that in the measurements discussed here, we did not apply a constant time delay between the scans optimized for 
suppression of the periodic error related to the air pressure temporal variation, discussed in Sec. 4.3. The corresponding 
upgrade of the OSMS data acquisition software is in progress. 

8. CONCLUSIONS 

We have systematically investigated the most efficient, from the point of view of the required funding and achievable 
advantages, approach for improvement of accuracy of measurements in experimental physics and industry, including ex 
situ metrology for state-of-the-art x-ray optics. This is the development and implementation of innovative experimental 
measurement methods for optimal usage of the ultimate capabilities of the existing instrumentation within the available 
environmental conditions. 

We have discussed the key experimental methods and techniques, developed and used at the ALS X-Ray Optical 
Laboratory, all based on correlation analysis to optimally arrange the acquisition and processing of metrology data. The 
figure of merit is the maximum suppression of the experimental random noise, instrumental drift, and systematic errors.  

We have firstly described an original procedure developed to minimize the measurement errors associated with the 
periodic temporal variation of the environmental conditions, uncorrelated with the specifics of the measurements, 
including the position along the SUT and its surface shape. We have shown that by adding a constant delay time between 
sequential scans of the four-scan OSS run, the periodic error can be significantly suppressed. The analytical expression 
for proper selection of the optimal delay time has been derived. 

We have firstly presented and provided the mathematical foundations for the advanced OSS technique. The AOSS 
technique allows incorporating, in one measurement run of surface slope metrology, the advantages of the methods for 
suppression of the random noise, drift and systematic errors, originally applied to a number of sequential runs. Thus in a 
single eight-scan run arranged according to the AOSS prescription, we get a significant, by a factor of about four, 
increase of the measurement rate at no degradation of the accuracy of the surface slope metrology. 

The high efficacy of the developed advanced optimal scanning strategy technique to suppress measurement errors has 
been demonstrated in an example of 2D surface slope metrology with a high quality hyperbolic mirror. The metrology 
was performed at the XROL with a new optical surface measuring system, the ALS OSMS, using an electronic auto-



 
 

 

 

collimator, ELCOMAT-3000,82 as a surface slope sensor. It has been shown that in a single 8-scan run arranged 
according to the corresponding AOSS, we are able to effectively suppress the errors due to the random noise, the 
instrumental drift, the even part of the systematic errors, and the major periodic systematic error of the OSMS AC.  

The resulting tangential slope distributions measured in the OSMS single run are in the excellent agreement with the 
results of 1D slope measurements with the same hyperbolic cylinder x-ray mirror preliminarily performed using the ALS 
DLTP13,14 and OSMS57 when carrying out the measurements using 4 sequential 8-scan runs, each optimally arranged to 
solely suppress the drift error. Therefore, the application of the AOSS suggested and described in this paper provides 
4˗fold improvement of the measurement rate. 

Our next goals are to comprehensively test and characterize the performance of the OSMS with the new data acquisition 
and analysis software (after upgrading the software to the capability to introduce a constant delay between the sequential 
scans) and to develop a number of different non-contact sensors for the OSMS. The work in these directions is in 
progress at the ALS XROL.  

We should especially emphasize that the developed experimental methods for suppressing the random noise, 
instrumental drift, and systematic errors in physical measurements are general and applicable to a broad spectrum of 
high accuracy measurements in experimental science and industry.  
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