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Abstract

Human moral judgments are both precise, with clear intuitions
about right and wrong, and at the same time obscure, as they
seem to result from principles whose logic often escapes us.
The development of Artificial Intelligence (AI) applications
requires an understanding of this subtle logic if we are to em-
bed moral considerations in artificial systems. Reinforcement
Learning (RL) algorithms have emerged as a valuable inter-
active tool for investigating moral behavior. However, be-
ing value-based algorithms, they face difficulty when it comes
to explaining deontological, non-consequentialist moral judg-
ments. Here, in a multi-agent learning scenario based on the
Producer-Scrounger Game, we show that RL agents can con-
verge towards apparently non-consequentialist outcomes, pro-
vided the algorithm accounts for the temporal value of actions.
The implications of our findings extend to integrating morality
into AI agents by elucidating the interplay between learning
strategies, characteristics for accounting temporal values, and
methods of considering the opponent’s payoff.

Keywords: Moral Behavior; Multi-Agent Reinforcement
Learning; Consequentialism; Human-AI Interaction; Behav-
ioral Game Theory

Introduction
Human judgments of right and wrong exhibit nuanced vari-
ation. Although we support equality in resource allocation,
we generally tolerate significant income disparities between
different professions (Starmans et al., 2017). We uphold
the inviolability of private property while condemning an art
lover’s act of destroying a newly acquired painting. We up-
hold the importance of obeying laws, yet refuse to obey them
when they seem unjust. Our moral judgments are precise,
with clear intuitions about right and wrong in particular sce-
narios. Yet they also remain enigmatic, seemingly derived
from disparate principles whose underlying logic often eludes
our grasp (Haidt, 2001; Hauser et al., 2007). This diversity
manifests itself in some instances as an orientation toward
taking into account the immediate consequences of one’s ac-
tions, i.e., being consequentialist, while in others embrac-
ing apparently deontological perspectives that eschew cost-
benefit analysis in favor of adherence to unwavering ethical
principles (Haidt, 2001; Hauser et al., 2007).

Numerous moral theories, echoing Kant’s categorical im-
perative, posit that human moral judgments operate akin to
contractual agreements (Levine et al., 2020; Gauthier, 1987;
André et al., 2022). The principle of the golden rule, en-
capsulating the essence of reciprocity—”treat others as you

would like to be treated”—serves as a cornerstone. In a work-
place setting, for instance, the golden rule might manifest in
the form of fair and respectful treatment of colleagues. If
each individual universally adopts this principle, the work en-
vironment is likely to become more cooperative, supportive,
and conducive to productivity. This example illustrates how
moral rules, when universalized, can serve as foundational
guides for ethical behavior across various situations and soci-
etal contexts.

Even with the golden rule as a guiding principle, it doesn’t
imply that moral judgments are simple or consistent. Rather
they are subtle and often highly context-dependent. For in-
stance, imagine a scenario where a friend confides in you
about a personal struggle they are facing but explicitly re-
quests that you do not share this information with anyone
else. In this context, a moral judgment is required concerning
the value of honesty. While the principle of honesty is gen-
erally upheld, the specific context creates a moral dilemma.
Revealing your friend’s confidential information could breach
trust and potentially harm your friend, suggesting a nuanced
consideration of other ethical principles, such as loyalty and
the avoidance of harm. This shows that moral judgments are
not solely determined by a fixed set of principles but are influ-
enced by the context in which they arise. The balancing act
between honesty and other ethical considerations highlights
the dynamic and situation-dependent nature of human moral
reasoning.

Considering all the complex nature of human moral judg-
ments, nowadays, Artificial Intelligence (AI) is becoming
more and more entangled in human’s everyday life. We need
to keep in mind that the development of AI systems should
be done with consideration of ethical, legal, and social impli-
cations. All these aspects raise the ”AI alignment problem,”
which refers to the challenge of ensuring that advanced ar-
tificial intelligence (AI) systems act in accordance with hu-
man values, goals, and intentions (Yudkowsky, 2016). As
AI systems become more sophisticated, there is a growing
concern that they might not align with human values or that
their objectives may deviate from what is desired by their hu-
man creators. The problem of AI alignment becomes par-
ticularly critical when considering systems that operate au-
tonomously or in complex and uncertain environments. If the
goals and values of AI systems are not properly aligned with
those of humans, there is a risk of unintended consequences
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or even potentially harmful outcomes. The challenge of AI
alignment has both technical and philosophical dimensions.
From a technical perspective, it requires designing AI sys-
tems that accurately understand and prioritize human values,
adapt to changes in those values, and avoid undesirable be-
havior. From a philosophical perspective, it involves address-
ing questions about how to define and represent human val-
ues, as well as ethical considerations related to the use of AI.
(Christian, 2021; Sorensen et al., 2023).

Reinforcement learning (RL) algorithms have been widely
used to model human value-based decisions (Schultz et al.,
1997; O’Doherty et al., 2004; Pessiglione et al., 2006).
Through interacting with the environment and receiving ex-
ternal feedback in the form of rewards or punishments, RL
agents learn a policy to decide (Sutton & Barto, 2018).
Alongside their applications in modeling individual deci-
sions, these types of interactive algorithms have also been
used in game theory to study human social and moral behav-
ior (Horita et al., 2017; Nguyen et al., 2020; Herlau, 2022). In
the same direction, Ecoffet and Lehman (2021) discussed the
training of ethical agents through reinforcement by rewarding
correct behavior under certain moral theories, suggesting the
potential for RL to address moral uncertainty (when we are
uncertain about the outcome of our moral decisions).

The aforementioned studies assume an objective view of
the game by the agent, meaning that the value of the outcome
of the game is perceived the same across agents. However,
a subjective representation of the game for each agent might
drastically change the outcome and there are several studies
that argue the existence of subjective utility functions in hu-
mans (e.g. Frey and Stutzer (2002); Shadmehr et al. (2019)).
Conitzer et al. (2017) discussed game-theoretic representa-
tion schemes as one of the most prominent representations
of moral dilemmas. Nevertheless, they focused on moral so-
lution representation in their study, not a subjective view of
the game. Here in this study, we argue that the subjective
representation of the game (e.g. deontological vs. utilitarian
view over the game by each agent) can significantly affect the
outcome in a game-theoretic setup. We claim that even in a
complete value-based game, the perspective of the learning
agents will determine the outcome.

Building upon earlier research investigations on model-
free and model-based processes in consequentialist and de-
ontological moral judgments (Cushman, 2013; Crockett,
2013), this study aims to present the implementation of an
agreement-based principle within model-free RL algorithms
(Sutton & Barto, 2018) and to investigate its potential to yield
moral decisions similar to those observed in human contexts
by using a simple strategic game. Focusing on the evalua-
tion of moral judgments regarding the rights to use material
resources, a domain where distinct moral principles appear
to guide human behavior, we delve into the complexities of
individual decision-making.

In our research, individuals navigate two distinct roles: (i)
where they can actively produce resources, and (ii) where

they can choose to take resources produced by others, know-
ing that the benefits to them exceed the costs to others. The
study includes two modes of learning, a ”selfish” mode and
a ”utilitarian” mode. The analysis reveals three potential out-
comes depending on individuals’ learning modes: (i) an un-
productive selfish outcome, characterized by resource appro-
priation without production effort; (ii) a utilitarian outcome,
in which individuals engage in both resource production and
consumption; and (iii) a seemingly deontological outcome,
in which individuals produce resources but refrain from tak-
ing them, even when doing so could be both personally and
socially beneficial. We argue that these outcomes reflect the
diverse range of moral judgments inherent in human percep-
tions of material resource ownership.

Our simulations extend beyond individual decision-
making to capture the broader spectrum of social trust preva-
lent in human societies. In scenarios where trust is low, indi-
viduals prioritize personal gain in all situations, culminating
in a society characterized by power relations. Intermediate
levels of trust result in selective cooperation; individuals re-
frain from taking resources from others, but fall short in col-
lective resource production, leading to a societal archetype
that resembles a ”bourgeois” private property framework.
Conversely, high levels of trust foster universal cooperation
in all situations, even encouraging resource production in the
absence of personal benefit. This cooperative ethos culmi-
nates in a society characterized by solidarity and sharing, em-
bodying a paradigm where contributions match abilities and
benefits match needs. Through this study, we provide insights
into the dynamic interplay between moral decision-making,
learning modes, and societal trust in the domain of interac-
tive AI algorithms.

Methods
Game Design
To simulate different social scenarios in our study, we used
the Producer-Scrounger Game (Figure 1), which retains the
basic structure of the original two-player paradigm. During
the game, the Producer chooses between producing (P) and
not producing (NP) a resource, and the Scrounger chooses
between Taking (T) and Leaving (L) the resource. If the
Producer chooses not to produce (NP), the Scrounger’s de-
cision does not affect the outcome, resulting in both play-
ers receiving equally low rewards. We call this situation the
“Unproductive” Outcome. This situation corresponds to the
Subgame Perfect Nash Equilibrium (SPNE), a state expected
by rational agents in the non-repeating context of the game
(Selten & Bielefeld, 1988).

However, if the Producer chooses to produce (P) and the
Scrounger leaves (L), the Producer receives the intended re-
ward for their effort, and the Scrounger’s reward remains un-
changed from the NP scenario. In this context, the Producer’s
effort does not result in any benefit to the Scrounger, which
represents the “Private Property” Outcome.

If the Producer chooses to produce (P) and the Scrounger
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Figure 1: Extensive form of the Producer-Scrounger Game

chooses to take (T), the Producer receives a lower payoff than
in the Uproductive Outcome, while the Scrounger receives a
higher payoff than what the Producer receives in the Private
Property Outcome. This result characterizes the “Utilitarian”
Outcome, a state in which the sum of payoffs in the Producer-
Scrounger Game is maximized.

An important difference between the Producer-Scrounger
Game and the Trust Game (Berg et al., 1995), is the P-L con-
dition. In the standard version, the Scrounger receives more
than the Unproductive Outcome. In our adapted Producer-
Scrounger Game, however, the Scrounger’s payoff in this
condition remains equal to the Unproductive Outcome. These
nuanced differences serve as critical components in our ex-
ploration of social interactions and decision dynamics in the
context of our research.

Agent Design
In this study, we used a multi-agent simulation approach to
investigate the dynamic patterns and converged states of so-
cial behavior. To model the adaptive nature of human social
interactions, we used model-free RL agents in the context of
the Producer-Scrounger Game.

In our simulation environment, there are two agents, each
undergoing an autonomous learning process. During each
trial, the agents are randomly assigned to the roles in the game
(the Producer or the Scrounger), indicating their states in the
game. Based on their role, each player has two possible ac-
tions: 1) for the Producer, the choice is between P or NP,
and 2) for the Scrounger, the choices are T or L. As shown in
Equation 1, each agent learns the values associated with these
four possible actions in the game using the Rescorla-Wagner
Rule (Rescorla, 1972).

Qt(st ,at) = (1−α).Qt−1(st ,at)+α.rt (1)

In Equation 1, st represents the state (role) of the agent in
the game, which can be either the Producer or the Scrounger,
at is the action chosen during the trial, Qt(st ,at) denotes the
value of the state-action pair at time t (commonly referred

to as the Q-value), rt denotes the reward received during the
trial, and α represents the Learning Rate for updating the pre-
viously learned value. A higher value of α implies greater re-
liance on feedback from the current trial, while a value closer
to zero incorporates learned experience from past interactions
into the updated value.

After role assignment in each trial, the agent uses the Soft-
max Function (Equation 2) to decide between the two avail-
able actions corresponding to their role.

Pr(Qi) =
eQi/τ

∑
A
j=1 eQ j/τ

(2)

In Equation 2, A denotes the number of possible actions for
the agent (equal to 2 in this scenario), Pr(Qi) represents the
probability that action i will be chosen, and the parameter τ

in Equation 2 is known as the agent’s temperature. τ mod-
ulates the trade-off between exploration and exploitation for
the agent. Higher values of τ imply a more random decision-
making process, while lower values (close to 0) indicate a
preference for exploiting options with higher Q-values.

Throughout the simulation, both agents maintain a con-
stant Learning Rate (α) and Temperature (τ) to eliminate con-
founding complexities in the interpretation of results and out-
come states. This approach, referred to as an Action Learner,
involves the agent learning the value of each action indepen-
dently and considering only their own action, without regard
to the opponent’s action in the game.

In this study, we aim to investigate how different features
of learning agents can affect the convergence of outcomes in
the game. To accomplish this, we conducted tests of agent
behavior using a 2× 2 design. The first dimension concerns
the agents’ perspective on their payoff, referred to as self-
ish/utilitarian learning of payoffs. The second dimension con-
cerns their ability to assign credit to their previous actions
in the game, referred to as Non-temporal/Temporal learning
in the game, which will be explained in the following para-
graphs.

Accordingly, there are two distinct types of agents cate-
gorized by their approach to incorporating their opponent’s
payoff: 1) selfish agents, who only take into account their
individual payoff in the game, and 2) utilitarian agents, who
perceive the sum of both agents’ payoffs as their payoff. To
elaborate, in Equation 1, rt for a selfish agent represents the
assigned payoff based on their specific role, whereas, for a
utilitarian agent, rt is the sum of the payoffs in the converged
outcome, regardless of their role. The objective behind im-
plementing utilitarian agents is to explore how considering
the opponent’s outcome can influence the outcome state in
the game.

In addition to changing the perspective on payoffs, in the
learning paradigm described above, the agent operates as a
Non-Temporal Learner. This implies that the agent does not
maintain a historical record of its previous actions and up-
dates its values based solely on the current state decision.
This simplified learning framework does not take into account
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any causal or temporal relationships that might influence the
agent’s decisions.

In contrast, we have developed an alternative approach that
we call Temporal Learning. To better understand the intu-
ition behind this method, imagine that you are faced with a
situation in which your opponent is being moral with you. In
this situation, you would give a bonus to previous actions to
reach this state of social interaction. On the other hand, if
your opponent is being immoral, you would devalue previ-
ous actions leading to an undesirable state. In the Temporal
Learning method, the agent considers the history of its previ-
ous actions, specifically as the Scrounger, in determining the
outcome of the current trial. Essentially, the agent tries to un-
derstand quasi-causally how its past actions as the Scrounger
influence the current outcome in the game. Agents that follow
this strategy are called Temporal Learners, and their learning
mechanism is explained in Equation 3.

Qt(st−1 = P2,at−1) = (1−α).Qt−1(st−1 = P2,at−1)+α.γ.rt

Qt(st−2 = P2,at−2) = (1−α).Qt−1(st−2 = P2,at−2)+α.γ2.rt

...
Qt(st−w = P2,at−w) = (1−α).Qt−1(st−w = P2,at−w)+α.γw.rt

(3)

A Temporal Learner maintains a memory of their past actions
as a Scrounger within a defined historical window, denoted by
w. In addition, it updates the values associated with past state-
action pairs using a discounted value of the current payoff, as
shown in Equation 3. Here γ represents the discounting fac-
tor. At the end of each trial, a Temporal Learner first updates
the relevant Q-value for the current state-action pair based on
Equation 1. Subsequently, if the agent occupies the role of the
Scrounger and is a Temporal Learner, it proceeds to update all
corresponding Q-values for its previous Scrounger decisions
with a discounted value of the current state’s payoff (γ j.rt ).
This method allows temporal learners to consider the value
of their past actions and optimize their long-term outcomes.

Results
Study 1: The impact of payoff calculation method
on outcome change
In our first study, we examined the effect of agent character-
istics on the outcome of the Producer-Scrounger Game. To
do this, we ran 20,000 simulations of the game with different
agent characteristics. Each simulation featured agents using a
consistent set of parameters, with α = 0.1 and τ = 1 for both
agents across all conditions.

The results of the simulations are shown in Figure 2. When
both agents adopt a selfish stance, regardless of whether they
are Temporal or Non-Temporal Learners, the Unproductive
Outcome consistently emerges as the dominant equilibrium
in the game. This finding demonstrates the robustness of the
Unproductive Outcome in scenarios where self-interest is the
guiding principle for both agents.

However, a notable shift occurs when both agents adopt a
utilitarian perspective and consider each other’s payoffs dur-
ing the learning process. In these cases, the Utilitarian Out-
come significantly outweighs other outcomes, highlighting
the profound impact of pro-social consideration on the dy-
namics of decision-making.

Furthermore, our study examines a specific scenario where
the Producer adopts a selfish perspective while the Scrounger
adopts a utilitarian perspective. Interestingly, when both
agents operate as Non-Temporal Learners, the Unproduc-
tive Outcome remains the dominant equilibrium, indicating
that the utilitarian view does not significantly alter the con-
verged state. Interestingly, a different pattern emerges when
the agents are Temporal Learners. In this case, the utilitarian
perspective shifts the outcome dynamics, leading to the dom-
inance of the Private Property Outcome. However, when the
opposite scenario occurs, that is, when the Producer adopts
a utilitarian perspective and the Scrounger becomes selfish,
the Utilitarian Outcome becomes extremely dominant in the
game.

Study 2: Strategy Learning vs. Action Learning
Consistent with the approach outlined in the Methods sec-
tion, our agents operate primarily as Action Learners, where
their decision-making process revolves around the evaluation
of action values. However, the second study of our research
introduces an alternative approach known as Strategy Learn-
ers.

A strategy defines an agent’s response based on their as-
signed role in the game. For example, as shown in Figure
3-a, a strategy might include choosing ”NP” as the Producer
and “T” as the Scrounger, or perhaps ”P” as the Producer and
”T” as the Scrounger. Strategy Learners, as the name im-
plies, evaluate and learn the value associated with different
strategies in the game, as opposed to focusing solely on ac-
tion values.

To implement this approach, as shown in Figure 3-a, each
agent maintains a Q-value for each possible strategy within
the game. During each trial, the agents use the Softmax Func-
tion (Equation 2) to make their strategy-based choices from
the array of possible strategies. Depending on their role in
the game, they then determine their actions for that particu-
lar trial. For example, if Q3 represents the Softmax outcome
and the agent assumes the role of Scrounger, the agent’s de-
cision is “L”, whereas if they act as Producer, their choice is
“P”. Following the decision process and subsequent feedback
from the environment, the agent updates the Q-value of the
strategy actually employed in the game, not the strategy they
initially decided upon. For example, if Q3 serves as a Soft-
max for an agent, and the agent chooses “P”, the opponent’s
choice of “T” causes an update to Q4. This update concerns
the value associated with ’P’ for the Producer and “T” for the
Scrounger. In essence, Strategy Learning differs from Action
Learning in that both agents gain access to their opponent’s
action (not payoff), make decisions based on their respective
strategies, and subsequently update the played strategy.
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Figure 2: The impact of Temporal/Non-Temporal Learning on the converged outcome considering different agent characteris-
tics. The ratio of each outcome changes during the Non-Temporal (top) and Temporal Learning (bottom) of the game.

To examine how Strategy Learners navigate the Producer-
Scrounger Game, we created a modified version of the game
in which the Utilitarian Outcome is no longer aligned with so-
cial welfare maximization due to a change in the Scrounger’s
payoff (Figure 3-b-right). The purpose of this manipulation
was to measure the adaptability of strategy learners in re-
sponse to variations in the pursuit of social welfare maximiza-
tion.

Figure 3-b shows the results of 20,000 simulations under
different conditions. In all simulations, the agents assumed
a selfish disposition with fixed parameters of α = 0.1 and
τ = 1 - as in Study 1. As expected, and consistent with the re-
sults of Study 1, when agents operate as selfish Action Learn-
ers, the Unproductive Outcome remains the dominant equilib-
rium, and the pursuit of social welfare does not significantly
affect the converged state. However, in the basic version of
the game (left plots), when selfish Agents adopt the Strategy
Learning approach, they converge to the Utilitarian Outcome,
which maximizes the sum of payoffs. Notably, when the Pri-
vate Property Outcome emerges as the social welfare maxi-
mizer (right plots), Strategy Learners converge to this state.

These results suggest that even without considering the
payoffs of their opponents (like utilitarian agents) and without
engaging in temporal value learning, agents can reach collec-

tively optimal outcomes by adapting strategies. This provides
valuable insights into potential models of human cooperation
and their implementation in artificial agents for everyday in-
teractions, paving the way for more nuanced and effective
strategies in various applications.

Discussion
In Study 1, we examined how agent characteristics affect the
outcome dynamics of the Producer-Scrounger game. Our ex-
ploration of specific scenarios, particularly those in which the
Producer adopts a selfish stance while the Scrounger adopts a
utilitarian perspective, revealed intriguing dynamics. Specif-
ically, in the absence of Temporal Learning, the Unproduc-
tive Outcome asserted persistent dominance. However, when
agents engaged in Temporal Learning, a remarkable shift oc-
curred, resulting in the dominance of the Private Property
Outcome. In Study 2, we introduced Strategy Learners as a
novel paradigm that differs from conventional Action Learn-
ers in that it focuses on the evaluation and acquisition of
strategies rather than individual action values. Action Learn-
ers, driven by the imperative of payoff maximization, consis-
tently converged on the Unproductive Outcome. In contrast,
Strategy Learners exhibited a remarkable degree of adaptabil-
ity, converging on either the Utilitarian or Private Property
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Figure 3: Action vs. Strategy Learning conditions in two different versions of the Producer-Scrounger Game. (a) An Action
Learner learns q-values for each action, whereas a Strategy Learner assigns q-values for each strategy profile. (b) Outcome
ratios in selfish agents using Action Learning (top) vs. Strategy Learning (bottom).

Outcome depending on the prevailing social welfare max-
imizer. Our computational simulations provide a piece of
evidence that even value-based consequentialist RL agents,
which consider the temporal value of their actions, can con-
verge on outcomes that respect private property principles
rather than strictly adhering to utilitarian considerations. This
underscores the profound influence of considering the pay-
offs of other players, where the calculation of temporal value
plays a central role in determining the game’s convergence
point.

Furthermore, the strategy learning paradigm introduced in
this study avoids direct consideration of the other player’s
payoff. Instead, it only observes the actions of the other
player and updates the value of the strategy that is actively
implemented in the game. This novel approach implies that
agents do not evaluate their individual actions, but rather the
collective state they achieve together. Importantly, the im-
plicit understanding that societal roles can change contributes
to convergence towards outcomes that maximize social wel-
fare. In line with our study, Kuzmics et al. (2014) explore the

implications of symmetric play in repeated allocation games,
providing insight into the influence of players’ continuation
payoffs on equilibrium outcomes. This suggests that antici-
pation of other players’ payoffs leads to adjustments in strat-
egy choice to achieve favorable outcomes. Moreover, our ap-
proach assumes that individuals recognize the collective na-
ture of decision-making and thus evaluate the strategy that
culminates in the game rather than their individual actions.
This is consistent with the inherent limitation of not having
direct access to the utility of others; consequently, individ-
uals use themselves as a proxy to evaluate the payoffs and
future motivations of their counterparts.

As we move toward a future in which AI systems are in-
creasingly confronted with complex decision spaces, under-
standing the complications of human moral reasoning be-
comes imperative. By recognizing the impact of agent char-
acteristics, learning strategies, and consideration of others’
payoffs in our computational models, we provide insights
for developing AI systems that can emulate and understand
human-like moral decision-making.
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