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ABSTRACT OF THE DISSERTATION 

 
Essays in Labor and Demographic Economics 

 
By 

 
Maysen Yen 

 
Doctor of Philosophy in Economics 

 
 University of California, Irvine, 2021 

 
Professor David Neumark, Chair 

 
 
My dissertation's primary contribution is identifying factors that affect differences in labor market 

outcomes among various demographic groups. 

In the first chapter, I designed an experiment to examine the effects of stereotype threat, a 

concept from psychology where people conform or feel at risk of conforming to negative stereotypes 

about their group, under competition. I found that providing information about performance 

differences as a stereotype threat changed the subjects’ preferences to favor the tasks that their gender 

is perceived to perform relatively better in but did not affect performance outcomes. The implication 

is that even if stereotype threat does not affect one’s ability to perform, it may affect education and 

career choices that could contribute to group differences in the labor market. 

 The second chapter was written jointly with Dr. David Neumark and published in Demography. 

This paper analyzed the effects of cohort sizes on the labor force participation and wages of older 

workers in the United States. Older workers increased their labor force participation as their relative 

size to the working age population increases, which is contrary to the standard labor supply hypothesis. 

Additionally, when using a richer model that accounts for the size of older workers relative to younger 

workers, we found the demand for older workers was high when their cohort size is large relative to 



x 
 

prime age workers, suggesting that older workers enter in more flexible working arrangements in their 

later age. 

 Finally, the last chapter analyzed the effects of expanding public transit infrastructure on labor 

market outcomes in Los Angeles. I use panel data on tracts, treating route placement as endogenous, 

which is then instrumented by the distance from the centroid of each tract in LA to a hypothetical 

Metro route. Overall, I find proximity to Metro stations increases labor force participation and 

employment for residents, which is robust to using both a binary and continuous measure of distance. 

Additionally, I find evidence that increased job density in neighborhoods near new transit stations is 

contributing to the employment increase. 
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1. Does Stereotype Threat Affect Beliefs and Preferences More than 

Outcomes? 

 
1.1 Introduction 

There are persistent gender differences in labor market outcomes despite progress towards equality in 

the workplace. Common reported statistics include the fact that 5% of CEOs in S&P 500 companies 

are women (CNN) or that women make 83% of men’s weekly wages (Bureau of Labor Statistics). 

Economists have historically attributed gender differences in labor market outcomes to 

discrimination, (Becker, 1957; Hellerstein et al., 1999; Black and Strahan, 2001), occupational self-

selection (Polachek, 1981), or behavioral differences.  

A growing literature in experimental labor economics explores behavioral differences between 

men and women, particularly regarding gender differences in individuals’ willingness to compete and 

performance outcomes under competition. Gneezy et al. (2003) found that men perform better in a 

competitive tournament payoff structure while Niederle and Vesterlund (2007) found that when given 

a choice, women tend to shy away from competition by choosing a non-competitive piece-rate payoff 

structure over the tournament.1  Some researchers have argued that task choice matters, and there are 

inherent gender perceptions in math or logical puzzles that could lead to lower outcomes in 

competition for women. Thus, recent work also used tasks that are perceived to be female-dominated 

and do not find evidence that women underperform in tournaments for these type of tasks 

(Shurchkov, 2012; Iriberri and Rey-Biel, 2017). Combined, this evidence suggests that perceptions of 

gender gaps in the tasks rather than a lower overall willingness to compete play a more significant role 

in explaining gender differences in observed outcomes.  

The differences in results across the two types of tasks suggests that stereotype threat may be 

the culprit for lower outcomes under competition for women in tasks where men are perceived to 

perform better. Stereotype threat is a concept originating in the social psychology literature where 

people are at risk, or feel that they are at risk, of conforming to a stereotype about their group (Steele 

and Aronson, 1995). If stereotype threat is present in the labor market, it may lead to differences in 

productivity through lower performance for the stereotyped as low-performing group, which could 

translate to lower wages or fewer promotions. This effect may be further amplified in competitive 

 

 
1 An extensive literature replicates and confirms the original Niederle-Vesterlund design (Healy and Pate, 2011; Kamas 
and Preston, 2012; Niederle et al., 2013).   
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environments, where only the top-performers are rewarded in the form of promotions or wage 

increases, disincentivizing effort for the negatively stereotyped group. Steel and Aronson (1995) 

performed the first experiment that invoked stereotype threat among Black students by referencing 

the GRE Verbal task as diagnostic of ability, which they claimed invoked negative stereotypes about 

Black intelligence, and found negative effects on performance. Spencer et al. (1999) mentioned to 

subjects that there were gender differences in mathematical performance as a stereotype threat and 

found that this generated a larger gender gap.  

Following these two seminal papers, there have been numerous papers in social psychology 

and a few in economics exploring stereotype threats with race (Steele, 1997; Aronson et al., 1999; 

Stone et al., 1999), gender (Cadinu et al., 2005; Fryer et al., 2008), and socioeconomic status (Hoff and 

Pandey, 2006; Desert et al., 2009). In these studies, the stereotype threat was implemented by stating 

there were differences between groups or indirectly by mentioning intellectual ability (see Appendix 

Table B1 for examples of stereotype threats used in the literature). The stereotype threat phenomenon 

is not immune to criticism and skepticism. First, it may be subject to publication bias within the 

psychology literature, replication issues, and experimenter demand effects (Ganley et al., 2013; Fryer 

et al., 2008). 2   

This paper has four aims. First, this study provides a new, direct test of the effect of stereotype 

threat on economic performance by providing subjects with information on the actual performance 

of other subjects, drawn from the same subject pool, on the same performance task. Specifically, I 

provide information on the actual gender gap in scores that I observed from pre-treatment rounds 

involving sixty-four subjects to another set of subjects who were drawn from the identical population 

(University of California – Irvine undergraduate students) and I provide exact magnitudes of the score 

differences. Previous studies exploring the effect of stereotype threat have relied on implicit beliefs or 

vague statements about group differences to invoke the stereotype threat (see Appendix Table B1).3 4 

Additionally, I show that subjects respond to the information about actual performance gaps by 

 

 
2 Fryer et al. (2008) pays subjects, which psychology experiments to not do, to minimize experimenter demand effects 
and do not find evidence of significant gender differences in performance from stereotype threat. 
3 For instance, a conventional approach to inducing stereotype threat is to mention that there are differences in 
mathematical and/or logical abilities between men and women (Spencer et al., 1999; Cadinu et al., 2005; Fryer et al., 
2008). 
4 There are a few existing studies on how men and women differ in responses to feedback, but these are focused at the 
individual level (Berlin and Dargnies, 2016; Wozniak et al., 2014; Iriberri and Rey-Biel, 2017). Iriberri and Rey-Biel 
(2017) also frame their paper as a study on stereotype threat, but they are only using individual-level feedback. This is 
problematic since stereotype threat is traditionally understood as the performance of a group (Steele and Aronson 1995).  
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updating their beliefs about gender gaps, which makes this form of stereotype threat clear and 

convincing.  

Secondly, this study explicitly considers how outcomes can be affected when magnitudes of 

subjects’ perceptions (beliefs) about the gender gap are different from the magnitude of actual gender 

gaps. It is expected that subjects’ beliefs will be further amplified or attenuated when reinforced or 

contradicted by information about group performances. There are two types of plausible scenarios 

for stereotype threat that specifically target females, which will be the focus of this study. For example, 

if a female believes there are small or no gender differences but is given information that there is a 

larger gender difference favoring males, then she may exert less effort from the stereotype threat and 

decrease her performance. Additionally, if a female believes that males outperform females on a 

specific task but finds out there is no gender gap, her performance may also suffer.5 In this experiment, 

I ask about the magnitude of subjects’ perceptions of gender gaps in the tasks, after the experiment 

but also during the experiment as a treatment to test these perceptions ex-ante and firmly ground 

these implicit beliefs by requiring subjects to reflect upon them.6  

Thirdly, this study tests the effect of stereotype threat within a lab-based competitive 

environment. If a rational actor believes that there are group differences and that they will 

underperform relative to another group, they may exert less effort in tournaments relative to a piece-

rate payment scheme. There are numerous behavioral mechanisms offered in the psychology literature 

as an explanation to the underlying mechanisms behind stereotype threat. Some explanations related 

to effort are that the stereotyped group may experience increases in self-handicapping strategies and 

increased dejection. Additionally, subjects may suffer from greater anxiety, reduced self-efficacy, and 

increased negative thinking and thought suppression (Pennington et al., 2016). While these reasons 

have not been compared between a competitive and non-competitive environment in the psychology 

literature, my prior is that the negative motivational explanations for stereotype threat listed above are 

stronger under a competitive tournament. This ties nicely into existing literature on gender gaps in 

 

 
5 Another scenario is if a female believes that males outperform females on a specific task but finds out that the gender 
gap is not as large as her prior belief, she may be more compelled to exert more effort and increase her performance. 
Stereotype boost is defined as when results are boosted from positive stereotypes about one’s group and stereotype lift is 
defined as when results are boosted from negative stereotypes about another’s group (Shih et al., 2011). In this study, I 
focus specifically on the two forms of stereotype threat for women, but other tasks could be chosen to test for 
stereotype boost. 
6 In the few existing studies that consider how the task can reinforce perceptions (Shurchkov, 2012; Iriberri and Rey-
Biel, 2017), the researchers measure such perceptions by asking subjects whether they believe males or females 
performed better in the task in absolute terms after the experiment, and do not consider adjustments in the magnitudes 
of these differences. 
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competition, especially in the tasks where a credible stereotype threat can be elicited due to gender 

differences in performance. 

Finally, a natural follow-up question would be whether these perceptions of gender gaps in 

performance, real or imagined, and subsequent information about actual gender differences among 

groups may subtly influence an individual’s beliefs about one’s own performance and task preferences. 

While stereotype threat is concerned about the effects on actual performances, little work has been 

done on how information about one’s group performance affects one’s preference for a specific type 

of task or one’s confidence in their performance. For example, it is possible that if the information 

provision about gender gaps is credible, subjects may prefer the task their group is deemed better in 

or avoid tasks that their group underperforms on average. This could have important implications in 

the real world – for example, if women experience stereotype threat in STEM courses, they may be 

dissuaded from pursuing STEM careers, even if their performance in those courses does not suffer.  

To summarize the results, I find that providing information on gender gaps shifted the 

subjects’ preferences towards the task their group is reported to perform better in, suggesting 

behavioral changes are affected rather than performance outcomes. I do not find convincing evidence 

that the stereotype threat treatments played a role in affecting the performance of individuals in either 

the competitive or non-competitive setting. The rest of the paper is organized in the following manner. 

Section 1.2 covers the experimental design. Section 1.3 covers the results. Section 1.4 briefly concludes 

and discusses future avenues to explore. 

 

1.2 Experimental Design 

1.2.1 Overview of Design 

Prior to running the experiment, I conducted a pilot study and identified two credible tasks 

where I could impose a credible stereotype threat. The first task was the mental rotation puzzle, 

because it was a task where men outperformed women while participants did not believe a gender gap 

exists. The mental rotation task relies on spatial skills, which has historically favored men (Iriberri and 

Rey-Biel, 2017; Shepard and Metzler, 1971; Maccoby and Jacklin, 1974). In this task, participants are 

asked to find two figures that are identical in shape to the first figure given (see Figure 1.1). The second 

task I identified as suitable was GRE Verbal questions, because it was a task where women were 

believed to outperform men, but the actual gender difference was negligible, serving as a good foil to 
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the mental rotation puzzles.7 For example, Educational Testing Service (ETS) reports show that scores 

are only slightly higher for women overall (Figure 1.2).8  I modified these tasks to be suitable for use 

with the computer software, z-tree. 

 

Figure 1.1 Mental Rotation Task 

 

Participants are shown the following graphics and asked to enter in the corresponding numbers to two figures that are 
identical to the first figure. The answer to this one would be 1 and 3. 

 

Figure 1.2. ETS Average GRE Verbal Scores by Gender (2016) 

 
Source: Educational Testing Service. 

 

 
7 GRE Verbal was chosen instead of the SAT Reading test used in the pilot study due to the ease of computerized 
implementation. 
8 Among U.S. citizens, which make up the bulk of my subjects (or at least to my knowledge, non-international students), 
men score higher. However, this is not a concern as the main condition for this task to contradict existing beliefs is that 
women should not score higher than men. 
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The experiment consisted of a total of 128 subjects, recruited through University of California – 

Irvine’s Experimental Social Science Laboratory, conducted in sessions throughout November 2017 

to January 2018. These subjects were broken down into groups of two men and two women. There 

were 32 subjects in each control group and treatment group. These groups were divided into eight 

groups of four. The gender composition of the four-person group was not announced explicitly but 

can be observed by the participants as they were divided into their groups and sat next to their assigned 

group numbers. Along with standard instructions, subjects were informed that they will be competing 

with subjects within their group in certain stages of the experiment. Each subject was given a $7 show-

up payment. Each mental rotation round had 20 questions with 20 seconds for each question. The 

GRE Verbal task consisted of 8 questions in each round with either 30 or 45 seconds for each question 

depending on the question type. The total time per session was 90 minutes, broken into eight rounds 

of tasks, and the average total pay per participant was $14.89.9 

 

Figure 1.3. Experimental Design 

 

Order of whether piece-rate or tournament goes first will be randomized. They will always be in sequential order. For 
example, half of the subjects will follow the order listed above while the other half will start with a tournament and then 
piece-rate subsequently. 

 

 

 
9 For more details on the experiment instructions, see Appendix C for screenshots 
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Figure 1.3 demonstrates the sequence of events and different treatments. The experiment consisted 

of eight rounds, four pre-treatment rounds, which were identical for all groups, and four-post 

treatment rounds, which varied depending on the treatment variables. In the pre-treatment phase, two 

rounds were the mental rotation task (Step 1 & 2) and two rounds were the GRE Verbal task (Step 3 

& 4). These rounds were performed under either a piece-rate scheme or a tournament, assessing 

competition in a within subjects design. The order was randomized with half the group starting with 

the piece-rate and half the group starting with the tournament to account for learning within each 

task. Under the piece-rate scheme, subjects had the ability to earn an additional $0.10 for each mental 

rotation question they answer correctly and $0.25 for each GRE Verbal question they answered 

correctly. Under the tournament scheme, they won an additional $4 in that round if they are the highest 

scoring in their group, which was split in the event of a tie. For all treatment groups, the first four 

rounds (Steps 1-4) are identical. 

The experiment is set up as a 2x2 design. In Step 5, I imposed the treatments for the mental 

rotation task first. For the control group, 32 subjects are simply told they are at the halfway point. 

Treatment 1, the perception treatment, asked 32 subjects to answer questions on what they believe 

the average pre-treatment scores of the men and women in their group is for the mental rotation task. 

They were incentivized to answer honestly by having the person who guessed the closest to the actual 

values to earn an additional $4. Some of the previous studies relied on implicit beliefs about group 

differences to generate a stereotype threat, such as mentioning ability or invoking a rival’s gender. The 

purpose of the perception treatment was to mimic previous studies in that it is reliant of implicit beliefs 

but also to ask the magnitude of the perceived difference. Asking about magnitudes is important, 

because it 1) gives us a measure of how large these implicit beliefs about gender gaps are, 2) allows 

comparisons with actual performance outcomes, and 3) has the potential to invoke a stereotype threat 

when these perceived gaps are large. This question addresses whether reminding students of their own 

biases’ and perceptions will elicit changes in their performance in subsequent rounds. Since subjects 

did not perceive a gender difference in the mental rotation task, the perception treatment should not 

affect the future rounds for either gender. 

Treatment 2, the update treatment, provided 32 subjects information on the observed gender 

gap of a sample of 64 subjects’ pre-treatment scores for the mental rotation task. For clarification, this 

logistically amounted to providing subjects the average pre-treatment scores of the 64 subjects in the 
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control group and Treatment 1 group.10 Information provision is stronger than treatment 1 in that it 

explicitly informed subjects what the average gender gap was in each of the tasks. This allowed us to 

measure the effects of how updating information on actual gender differences affected future 

outcomes. If stereotype threat exists as a behavioral phenomenon, then notifying subjects of a large 

gender gap in favor towards men in the mental rotation task should decrease the performance of 

women in the post-treatment rounds. This is a novel treatment that improves upon other stereotype 

threat elicitations which only vaguely allude to gender differences (Spencer et al.,1999; Cadinu et al., 

2005; Fryer et al., 2008) but do not give additional details about the magnitude of the differences nor 

mention that the difference was generated by an identical task in an identical lab setting.  

To my knowledge, the only stereotype threat study to provide subjects with such direct 

information on the task they were performing was by Iriberri and Rey-Biel (2017). In one of their 

treatments, subjects were updated on their own performance and/or a rival’s performance and they 

interacted this treatment with a stereotype threat treatment in which subjects were reminded of their 

rival’s gender. However, by having only having two participants in a tournament and revealing the 

outcome of the other participant, their study uses individual feedback rather than information about 

group characteristics, which is not a reflection of stereotype threat since it does not deal with average 

outcomes. Rather, the information about a rival’s gender appeared to be the main trigger for stereotype 

threat in their study. Thus, the information provision in my study is an improvement, because it 

provides a realistic group average that is more consistent with our understanding of stereotype threat, 

especially when related to the language of early studies where they allude to group abilities (Aronson 

et al., 1999; Spencer et al., 1999; Cadinu et al., 2005; Fryer et al., 2008). Some may argue an individual 

may believe that they are “better than average” and overestimate their ability relative to their group 

(Moore and Healy, 2008), thereby lessening the effects of the information provision treatment. 

However, stereotypes have always been about group outcomes and this phenomenon should have 

been present in all stereotype threat studies.  

Finally, I interacted the perception treatment and the update treatment. 32 subjects took the 

questionnaire first as described in Treatment 1, and then are immediately given updated information 

about the gender gap as described in Treatment 2. This primes and grounds subjects’ perceptions of 

gaps directly and then immediately reinforces or contradicts these perceptions with score outcomes. 

 

 
10 All groups have identical pre-treatment settings. From a practical perspective, I only had information from the first 64 
subjects sampled at the time of running treatment 2.  
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In the mental rotation task where perceptions on the gap will not be as high as the actual gap in 

performance, interacting these two treatments may intensify the stereotype threat and further decrease 

performance for women, particularly in the competitive rounds.  

After subjects are either subjected to the settings in the control group, treatment 1, treatment 

2, or both treatments, they are given more mental rotation task questions in both the piece-rate and 

tournament payoff style (steps 6 and steps 7). It is expected that the treatment variables affect subjects’ 

performance in these rounds. Step 8 then imposed the same treatments for the GRE Verbal task. In 

treatment 1, I predict that since the perception of the gender gap is large in favor of women, men may 

decrease performance in the tournament round in the presence of stereotype threat. In treatment 2, 

by updating men that they did not underperform relative to women, I expect a boost in men’s post-

treatment scores. The interaction of these treatments may capture a positive, differential effect, but 

this will not be significant if perceptions are firmly rooted. Following these treatments, subjects are 

given additional GRE Verbal questions to solve (Step 9 and Step 10). 

Following these steps, subjects took a post-experiment questionnaire that collected other 

demographic characteristics about the subjects, such as anxiety, race, age, task preferences, payment 

preference, willingness to compete, and which task they believed they performed better in. I also 

collected perception of the gender gap at this stage as well, but for all four tasks. Subjects who were 

exposed to Treatment 1 were already asked their perception of the gender gap for the pre-treatment 

rounds, and this perception is not expected to change by much. However, for subjects exposed to 

Treatment 2, this belief elicitation allows us to test whether subjects perceived the information given 

as credible. If subjects believed the information given, their perception of the gender difference at this 

stage should reflect the gender gap that was provided. 

Subjects were then informed of their total payment only, which was the cumulative total of all 

eight rounds.11 Subjects were not given feedback between rounds; the winner of the tournaments was 

not announced to the subjects nor were they given information about their relative rank. Subjects were 

then paid and dismissed. 

 

 

 

 
11 Charles et al. (2016) offers a detailed literature review of the benefits of paying for one round versus paying for all 
rounds. The authors acknowledge that “pay all” tends to be the baseline used in the literature and that there is no clear 
best method.  While paying for only one round may reduce wealth effects, there is also the potential for diluted 
incentives and the introduction of background risk.  Thus, for the purposes of this experiment, I paid all the subjects for 
every round.  



10 

 

 

1.2.2 Designing the information provision treatment from pre-treatment scores 

A comparison of the pre-treatment scores will motivate our initial discussion. As stated in the 

experimental design and from my priors from the pilot study, men are expected to outperform women 

in the mental rotation task and men and women are expected to perform about equally in the GRE 

Verbal task. Table 1.1.A shows the average score of the pre-treatment rounds, where all 128 subjects 

were exposed to identical tasks under the same conditions. Males perform better than females in both 

the mental rotation task by 2.563 points (out of 20 points) and the GRE Verbal task by 0.313 points 

(out of 8 points). When comparing pre-treatment scores by either piece-rate or tournament payoff 

styles, the differences between men and women are similar in magnitude for the mental rotation task. 

The GRE Verbal task paints a slightly different story. Here, the gender difference is 0.516 in favor of 

males for the tournament style (p-value of 0.024 from a two-sided t-test) but the difference was smaller 

and not statistically significant for the piece-rate. 

From a practical perspective, to construct treatment 2 with the updated information about 

score differences, I had to use a smaller pool of pre-treatment data from subjects in the control group 

and treatment 1 with the available information at the time. Thus, for the information provision in 

treatment 2, there was data from 64 subjects available, shown in Table 1.1.B. The results from the 

limited pool was slightly different than the full group. Here, the mental rotation difference was only 

1.594 points on average in favor towards males (p-value of 0.081 from a two-sided t-test). The GRE 

Verbal was 0.125 points in favor towards males, although this is not statistically significant. If this 

experiment were to be repeated, I would use the scores from the full sample in Table 1.1.A to construct 

the information provision treatment. It is unclear if reporting the higher gaps in the full sample would 

generate a stronger effect than the limited pool. Nevertheless, it was the observed gender gap available 

at the specific time.12    

 

 

 

 

 

 
12 It is possible to incorporate additional pre-treatment scores of the subjects in Treatment 2 to a total of the average 
scores for 96 subjects in real-time. For example, among the 32 subjects in Treatment 2 and the 32 subjects receiving 
both Treatment 1 and 2, I could have updated the pre-treatment scores with the average scores of the current subject 
pool. However, I chose not to do this to keep the magnitudes consistent for both groups, as essentially, I would be 
varying the treatment among the groups receiving Treatment 2 and both Treatment 1 and Treatment 2 depending on the 
performance of the current subjects.  
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Table 1.1: Actual Performance during Pre-Treatment Rounds 

 (1) (2) (3) (4) (5) (6) 

  Men Women Difference p-values 
# 
men 

# 
women 

       

A. All Subjects       

       

Average of Both Rounds       

Mental Rotation 11.813 9.25 2.563*** (0.000)[0.000] 64 64 

GRE Verbal 2.320 2.008 0.313* (0.115)[0.082] 64 64 

Piece Rate Round       

Mental Rotation 11.953 9.438 2.516*** (0.000)[0.000] 64 64 

GRE Verbal 2.156 2.047 0.109 (0.662)[0.445] 64 64 

Tournament Round       

Mental Rotation 11.672 9.063 2.609*** (0.000)[0.000] 64 64 

GRE Verbal 2.484 1.969 0.516*** (0.024)[0.016] 64 64 

       

B. First 64 Subjects       

       

Average of Both Rounds       

Mental Rotation 11.203 9.609 1.594* (0.081)[0.091] 32 32 

GRE Verbal 2.109 1.984 0.125 (0.674)[0.674] 32 32 

Piece Rate Round       

Mental Rotation 11.344 9.688 1.656* (0.092)[0.080] 32 32 

GRE Verbal 2.063 2.031 0.032 (0.936)[0.690] 32 32 

Tournament Round       

Mental Rotation 11.063 9.531 1.531 (0.111)[0.113] 32 32 

GRE Verbal 2.156 1.934 0.219 (0.498)[0.508] 32 32 
Mental Rotation Score is out of 20 and GRE Verbal Score is out of 8 in each round. The p-values in parenthesis are two-
sided t tests while the brackets are the Mann-Whitney U test for non-parametric assumptions. Section B only contains the 
64 subjects from the control group and perception treatment. These results were used to construct treatment 2's stereotype 
threat language, in which actual performance data was given to the subjects. 
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Table 1.2. Perceptions on Pre-Treatment Rounds Average Performance 

 (1) (2) (3) (4) (5) (6) 

  Men Women Difference p-values # men # women 

       

A. All Genders' Beliefs       

Mental Rotation 12.317 12.244 0.073 (0.775)[0.810] 32 32 

GRE Verbal 4.739 5.186 -0.447*** (0.001)[0.001] 32 32 

 
      

B. Men's Beliefs       

Mental Rotation 12.697 12.578 0.119 (0.746)[0.550] 32 0 

GRE Verbal 4.625 5.194 -0.569*** (0.006)[0.007] 32 0 

 
      

C. Women's Beliefs       

Mental Rotation 11.938 11.909 0.028 (0.939)[0.849] 0 32 

GRE Verbal 4.853 5.178 -0.325* (0.091)[0.067] 0 32 
Mental Rotation Score is out of 20 and GRE Verbal Score is out of 8 in each round. The p-values in parenthesis are 
two-sided t tests and the brackets are the Wilcoxon signed-rank test for non-parametric assumptions. The 64 subjects are 
drawn from those who participated in the perception treatment, where they were asked about their perception of the 
average score by gender in their group. 

 

 

1.3 Results 

1.3.1 Do subjects believe the updated information? 

I first check whether the updated information treatment was deemed credible by the subjects. If this 

information is credible, it should affect subjects’ own beliefs about gender differences in the tasks in 

the post-experiment questionnaire where all subjects are asked about their perceived average scores 

by gender within their group (for all the rounds). In the update treatment, subjects were told the 

information in Table 1.1.B. (men performed 1.6 points better than women and that men and women 

performed about equally in the GRE Verbal task, although men performed 0.125 points better). If 

subjects believed these results, those exposed to the update treatment will trend towards these results. 

The regression is as follows: 

𝐵𝑒𝑙𝑖𝑒𝑓𝐺,𝑇 = α + 𝛿1
𝐺,𝑇𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛 + 𝛿2

𝐺,𝑇𝑈𝑝𝑑𝑎𝑡𝑒 + 𝛿3
𝐺,𝑇𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛 ∗ 𝑈𝑝𝑑𝑎𝑡𝑒 + 𝜖𝑖𝑡  (1.3.1) 

 

Belief captures the subject’s perceived gap of the score difference of all rounds (in our regression 

context, it is the subjects’ belief of the average men’s scores minus their beliefs of the average women’s 

scores). G is a superscript that denote gender where G ={M, F} for males and females, T = {R, V} 

for Mental Rotation or GRE Verbal. Perception and Update are the treatment variables described 

above that take on a value of 1 if treated, 0 otherwise. 
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Table 1.3: Post-Experiment Belief About Gender Gap   

 (1) (2) (3) 

Group All Men Women 

    

A. Mental Rotation    

    

Perception Treatment -0.238 -0.05 -0.425 

 [0.439] [0.633] [0.627] 

Update Treatment 1.344*** 1.500** 1.188* 

 [0.439] [0.633] [0.627] 

Perception Treatment*Update Treatment -0.034 -0.075 0.006 

 [0.621] [0.895] [0.886] 

constant 0.219 0.063 0.375 

 [0.310] [0.447] [0.443] 

    

N 128 64 64 

R-Squared 0.133 0.152 0.119 

    

B. GRE Verbal    

    

Perception Treatment 0.297 0.650** -0.056 

 [0.244] [0.263] [0.400] 

Update Treatment 0.625** 0.875*** 0.375 

 [0.244] [0.263] [0.400] 

Perception Treatment*Update Treatment -0.428 -0.706* -0.15 

 [0.345] [0.372] [0.565] 

constant -0.500*** -0.938*** -0.063 

 [0.172] [0.186] [0.283] 

    

N 128 64 64 

R-Squared 0.057 0.19 0.023 
The dependent variable is the difference between the self-reported beliefs about the average scores of  
men minus the self-reported beliefs about the average scores of women in the group. 

 

Table 1.3 provides evidence that subjects understood and believed the updated information. 

The interpretation of the results from Table 1.3.A is that exposure to the updated information on 

average, increased the belief that men outperformed women by 1.344 points in the mental rotation 

task. The constant term is 0.219, which meant that the average belief in the score difference was 0.219 

points in favor towards men in the base control group. Adding the increase from the update treatment 

to the constant term comes close to the 1.6 points gap that was reported to subjects. When running 
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the regression results separately for each gender, adding the estimates to the constant term is also close 

to 1.6 points. Similarly, for the GRE Verbal task, the constant term of -0.5 indicates that in our base 

control group, subjects believed women outperformed men by 0.5 points. The update treatment, on 

average, increased the belief in the gap by 0.625 but in favor towards men. Thus, because of the update 

treatment, our subjects now believe that men performed better by 0.125 points, which is in fact, the 

score gap reported to subjects.  

 

1.3.2 Do subjects change their preferences as a result of information provision? 

Information provision of gender gaps may even influence preferences, causing more men to prefer 

the mental rotation task, where men performed better, and more women to prefer the GRE Verbal 

task, where the performance was reported as being about identical. Preference is captured in two ways: 

Subjects are asked in the questionnaire whether they prefer the mental rotation task or the GRE Verbal 

task and whether they believed they scored better at the mental rotation task or GRE Verbal task 

relative to their peers.  

We can use the following linear probability model to evaluate whether the updated information 

affected preferences: 

𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝐺 = α + 𝛿1
𝐺𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛 + 𝛿2

𝐺𝑈𝑝𝑑𝑎𝑡𝑒 + 𝛿3
𝐺𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛 ∗ 𝑈𝑝𝑑𝑎𝑡𝑒 + 𝜖𝑖𝑡  (1.3.2) 

 

Preference is a dummy variable that takes the value of 1 when the mental rotation task is selected and 

0 if the GRE Verbal task is selected. It is likely that the updated information will increase the 

probability that men choose the mental rotation task and decrease the probability that women choose 

the mental rotation task. 

Table 1.4 indicates that there was a shift in preference as well. When subjects are exposed to 

the update treatment, men increase the probability that men prefer the mental rotation task by 25% 

(p-value = 0.12) and increase the probability that men claim they are better at the mental rotation task 

by 31.3% (p-value = 0.026). Conversely, when women were exposed to the update treatment, their 

probability to prefer the mental rotation decreased by 31.3% (p-value = 0.077) and their probability 

to believe they performed better in the mental rotation task decreased by 25% (p-value = 0.157). 

Although two of these results are not statistically significant at the 10% level, given their p-values are 

close to 0.1 and taken together with the other results, it is still suggestive of a preference shift from 

the updated information. One interesting result is that the question that yielded the statistically 

significant estimate for men was framed as a question about confidence, as it asked what task they 



15 

 

 

thought they did better in, while the statistically significant estimate for women was on the question 

about preferences. 

Table 1.4: Task Preferences 

 (1) (2) (3) (4) 

Group Men Men Women Women 

Dependent Variable 
Prefer 
MR 

Better at 
MR 

Prefer 
MR 

Better at 
MR 

     

Perception Treatment 0.063 0.063 0.063 0.063 

 [0.158] [0.136] [0.174] [0.175] 

Update Treatment 0.250 0.313** -0.313* -0.250 

 [0.158] [0.136] [0.174] [0.175] 

Perception Treatment*Update Treatment -0.187 -0.250 0.187 0.187 

 [0.223] [0.192] [0.246] [0.247] 

constant 0.625*** 0.688*** 0.625*** 0.625*** 

 [0.112] [0.096] [0.123] [0.124] 

     

N 64 64 64 64 

R-Squared 0.04 0.09 0.08 0.06 
The post-experiment questionnaire asked subjects if they preferred the mental rotation or the GRE Verbal task 
and which task they thought they did better relative to their peers. The dependent variable takes a value of 1 if 
the mental rotation task is selected and 0 for the GRE Verbal task. 

 
1.3.3 Did priming subjects about perceptions and/or information about gender gaps affect their performance? 

I use the average score difference from the pre-treatment round and the post-treatment round as the 

dependent variable, denoted as ∆Score below. The regression is as follows: 

∆𝑆𝑐𝑜𝑟𝑒𝐺,𝑇,𝑆 =  𝛼 + 𝛽1
𝐺,𝑇,𝑆 ∗ 𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛 +  𝛽2

𝐺,𝑇,𝑆𝑈𝑝𝑑𝑎𝑡𝑒 +  𝛽3
𝐺,𝑇,𝑆𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛 ∗  𝑈𝑝𝑑𝑎𝑡𝑒 +

 𝑋𝛾 +  𝜀 (1.3.3) 

S is a superscript that denotes payment style where S = {P, C} for piece-rate or competitive 

tournament. Perception and Update are the treatment variables described above that take on a value 

of 1 if treated, 0 otherwise. X is a vector of controls from our post-experiment questionnaire such as 

race, age, international student status, STEM major, and whether they participate in competitive 

activities, enjoy competition, believe themselves to be good at competition, and test anxiety. These 

variables can increase the precision of our estimates.  

 In the mental rotation task, for the perception treatment, since subjects did not perceive 

gender differences, I did not expect this treatment to have any effect on future performance. Table 

1.5.A shows that this is true in the piece-rate payoff scheme. However, Table 1.5.B shows that under 
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the tournament payoff scheme, there is a statistically significant decrease in the tournament score for 

the perception treatment for women. This coefficient can be interpreted as an average decrease in 

2.322 points when women were asked about their beliefs on what the gender difference is, holding 

the covariates fixed. 

This result is surprising given that women on average, reported there was no gender gap in 

this task. There are a few possible interpretations of this result. One interpretation is that women were 

not being completely forthright with their perceptions of gender differences. In addition, it is possible 

that the subjects were being truthful initially, but the question made the women subjects uneasy as 

they were uncertain if there was a gender gap. This affected their performance in the tournament stage 

exclusively, where subjects may be more prone to stereotype threat. However, a more likely 

explanation is that this result is not robust with a larger sample size. When modifying the regression 

for our treatment variables to interact with a female dummy variable rather than disaggregating by 

gender, the estimate of perception treatment interacted with the female dummy is not significant (see 

Appendix Table B2 and B3).  

However, under the information provision treatment, if stereotype threat exists, providing 

knowledge of an actual gender gap of 1.6 points in favor towards men in the mental rotation task 

should decrease the scores of women if stereotype threat affects performance. Men may also see an 

increase in their scores when given information that they outperformed women. However, the 

information provision treatment had no effect on the score improvement for both genders in the 

post-treatment rounds in both the piece-rate or the tournament (Table 1.5). 13 The interaction of the 

perception and update treatments also does not result in any statistically significant effects. 

 

 

 

 

 

 

 

 
13 It could be that subjects believe they themselves are “above average”, and the 1.6-point difference in the mental 
rotation task between men and women was not large enough to elicit a credible stereotype threat for women if they 
believed that they score above the average woman. However, this gap is still quite large; men performed 16.6% better 
than women and if this study is to be repeated, the larger 2.6 gap from all 128 subjects can be used (which translates to 
men performed 27.7% higher than women. If this study were to be repeated, I would use the relative percentage terms 
as a stereotype threat rather than the raw scores because it may lead to a stronger psychological response. 
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Table 1.5: Mental Rotation: Score Difference from Pre-Treatment & Post-Treatment 
Rounds 

 (1) (2) (3) (4) (5) (6) 

Group All All Men Men Women Women 

       
A. Piece-Rate       

       
Perception Treatment 0.125 0.219 0.375 0.886 -0.125 0.125 

 [0.755] [0.772] [1.098] [1.131] [1.049] [1.115] 

Update Treatment -0.094 0.183 -0.500 -0.752 0.313 0.764 

 [0.755] [0.788] [1.098] [1.148] [1.049] [1.257] 
Perception Treatment*Update 
Treatment 0.000 -0.090 0.750 0.753 -0.750 -1.641 

 [1.068] [1.143] [1.553] [1.690] [1.484] [1.804] 

constant 2.000*** 0.872 2.125*** 1.855 1.875** -1.338 

 [0.534] [3.344] [0.776] [4.890] [0.742] [6.126] 

       
Covariates Included No Yes No Yes No Yes 

N 128 128 64 64 64 64 

R-Squared 0.001 0.131 0.019 0.253 0.012 0.22 

       
B. Tournament       

       
Perception Treatment -0.969 -1.026 -0.125 0.478 -1.812* -2.322** 

 [0.738] [0.767] [1.071] [1.179] [1.030] [1.085] 

Update Treatment 0.531 0.793 0.938 0.934 0.125 0.366 

 [0.738] [0.783] [1.071] [1.197] [1.030] [1.224] 
Perception Treatment*Update 
Treatment 0.625 0.117 -0.563 -1.503 1.812 1.280 

 [1.043] [1.135] [1.514] [1.762] [1.457] [1.755] 

constant 2.250*** 4.084 2.125*** 1.621 2.375*** 7.126 

 [0.522] [3.321] [0.757] [5.100] [0.729] [5.961] 

       
Covariates Included No Yes No Yes No Yes 

N 128 128 64 64 64 64 

R-Squared 0.035 0.133 0.019 0.146 0.078 0.285 
The dependent variable is the score difference from the post-treatment and pre-treatment rounds (either piece-rate or 
tournament rounds). Perception and Update treatments are dummy variables that take the value of 1 if the treatment is 
applied. Included covariates when specified are whether one participates in competitive activity, enjoy competition (1-5), 
good at competition (1-5), how anxious they felt (1-5), age, whether they are an international student, whether they were 
a STEM major, and race dummy variables. 
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Table 1.6: GRE Verbal: Score Difference from Pre-Treatment & Post-Treatment Rounds 

 (1) (2) (3) (4) (5) (6) 

Group All All Men Men Women Women 

       
A. Piece-Rate       

       
Perception Treatment 0.031 0.137 -0.063 0.247 0.125 0.238 

 [0.400] [0.423] [0.567] [0.588] [0.582] [0.643] 

Update Treatment -0.375 -0.281 -0.438 -0.698 -0.313 0.009 

 [0.400] [0.432] [0.567] [0.597] [0.582] [0.725] 

Perception Treatment*Update 
Treatment 

-0.125 -0.324 -0.062 -0.399 -0.187 -0.563 

 [0.566] [0.627] [0.802] [0.879] [0.824] [1.040] 

constant 0.688** 1.585 0.813** 1.723 0.563 1.609 

 [0.283] [1.833] [0.401] [2.544] [0.412] [3.534] 

 

      

Covariates Included No Yes No Yes No Yes 

N 128 128 64 64 64 64 

R-Squared 0.019 0.087 0.023 0.244 0.017 0.161 

 

      

B. Tournament 
      

 

      

Perception Treatment 0.313 0.391 0.25 0.365 0.375 0.376 

 [0.396] [0.414] [0.559] [0.589] [0.575] [0.654] 

Update Treatment -0.031 0.182 -0.313 -0.068 0.25 -0.074 

 [0.396] [0.422] [0.559] [0.598] [0.575] [0.737] 

Perception Treatment*Update 
Treatment 

-0.156 -0.530 0.000 -0.614 -0.313 0.008 

 [0.560] [0.612] [0.790] [0.881] [0.813] [1.057] 

constant 0.344 0.746 0.375 -0.033 0.313 1.467 

 [0.280] [1.791] [0.395] [2.549] [0.406] [3.591] 

 

      

Covariates Included No Yes No Yes No Yes 

N 128 128 64 64 64 64 

R-Squared 0.007 0.100 0.017 0.214 0.008 0.102 

The dependent variable is the score difference from the post-treatment and pre-treatment rounds (either piece-
rate or tournament rounds). Perception and Update treatments are dummy variables that take the value of 1 if 
the treatment is applied. Included covariates when specified are whether one participates in competitive activity, 
enjoy competition (1-5), good at competition (1-5), how anxious they felt (1-5), age, whether they are an 
international student, whether they were a STEM major, and race dummy variables. 

 

For the GRE Verbal task, where subjects perceived that women outperformed men, if men are 

vulnerable to stereotype threat brought by reminding subjects of these differences in the perception 

treatment, then they will decrease their performance in the future rounds. Some studies claim even 

traditionally advantaged groups can also be susceptible to stereotype threat (Aronson et al., 1999). 
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There should not be an effect on women, because they did not perceive as large of a gender difference 

as men, and this difference is not very statistically significant. Table 1.6 shows no statistically significant 

effects for the perception treatment in the GRE Verbal task, where men strongly believed that women 

performed better, for both men and women. 

Also, in the GRE Verbal task, if given the updated information that men and women 

performed about equally, men may get a boost to their scores if they believed they would have 

underperformed. However, it also appears that updating men that they perform about equally with 

women also does not have a statistically significant effect on their score difference from the post-

treatment and pre-treatment rounds. If men believed that there was a gender gap in favor of women, 

providing them information that they performed equally, even marginally better, should have 

improved their scores. 

 

1.3.4 Are the scores different under piece-rate and competition? 

Table 1.7: Pre-Treatment Competition Comparison 
A. Comparison of 
Piece-Rate and 
Tournament 

Piece-
Rate 

Tournament Difference p-values 
# 
men 

# 
women 

Men       
Mental Rotation 11.953 11.672 0.281 (0.396)[0.415] 64 0 

GRE Verbal 2.156 2.484 -0.328* (0.064)[0.090] 64 0 

Women       

Mental Rotation 9.438 9.063 0.375 (0.328)[0.338] 0 64 

GRE Verbal 2.047 1.969 0.078 (0.699)[0.708] 0 64 

 
      

B. Comparison of 
Differences by Gender 

Men Women Difference p-values 
# 
men 

# 
women 

Mental Rotation 0.281 0.375 -0.094 (0.852)[0.823] 64 64 

GRE Verbal -0.328 0.078 -0.406 (0.129)[0.153] 64 64 

A. compares the scores of the piece-rate and tournament to determine if these scores are significantly different depending 
on the presence of competition for each gender. B. compares these differences to see if they are statistically significant 
between men and women. For the p-values, the parenthesis uses two-sided t tests. The brackets use the Wilcoxon signed-
rank test in part A and the Mann-Whitney U test in part B 

 

First, I analyze whether there are differences in outcomes under the piece-rate and tournament in the 

absence of any stereotype threat treatment. This allows a within-subjects comparison of all 128 

subjects. Some early research claims that the gender gap widens under competition (Gneezy et al., 

2003) although some more recent experimental evidence has indicated results are ambiguous 

dependent on the type of task (Shurchkov. 2012; Iriberri and Rey-Biel, 2017). Table 1.7 shows there 
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is no statistically significant difference between the piece-rate and the tournament scores for men and 

women for the mental rotation tasks. However, in the GRE Verbal task, men performed about 0.328 

points better under the tournament than the piece-rate, which was statistically significant. However, a 

two-sided t test or a Mann-Whitney U test on the score differences between the piece-rate and the 

tournament is not statistically significant when comparing men and women (Table 1.7 Panel B). Thus, 

there is no generalizable pattern about whether men or women differ in their outcomes under 

competition in the absence of the treatment variables.  

The next step is to test that whether the stereotype threat treatments will create different 

outcomes under competition. Table 1.8 summarizes the average score improvements from the pre-

treatment to post-treatment rounds in each of the groups, by gender and payment style. A positive 

value indicates that the subject improved post-treatment while a negative value indicates that a subject 

performed worse post-treatment. Column (3 and 4) and Column (7 and 8) show non-significant 

differences in the score improvements between men or women in both the piece-rate and tournament 

for both types of tasks. Next, I compare the difference between the competition and piece-rate 

improvement by gender (Columns 9 and 10) to observe whether men and women react differently in 

each of the groups to different payment styles. Column (11 and 12) shows the difference between the 

competition improvement and the piece-rate improvement between men and women is not 

statistically significant. Thus, there is no evidence supporting that men and women react to our 

stereotype threat treatments differently when exposed to a competitive lab setting. In fact, even in the 

absence of these treatment, our results do not provide compelling evidence that subjects’ 

performances differ by gender between a competitive and non-competitive payment style. 

Finally, the post-experiment questionnaire supports gender differences in attitudes towards 

competition despite a lack of convincing evidence on performance (Table 1.9). Men are 37.5% more 

likely to participate in a competitive activity. In addition, on a scale of 1 to 5, men selected a higher 

self-assessment score on whether they are good at competition and whether they enjoy competition. 

These differences are highly statistically significant and consistent with the idea that women “shy away 

from competition” (Niederle and Vesterlund, 2007). However, when asked whether subjects preferred 

the tournament or the piece-rate, there was no statistically significant difference of their choice by 

gender, which somewhat contradicts this idea. Nevertheless, it is important to note that Niederle and 

Vesterlund made their subjects choose a payment style for the final round of tasks as opposed to self-

reported preferences.
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Table 1.8: Comparison of Score Improvements (Post-Treatment Round - Pre-Treatment Round) by Payment Style 

               

 Piece-Rate Improvement  Competition Improvement  

Competition Improve. - Piece-Rate 
Improve. 

 (1) (2) (3) (4)  (5) (6) (7) (8)  (9) (10) (11) (12) 

  Men Women Diff p-value   Men Women Diff p-value   Men Women Diff p-value 

               
Mental Rotation               
All Subjects 2.250 1.781 0.469 (0.377)[0.475]  2.391 1.984 0.406 (0.441)[0.599]  0.141 0.203 -0.063 (0.927)[0.750] 

Control 2.125 1.875 0.250 (0.778)[0.621]  2.125 2.375 -0.250 (0.775)[0.805]  0.000 0.500 -0.500 (0.634)[0.469] 
Perception 
Treatment 2.500 1.750 0.750 (0.550)[0.531]  2.000 0.563 1.438 (0.242)[0.245]  -0.500 -1.188 -0.844 (0.643)[0.596] 

Update Treatment 1.625 2.188 -0.563 (0.599)[0.518]  3.063 2.500 0.563 (0.557)[0.733]  1.438 0.313 1.125 (0.482)[0.448] 

Perception and 
Update Treatments 2.750 1.313 1.438 (0.197)[0.383]  2.375 2.500 -0.125 (0.914)[0.662]  -0.375 1.188 -1.563 (0.251)[0.129] 

               
GRE Verbal               
All Subjects 0.547 0.422 0.125 (0.660)[0.597]  0.344 0.547 -0.203 (0.467)[0.459]  -0.203 0.125 -0.328 (0.424)[0.300] 

Control 0.813 0.563 0.250 (0.680)[0.863]  0.375 0.313 0.063 (0.907)[0.787]  -0.438 -0.250 -0.188 (0.831)[0.879] 
Perception 
Treatment 0.750 0.688 0.063 (0.923)[0.788]  0.625 0.688 -0.063 (0.923)[0.909]  -0.125 0.000 -0.125 (0.901)[0.662] 

Update Treatment 0.375 0.250 0.125 (0.779)[0.557]  0.063 0.563 -0.500 (0.413)[0.338]  -0.313 0.313 -0.625 (0.343)[0.320] 

Perception and 
Update Treatments 0.250 0.188 0.063 (0.917)[0.862]  0.313 0.625 -0.313 (0.520)[0.406]  0.063 0.438 -0.375 (0.633)[0.370] 

Columns (1), (2), (5), and (6) are the average improvement from the post-treatment round and the pre-treatment round by gender. Column (3) and (7) is the difference 
between the improvements. A positive value indicates that men improved more than women. (9) and (10) are the difference between the competition and piece-rate 
improvements. A positive value indicates the improvement was larger for the tournament while a negative value indicates a larger improvement for piece-rate. Column 
(11) is the gender difference, where a postive value means that men had a larger improvement in the tournament. (4), (5), and (12) are the p-values, the parenthesis 
indicates a two-sided t test while the brackets used a Mann-Whitney U test for non-parametric assumptions. 
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Table 1.9: Post-Experiment Questionnaire on Competition 

 (1) (2) (3) (4) 

  Men Women Difference p-value 

     

Prefer Tournament (0 or 1) 0.438 0.438 0.000 (1)[1] 

Participate in Competitive Activity (0 or 1) 0.500 0.125 0.375*** (0.000)[0.000] 

Good at Competition (1-5) 3.625 2.969 0.656*** (0.000)[0.000] 

Enjoy Competition (1-5) 3.781 3.125 0.656*** (0.000)[0.000] 

          
The parenthesis indicate a two-sided t-test and the brackets are from a Mann-Whitney U test. 
 
 

1.4 Discussion 

While I find convincing evidence that our information provision treatment was credible to subjects 

by changing their ex-post beliefs in the gender gap, this treatment does not affect post-treatment 

scores for men or women as one may expect in the presence of stereotype threat. However, the main 

finding is that information on gender gaps shifted men’s preferences towards the mental rotation task, 

by increasing their belief that they did better in that task relative to the GRE Verbal, and women’s 

preferences towards the GRE Verbal task, by increasing their preference for the GRE Verbal task 

relative to the mental rotation. Therefore, while stereotype threat may not manifest itself in the form 

of decreased performance, providing information about group outcomes may have a subtle effect on 

individual preferences. Assuming external validity, one could imagine that this may be important if 

stereotypes on group averages dissuade women from certain subjects in school or career fields, even 

if stereotype threat does not necessarily hinder women’s performance in those fields. 

Additionally, there is weak evidence that the perception treatment, designed to replicate 

previous studies in its reliance on implicit beliefs, may have decreased women’s performance in the 

mental rotation tournament round. However, given that women did not actually report that they 

believed in a gender gap and that this effect is not robust with a modified regression that interacts 

gender with our treatment variables, it is hard to place too much stock in this finding without a larger 

sample size. Furthermore, I do not find significant effects with the information provision treatment. 

Finally, I do not find evidence that men outperform women in competitive settings, which seems to 

be in line with more recent studies (Shurchkov, 2012; Iriberri and Rey-Biel 2017). I also do not find 

that men and women react differently in stereotype threat treatments when they are competing in a 

tournament. 
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 Overall, this experiment adapts previous designs and develops a novel approach to eliciting 

perceptions of stereotypes and updating information with actual performance outcomes as stereotype 

treat treatments rather than relying on implicit beliefs or vague statements about group differences. 

The information provision treatment used in this study uses data from an identical task, with an 

identical subject pool, and an actual magnitude of the performance gap to generate a credible 

stereotype threat. Finally, this experiment is one of the first to explicitly test stereotype threat under 

competitive outcomes. However, while the information is credible due to the corresponding shift in 

beliefs in the gender gap, it is possible that providing information on magnitudes of the gender gaps 

has different effects when compared to only providing information about the gender that performed 

better without information about magnitudes. It could be that even though subjects believed the 

gender gap that was provided, it was not perceived by the subjects to be very large and if the 

stereotyped group overestimated their own abilities relative to the group average, they may be less 

prone to respond to the stereotype threat.  

 There are potential avenues for future studies. I discussed testing for stereotype threat without 

the absence of magnitudes as one avenue, which could be done by adding a treatment where the only 

information provided is that men or women performed better without providing the magnitude of 

the gender gap. This may prove that stereotype threat is stronger when the threat is subtle. 

Additionally, it is also worthwhile to consider what would happen in a task with a much larger gender 

gap, either by using the new pre-treatment scores of the entire 128 subject pool or finding another 

task with even larger gender differences in favor towards men. 14 Additionally, while this study focused 

primarily on two tasks that could create stereotype threat for women by updating their perceptions 

that they did worse on the task than expected, one could think of testing for situations with reducing 

the stereotype threat. For example, one scenario is if women perceive a large gender gap in favor of 

men but find out that this gap is small or non-existent. Finally, it might be note-worthy to assess 

competition between subjects as another treatment variable. This will allow for easier comparisons of 

its interaction with our treatment variables and provide an overall cleaner analysis. The within-subjects 

design, although used in earlier competition studies, requires subjects to pay attention and understand 

the payment structure in each round. Nevertheless, this experiment provides a promising design in 

evaluating the role of updating information on stereotypes in competitive settings. 

 

 
14 Due to IRB protocol forbidding deception, experiments must find tasks that yield actual, large gender differences, 
which is a costly endeavor. Psychology experiments have more flexibility in deceiving subjects provided they are briefed 
at the conclusion of the experiment. 
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2. Relative Sizes of Age Cohorts and Labor Force Participation of Older 

Workers 

2.1 Introduction 

In light of population aging in the United States – a development shared with many countries – future 

employment rates of older individuals will be important determinants of the financial solvency of 

Social Security, mainly because higher employment implies a continued inflow of Social Security 

payroll taxes. Illustrating the importance of the employment older individuals, assumptions about 

labor force participation (LFP) by age play a key role in the 2016 annual report of the federal OASDI 

and DI trust funds.15 Moreover, policy responses to population aging seek in one way or another to 

increase employment of older individuals, such as the increases in the Full Retirement Age and changes 

in for early retirees reflected in the Social Security Amendments of 1983. The effects of these reforms, 

and reforms likely to be contemplated in the future, hinge in large part on employment prospects of 

individuals at older ages.     

Our analysis in this paper studies what the changing demographic structure of the United 

States population implies for the likelihood of employment at older ages. In particular, the overriding 

question that motivates our analysis is whether increases in the relative shares of the population at 

older ages are likely to substantially change employment of older individuals. Likely changes in 

employment independent of Social Security reforms may, for example, lead to increased employment 

of older individuals that mitigates the increase in the dependency ratio we might otherwise expect 

from population aging, and condition how we view the anticipated costs or burdens on older 

individuals from raising the retirement age and reducing benefits for early retirement and Social 

Security claiming.   

The Baby Boom and other, less-dramatic fluctuations in the sizes of birth cohorts generate 

substantial shifts in the relative sizes of older vs. younger cohorts. Existing work on the effects of 

cohort size on labor markets in the United States has tended to focus on the effects of own cohort 

size on wages (e.g., Welch, 1979), and sometimes on employment or unemployment (e.g., Korenman 

and Neumark, 2000). These studies (as well as work for other countries, such as Morin (2015) for 

Canada), have tended to focus on the effects on youths of entering the labor market as part of a large 

cohort. In general, past studies find that youths entering the labor market as part of large cohorts fare 

 

 
15 See https://www.ssa.gov/oact/tr/2016/tr2016.pdf, Chapter V.B.5 (viewed April 18, 2017). 
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worse – earning lower wages, and as a result having lower employment rates – at least initially. These 

effects are interpreted as “relative supply” or “cohort crowding” effects of a cohort’s relative size, 

with a large cohort shifting out labor supply, depressing wages, and hence lowering employment or 

labor force participation rates (via the reservation wage effect). The evidence that larger cohorts 

experience relative earnings declines implies that workers in different age cohorts are only imperfectly 

substitutable, and some work (e.g., Morin, 2015) suggests – as seems quite plausible – that the degree 

of substitutability between cohorts is lower the larger the age difference between them. 

Our focus in this paper is on older workers – in particular, the effects of the relative size of 

older cohorts on their labor force participation (LFP) and wages. We concentrate on estimating effects 

among 50-59 year-olds and 60-69 year-olds. These are the age ranges in which labor force participation 

first starts to decline, and then when most people retire (see Appendix Table B4). The 60-69 age range, 

in particular, is the age range in which – in light of population aging – policymakers are trying to 

increase employment, often through reforms to public pension systems (e.g., Gruber and Wise, 2007). 

Moreover, this is an age range in which policy may have considerable scope for increasing LFP because 

of low LFP rates (see Figure 2.1, Panel A).16     

In the standard relative supply framework applied to younger workers, we would simply view 

larger older cohorts as likely to experience lower wages and hence lower employment or LFP. Some 

past work suggests we should not expect much impact of relative cohort size on older workers. For 

example, Welch (1979) finds evidence suggesting that the adverse effect of entering the job market in 

a large cohort weakens at older ages, although it does not dissipate. Wright (1991), for the United 

Kingdom, finds that the effect fully dissipates. However, aside from being quite dated, these studies 

did not focus explicitly on older individuals. Moreover, if the degree of substitution is quite high 

between older cohorts and other more-experienced workers, consistent with the flattening of 

earnings-experience profiles by middle age (Heckman et al., 2006), we might not expect much effect 

on wages or LFP of being in large cohort of older workers.   

Despite these considerations, there are reasons to expect that the effects of cohort size could 

be sizable for older workers. Older individuals in their 50s or 60s have low employment rates relative 

to those in their 40s or 30s – in part because of transitions to retirement, especially in the 60s (e.g., 

Munnell, 2015). At the same time, retirement is quite fluid, because many seniors transition to part-

 

 
16 We explored grouping the 50-59 year-olds with 25-49 year-olds, but the data indicated that, for the analyses we 

present, the behavior of 50-59 year-olds was similar to that of 60-69 year-olds, and dissimilar to that of 25-49 year-
olds.   
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time or shorter-term “partial retirement” or “bridge jobs” at the end of their careers (e.g., Johnson et 

al., 2009), or return to work after a period of retirement (Maestas, 2010). Together, these facts suggest 

that older workers may have quite elastic labor supply on the extensive margin, in contrast to workers 

(especially men) of other ages, in which case the effects of large cohort size on LFP or employment, 

stemming from wage effects, could be sizable.17 Moreover, if older workers in partial retirement are 

leaving career jobs, and perhaps taking lower-skilled or less-demanding jobs, they may not be so 

substitutable with prime-age workers, implying that there could be larger effects of cohort size on 

wages in this age range – like for young labor market entrants.   

To this point, we have focused on the usual relative supply hypothesis about cohort size, which 

predicts negative effects of large relative cohorts on LFP and wages. However, there are two factors 

that could push in the opposite direction, towards a positive effect. First, we might expect the age 

structure of the population to affect the composition of consumption and hence labor demand.18 It is 

possible that the age structure of employment is such that relative labor demand for an age cohort 

increases when the relative size of that cohort increases. For an example particularly pertinent to older 

workers, Cohen (2006) documents the aging of the U.S. nursing workforce, for which demand will 

surely grow as the population ages.   

Second, a relative cohort size measure is just that – a relative measure. Thus, an increase, say, 

in the size of the 60-69 year-old cohort relative to the population means that the old cohort is large 

relative to at least some other narrowly-defined age cohorts. If two age cohorts are substitutable, then 

a decline in the relative size of one of them can imply an increase in the relative demand for the other.  

For example – again with particularly relevance to older workers – the partial/bridge retirement 

phenomenon may mean that “post-retirement” workers take lower-skilled jobs more similar to those 

held by younger workers, in which case older workers could be substitutable with young workers and 

a large cohort of 60-69 year-olds relative to young workers can increase demand for 60-69 year-olds. 

Alternatively, if older workers are more substitutable for workers in the prime/middle-aged cohort, 

we might find this positive demand response for the size of the older cohort relative to this cohort.   

We explore the effects of the relative sizes of age cohorts on LFP and wages, focusing on the 

effects on older individuals. We use long-term data on cohort size and cohort labor force participation 

 

 
17 The meta-analysis in Evers et al. (2008) points to a very low extensive margin labor supply elasticity for men generally.  

For evidence suggesting sizable extensive margin labor supply elasticities for older workers in the United States, see 
French and Jones (2012).     

18 For example, Reinhardt (2003, Exhibit 1) reports that per capita health spending for 55-64 year-olds is double that for 
25-34 year-olds.   
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rates and wages over many decades, exploiting variation across states in a panel data setting that 

controls for other influences on employment of older workers, as well as for some measures related 

to longer-term, life-cycle responses to cohort size, like education and marriage. We pay careful 

attention to the endogeneity of the contemporaneous age structure of a state’s potential workforce.  

Given distinct and persistent patterns of internal migration related to age (e.g., migration to Florida 

and Arizona), as well as more variable changes in internal migration with respect to economic 

conditions (and international immigration), we might expect the effects of the relative sizes of different 

age cohorts to be hard to detect in OLS estimates. For example, an adverse effect of a large cohort on 

LFP may be obscured because the cohort is large owing to in-migration in response to strong labor 

demand. We instrument for contemporaneous relative cohort size measures using historical birth data 

by state and cohort – which should be an exogenous source of variation in states’ current demographic 

structures.  
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Figure 2.1: Labor Force Participation Rates and Population Share by Age Group, Over Time 
 

                       A. Labor force participation rates                                                                      B. Cohort shares  

 
Source: Census Population Survey (CPS) 1977-2016.  In Panel A, a state panel is first constructed from CPS monthly basic files by aggregating labor 
force participation for each state, year, and age group.  The figure in the panel is created from weighted averages of all states’ labor force participation 
rates, weighted by state population.  In Panel B, cohort share is constructed from the CPS monthly basic files by dividing the sum of the CPS survey 
weights for each age group in each state and year by the total sum of the survey weights for ages 16-69 in each state and year.  The figure in the panel is 
constructed from weighted averages of all the states’ cohort shares, weighted by state population.   
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2.2 Relevant Prior Work   

There is long-standing interest in factors affecting the employment of older workers, often motivated 

by implications for retirement systems. Perhaps the largest body of research focuses on work 

incentives created by the Social Security system itself – including the level of benefits (e.g., Burtless, 

1986), the early retirement age (e.g., Gustman and Steinmeier, 2005), the structure of the earnings test 

(e.g., Friedberg, 2000), and the impact of reforms to delay retirement (e.g., Neumark and Song, 2013).   

Research has also focused on other factors affecting employment of older workers. For 

example, there has been an outpouring of research on factors that appeared to have slowed the growth 

in employment and labor force participation of older workers since the Great Recession, such as 

changes in age discrimination (Neumark and Button, 2014) and increases in SSDI awards (Mueller et 

al., 2016).   

The effect of the relative sizes of age cohorts on the LFP of older individuals is a potentially 

important factor to study, for at least two reasons. First, variation in cohort size can be used to improve 

predictions of long-run changes, because the sizes of age cohorts can be quite reliably projected far 

into the future.   

Second, past research on the effects of cohort size on young workers establishes that cohort 

size can be influential. Welch (1979) showed that within schooling groups, the large cohort size of 

Baby Boomers reduced wages, with a larger impact on highly-educated workers and workers early in 

their career.19,20 Korenman and Neumark (2000) study variation over countries and across time to 

estimate the effect of the relative size of youth cohorts on youth unemployment rates. Like the strategy 

we use in this paper, they use an instrumental variables approach based on births by cohort and 

country to account for the endogeneity of cohort size with respect to labor market conditions (via 

migration), and when doing so find that larger youth cohorts are associated with higher unemployment 

rates.   

 

 
19 Welch’s study, like many others on cohort size, focuses on wages, but the effects of cohort size on wages should 

translate into effects on  employment and LFP rates, with lower wages reducing these rates, and vice versa.  Berger 
(1984) builds on Welch’s work by looking at effects on earnings profiles, which he interprets as reflecting human 
capital investment.  This channel of influence is less relevant for older workers.   

20 Macunovich (1999) tried to separate labor supply and labor demand effects of cohort size, suggesting that relative 
sizes of birth cohorts (and changes in sizes of birth cohorts, to capture leading and lagging effects of a boom) affect 
supply, while relative sizes of current cohorts (and changes) reflect demand.  It is not clear why this distinction isolates 
supply and demand effects; indeed, we use data on births to construct instrumental variables for contemporaneous 
cohort sizes, without taking a position on whether births drive supply or demand. 
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We do not focus only on the relative cohort size of the cohort of interest – in this case, older 

individuals – but also on a more detailed characterization of the sizes of other cohorts in different age 

ranges. This can matter because substitutability between cohorts may vary with “distance” in age. One 

paper that pays more attention to sizes of multiple cohorts is Stapleton and Young (1988), although 

they focus more on incentives to invest in education owing to how substitutability between cohorts 

varies by education, a question farther removed from the focus of our paper. Our research also differs 

in focusing on how cohort size affects LFP (and wages) of older individuals.   

  

2.3 Empirical Specifications and Strategy 

We begin with a standard relative cohort size specification used to estimate the effects of a large cohort 

of older individuals on their LFP. This specification takes the form: 

𝐿𝐹𝑃𝑠𝑡
𝑂 = α + β𝑂/𝑇RCS𝑠𝑡

𝑂/𝑇
+ 𝑋𝑠𝑡γ + λ𝑠 + θ𝑡 + 𝜖𝑠𝑡   (2.3.1) 

The O superscript denotes older cohorts aged either 50-59 or 60-69. RCS is a relative cohort size 

measure, and the O/T superscript denotes this that is computed for older cohorts relative to all 

working-age cohorts (16-69).21 X is vector of controls including: the unemployment rate for 16-49 

year-olds,22 the rate of state GDP growth from the previous year to the current one; the shares married 

and living together, divorced or widowed, and spouse absent or separated;23 the shares female (when 

we estimate regressions for men and women combined), Hispanic, black, urban, and union members; 

and the shares with less than a high school degree and a bachelor’s degree or higher. The marital status 

and education controls may reflect some of the life-cycle responses to variation in cohort size that 

reflect decisions taken at earlier ages, but also other changes that have a large exogenous component; 

with the CPS data we use, we are unable to measure years spent in different marital status states. The 

s and t subscripts denote state and year, and λ𝑠 and θ𝑡 are vectors of fixed state and year effects.   

The year effects we can incorporate into the state-level panel data we study are potentially very 

important. There are many economy-wide changes, including factors such as technology, trade 

liberalization, increases in women’s LFP, and declines in marriage, which can influence employment 

of individuals of different ages. In aggregate data, there would be no way to control for these 

 

 
21 We verified that estimating equation (2.3.1) for the size of the 60-69 cohort or the 50-59 cohort relative to the 16-49 

cohort (or the 16-59 cohort, for the analysis of 60-69 year-olds) yields very similar results to defining the size of the 
older cohorts relative to 16-69 year-olds.      

22 This is defined for men, women, or both sexes, corresponding to the sample used in the regression.   
23 Until 1989, the data combined divorced and widowed, and combined spouse absent and separated.  
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potentially confounding influences.   

LFP is the state-by-year average. The LFP and RCS variables are entered in logs, so β𝑂/𝑇 is an 

elasticity. Because we use sample estimates of state-level averages to construct our data, we always use 

GLS, weighting by average state population measured over the sample period. Our IV estimates 

(described below) are similarly weighted. We also estimate versions of equation (2.3.1) for the state-

by-year log of average hourly wages.24     

The estimate of β𝑂/𝑇measures the impact of the size of the older cohort relative to the 

workforce on LFP (or wages) of that older cohort.  We would expect similar qualitative results for 

cohorts of other ages, viewed through the simple mechanism of supply shifts.  We hence also estimate 

equation (2.3.1) for younger cohorts (aged 16-24, denoting the cohort size variable RCS𝑌/𝑇), and 

prime-aged cohorts (aged 25-49, denoting the cohort size variable RCS𝑃/𝑇), with the corresponding 

coefficients defined as β𝑌/𝑇 and β𝑃/𝑇).     

The relative cohort size measures may be endogenous. One possibility is that people migrate 

to where labor market conditions for their age group are better. This would create a bias against finding 

evidence, predicted by the relative supply hypothesis, that a larger relative cohort size reduces LFP or 

wages, as the cohort size may expand in response to high labor demand (which boosts LFP and wages). 

We might expect this kind of migration to be more common for younger cohorts.   

In contrast, older individuals may be more likely to migrate for retirement-related reasons.  

States that are retirement destinations will tend to have larger relative older cohort sizes but lower 

LFP rates – not because of cohort-size effects on labor supply, but through selective in-migration of 

older retirees. And similarly, states from which retirees (or near-retirees) migrate will tend to have lower 

relative cohort sizes at older ages, but high LFP, because of selective out-migration of retirees. The 

endogeneity bias from retirement-induced migration is thus in the opposite direction to the 

endogeneity bias from employment-induced migration – with retirement-induced migration biasing 

the evidence in favor of evidence, when looking at LFP, for the relative supply hypothesis. Of course, 

it is possible that some older people migrate based on labor market conditions, if they entertain the 

possibility of some “post-retirement” work, so the direction of bias is ultimately an empirical question. 

Finally, in contrast to LFP, there is no clear prediction about bias in the estimates of equation (2.3.1) 

 

 
24 We estimated all of our main specifications without weighting (available upon request). We put less store in the 
unweighted estimates, because the first-stage is much weaker, likely because of the greater weight put on smaller states 
with less accurate estimates. (Correspondingly, the reduced-form relationships are also much weaker.) That said, if we 
compare the OLS estimates, there is no indication of substantive differences in the results.  
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for wages – for older cohorts – from retirement-related migration.   

Migration flows appear to be large enough to matter, and this is borne out in our instrumental 

variables estimates. Appendix Figures A1-A4 show data on interstate in-migration rates for retirement-

related and work-related reasons, based on CPS Annual Social and Economic Supplement (ASEC) 

data. Appendix Figure A1 shows data for 60-69 year-olds, with states ordered by retirement related 

in-migration rates. The states near the top of this list – like Arizona, Florida, and Nevada – are not 

surprising. For these states, the one-year in-migration rates are near 0.4 percent. Thus, interstate in-

migration could, over a number of years, result in sizable changes in the cohort share. We see, by the 

way, a good deal of work-related interstate migration reported for this age group, suggesting that it is 

unclear what the direction of bias might be when we estimate equation (2.3.1) for the older cohort; 

this depends on both the magnitudes of the migration flows, as well as their endogeneity.  

Appendix Figure A2 shows the data for 50-59 year-olds. There is less retirement-related 

migration for this age group; for the states with the highest rates, the level is about half (0.2 percentage 

points) what it is for 60-69 year-olds. Interestingly, also, the states for which retirement-related 

migration is highest are somewhat different than for 60-69 year-olds. For 50-59 year-olds, far more 

migration is work related.   

Appendix Figures A3 and A4 show the data for the other two, younger cohorts, now with 

states ordered by work-related in-migration rates. There is, not surprisingly, very little retirement-

related migration for these age cohorts. But work-related in-migration rates are often quite high, with 

one-year rates well above one percent for 25-59 year-olds, and 1.5 percent for 16-24 year-olds. Thus, 

again, over many years in-migration could have substantial effects on the cohort share.   

To address the potential endogeneity of relative cohort size, we instrument for the relative 

cohort size variables using predicted relative cohort sizes based on past births in the state for the years 

in which members of a cohort would have been born. Thus, for example, the instrumental variable 

for RCS𝑂/𝑇in 2000 – the ratio, in 2000, of the number of people currently in the state aged 60-69, 

divided by the number aged 16-69 – is the ratio of the number of people born in the state between 

1931 and 1940, to the number of people born in the state between 1931 and 1984. The logic of this 

instrumental variable is clear. The relative birth-cohort size instrument should predict the 

contemporaneous relative cohort size quite well – and it does. And it is hard to fathom a reason why 

the relative birth-cohort size instrument – often constructed from very long lags – would affect current 

labor market outcomes conditional on the contemporaneous relative cohort size variable; hence, the 
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instrument should satisfy the exclusion restriction.25 Thus, the relative birth-cohort instrument should 

purge the contemporaneous relative cohort size variable of variation attributable to migration. (It 

should also help correct for other sources of bias, such as measurement error in the estimation of the 

contemporaneous relative birth cohort variables; the latter are estimated from the CPS, whereas the 

birth cohort variables are constructed from the universe of birth records.)   

The standard expectation, based on the relative supply hypothesis regarding cohort size, is that 

the effects of RCS𝑂/𝑇on LFP and wages will be negative, and similarly for RCS𝑌/𝑇 and RCS𝑃/𝑇when 

we look at the younger cohorts. However, if older cohorts have more elastic extensive margin labor 

supply responses, we might find larger negative estimates for LFP of older cohorts. In contrast, the 

effects of relative cohort size could go in the other direction because of effects of age structure on the 

age composition of labor demand, and other differences between cohorts could arise because of 

substitution between workers in different age cohorts. 

Our main analysis extends beyond equation (2.3.1). In particular, we explore whether the 

effects of age structure on LFP and wages of older workers are more complex than simply an effect 

of their cohort size relative to the working age population, owing to more complex spillovers between 

cohorts of different ages. These complexities could arise through the demand side, depending on how 

the relative sizes of other cohorts affects demand for older workers. They could also arise through the 

supply side, as a large relative cohort of older workers could be driven by a smaller cohort of very 

young workers, or of prime/middle-aged workers, and there may be different degrees of 

substitutability between these cohorts and older workers.   

To address these questions, we modify equation (2.3.1) and instead estimate a model with 

separate effects of the size of the older cohort relative to the two younger age cohorts:   

𝐿𝐹𝑃𝑠𝑡
𝑂 = α + β𝑂/𝑌RCS𝑠𝑡

𝑂/𝑌
+ β𝑂/𝑃RCS𝑠𝑡

𝑂/𝑃
+ 𝑋𝑠𝑡γ + λ𝑠 + θ𝑡 + 𝜖𝑠𝑡

26   (2.3.2) 

The estimate of β𝑂/𝑌captures the effect of the size of the older cohort relative to the younger cohort, 

and the estimate of β𝑂/𝑃 captures the effect of the size of the older cohort relative to the prime-aged 

 

 
25 As indirect evidence, we verified that our instrumental variable does not predict contemporaneous state GDP growth, 

whether or not we condition on the contemporaneous relative cohort size variable.  This holds true across age groups, 
and in the richer specifications described below with two relative cohort size variables and two instrumental variables.  
(Results available upon request.)    

26 Because results for equation (2.3.1) were very similar for the size of the 60-69 cohort or the 50-59 cohort relative to 
the 16-49 (or 16-59) cohort, the differences in results we find using equation (2.3.2) have to do only with differences 
in the sizes of the older cohorts relative to the sizes of the 16-24 or 25-49 cohorts.   



 

34 

 

cohort.27 Equation (2.3.2) can tell us, for example, whether the effect of a large older cohort on LFP 

varies with whether the older cohort is large relative to the cohort of workers distant in age (i.e., the 

young), or relative to the cohort of those closer in age. As for equation (2.3.1), we also estimate 

versions of equation (2.3.2) for the state-by-year log of average hourly wages.28   

We also address endogeneity bias in equation (2.3.2). Indeed, differential responsiveness of 

migration across age groups could be particularly problematic in estimating equation (2.3.2). For 

example, suppose there is strong retirement-related migration of older individuals. We would not 

expect any such response among the younger cohort; in contrast, there could be at least some 

retirement-related migration in the prime-age group.  In that case, the negative correlation between ε’ 

and RCS𝑂/𝑌 in equation (2.3.2) could be particularly strong. We use the same overall strategy, but now 

using two instrumental variables for the two relative cohort size variables in equation (2.3.2). For 

example, the instrumental variable for the RCS𝑂/𝑌 in 2000 – the ratio of the number of people currently 

in the state aged 60-69 in 2000, divided by the number aged 16-24 – is the ratio of the number of 

people born in the state between 1931 and 1940, relative to the number of people born in the state 

between 1976 and 1984. And the instrumental variable for the RCS𝑂/𝑃 in 2000 – the ratio of the 

number of people currently in the state aged 60-69 in 2000, divided by the number aged 25-59 – is the 

ratio of the number of people born in the state between 1931 and 1940, relative to the number of 

people born in the state between 1941 and 1975.   

 

2.4 Data 

Our contemporaneous population and LFP data come from the Current Population Survey (CPS) 

 

 
27 From here, we use “prime” to refer to ages 25-49.  This is not meant to reflect a judgement about age.  But use of 

“middle-aged” for 25-49 year-olds is likely to create more confusion.   
28 In research explaining wage differences between groups, a similar specification is sometimes estimated for relative 

wages.  For example, Card and Lemieux (2001) assume a production function including constant elasticity of 
substitution (CES) subaggregates, by education, of workers of different ages.  The analyses in Stapleton and Young 
(1988) and Welch (1979) have a similar flavor.  In contrast to understanding the evolution of wage gaps differences 
between groups, our primary focus is on understanding the influence of relative cohort size on LFP, and to 
understand this influence, the effects of relative cohort size on wage levels are most important.  Moreover, more 
recent work on cohort size has focused on the effects on wage levels (e.g., Berger, 2004; Korenman and Neumark, 
2000; Macunovich, 1999; and Morin, 2015).  In addition, the relative outcome specifications would only make sense 
for the estimates of equation (2.3.1), and not equation (2.3.2), because the latter includes two different relative cohort 
size variables on the right-hand side.  For these reasons, and because equation (2.3.2) provides our key results (which, 
regardless, have to do more with effects on LFP than on wages), we focus in the paper on specifications of the effect 
of relative cohort size on wage levels.  However, for completeness, we have estimated the log average wage models 
corresponding to equation (2.3.1) using relative measures instead (available upon request).  
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monthly basic files, from 1977-2016.29 The micro-data are aggregated to create state-by-year measures. 

Cohort sizes are constructed by weighting individuals by the survey weights used to aggregate up to 

population estimates, to make the estimates population representative. For example, for the oldest 

cohort of 60-69 year-olds, RCS𝑠𝑡
𝑂/𝑇

 is constructed by taking the sum of the survey weights in state s, at 

time t, for ages 60-69 divided by the sum of the survey weights in state s, at time t, for the entire 16-

69 age group. LFP rates are constructed using the same survey weights.   

Wage data come from the CPS merged outgoing rotation group (ORG) files, which are 

available from 1979. The hourly wage is measured directly as earnings per hour when available (for 

those paid hourly). Otherwise, it is constructed by dividing earnings per week by the usual hours 

worked, for those who are not paid by the hour.30 The computed hourly wages are trimmed by 

removing hourly wages below half the state minimum wage or above $200/hour (in 2016 dollars). 

Hourly wages are then averaged by state and year, using the survey weights.   

 The instrumental variables construction was considerably more involved.  We use historical 

series on births by states, based on U.S. Vital Statistics reports published by the National Center for 

Health Statistics (NCHS). The data are available in two forms, either through Births: Final Data reports 

(NCHS 1974–1975, 1976–1977, 1978–1980, 1982–1996, 1997–1998, 1999–2017) retrievable online 

from 1970,31 or in U.S. vital statistics reports (Grove and Hetzel 1968; Linder and Grove 1947; NCHS 

1934, 1934–1938, 1939–2005, 1984); both reports are typically published two years after the reported 

year. The U.S. vital statistics reports have been produced since 1890, although birth information was 

not captured until 1915, when 10 states and the District of Columbia adopted the birth-registration 

system (Linder and Grove 1968). Other states began to trickle in, with the final participating states of 

Texas joining in 1933 and then Alaska joining in 1945 (see Appendix Table B5). The Births: Final 

Data series is more recent. It started in 1971 and was published concurrently with the U.S. vital 

statistics reports, but the latter was phased out by 2003. The two reports are not completely identical 

but do not have large discrepancies.32 We use the reported numbers of births in the Births: Final Data 

reports as our source back to and including 1971, and we use the U.S. vital statistics reports for prior 

 

 
29 Our data come from the Integrated Public Use Microdata Series (Flood et al., 2017) 
30 Observations are not used if earnings are not reported, or if only weekly earnings, but not hours, are reported.   
31 Births: Final Data is the name of this report in later years. In earlier years the name varied, as reflected in 
the NCHS documents for the corresponding publication dates listed in the References. 
32 This is based on personal communications with Michelle Osterman, a health statistician at NCHS (5/2/17 
and 5/8/17). The Births: Final Data series is easier to navigate and seems to be cited more often. 



 

36 

 

years back to 1931.33 Prior to 1931, the number of births is not available, so we reconstruct the level 

from the crude birth rates, defined as the number of births per 1,000 population.34 

There is surely some measurement error in the birth instruments we construct. And the 

accuracy of reporting is worse in the earlier data. For example, our constructed number of births from 

1915 to 1930 from crude birth rates and estimated population sizes suggests a sharp decrease in the 

number of births from 1930 to 1931, which implies we overstated the number of births from 1915 to 

1930. This is likely because crude birth rates are inconsistent due to unclear adjustments for under-

registration.35 Overall, the general issues with crude birth rates contributed to our decision to use the 

number of births from the individual yearly files either from Births: Final Data or U.S. Vital Statistics 

Reports, whenever available.   

 Despite these concerns, measurement error in instrumental variables is of less concern than 

measurement error in the variables of interest. Indeed, if the measurement error in the instrument is 

uncorrelated with the variable(s) for which we are instrumenting, and uncorrelated with the error term 

in the equation of interest, the measurement error does not introduce any inconsistency in the 

instrumental variables estimation, although it can weaken the instrument and make the instrumental 

variables estimate less precise. This is true even if the measurement error is worse in earlier periods 

(i.e., heteroskedastic). Therefore, while we note these potential issues with the early birth data, we do 

not believe these issues pose substantive challenges to our empirical analysis.   

 To have data on the birth instrument for the oldest people in our sample (age 69), we shorten 

the CPS panel we use to begin in 1984, rather than 1977 (for LFP) or 1979 (for wages). Even then, 

our panel with the instrument is unbalanced because we do not have the requisite birth data for all 

states from the earliest year, due to when states started reporting births. However, there are no gaps 

between years.  For example, in 1984, there will be ten states and D.C. available since the number of 

births in the old cohort is drawn from the number of births in years 1915-1924. In later years, more 

 

 
33 One exception is the year 1979, in which the final report is not available online.  For this year, we use the U.S. Vital 

Statistics Report birth numbers. 
34 Vital Statistics Rates in the United States 1900-1940 (Linder and Grove 1947) contains birth rates and estimated 

population sizes for 1915 to 1930, which allows us to estimate the number of births 
35 For example, the crude birth rates from 1915 to 1929 do not have birth rates adjusted for under-registration while the 

1930-1940 crude birth rates had an adjustment for under-registration. In general, these earlier adjustments to crude 
birth rates are not well documented or transparent other than the dates of the adjustments. The most egregious 
example is that the crude birth rates recorded for 1940 are different between the vital statistics for 1900-1940 (Linder 
and Grove 1947) and 1940-1960 (Grove and Hetzel 1968). Michelle Osterman and her colleague, Brady Hamilton 
were unable to reconcile this difference, but believe the more recent statistics (for 1940-1960) is accurate (personal 
communication, 5/8/17). 
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states are added as their number of births are reported. For example, Georgia, which first started 

collecting birth data in 1928, will be first be available in 1997, when the number of births for 69-year-

olds is recorded.     

 

2.5 Results 

2.5.1 Descriptive Statistics 

In Figure 2.1, Panel A shows LFP rates by age group, and Panel B shows cohort population shares.  

(Appendix Figures A5 and A6 show the corresponding information for wages.) We do not want to 

infer much from these aggregate time series,36 but we see that the rise in LFP of 60-69 year-olds in the 

latter part of the sample period (Figure 2.1, Panel A) coincides with an increase in their relative cohort 

size (Figure 2.1, Panel B).37 On the surface, this is inconsistent with the usual relative supply cohort 

size hypothesis in which a large cohort size depresses LFP. Moreover, Appendix Figure A5 shows 

that the rising LFP of the older cohort was accompanied by rising real wages,38 also inconsistent with 

the relative supply hypothesis.   

We next explore the relationships between LFP, wages, and relative cohort size in more detail, 

providing similar evidence for different age cohorts, and showing both the time-series and the within-

state variation and covariation between these three variables. First, to avoid having to compare across 

the panels in Figure 2.1, Figure 2.2 graphs the time series on LFP rates and relative cohort size for 

each of the four age cohorts. Panel A of Figure 2.2 – for 16-24 year-olds – parallels the evidence for 

60-69 year-olds in that LFP rates and relative cohort size tend to move in the same direction, rather 

than the opposite direction as predicted by the relative supply hypothesis. The evidence for 25-49 and 

50-59 year-olds is less clear.     

 Appendix Figure A6 shows the same type of evidence, but for real wages. Here, the evidence 

for the younger cohorts is mixed. The evidence for 25-49 year-olds shows rising wages in the latter 

part of the sample period, when relative cohort size is declining – consistent with the relative supply 

effect of cohort size. However, in the earlier part of the sample, wages are flat as relative cohort size 

rises. And the correlation is negative, as reported in the notes to the figure. For 16-24 year-olds, in 

 

 
36 However, one potential advantage of the national time-series data, relative to more disaggregated data, is that it should 

not be influenced by bias from endogenous migration across states.  On the other hand, with national time-series data 
we cannot control for aggregate trends or changes in age-specific labor demand, which could bias our results.  It is 
possible that these trends/changes underlie some of the apparent inconsistencies in the aggregate data.   

37 The correlation is 0.595.   
38 The correlation is 0.627. 
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contrast, the wage and relative cohort size series track each other in the early part of the sample, which 

is inconsistent with the relative supply effect of a larger cohort, and then both series are largely flat 

subsequently. The correlations for this age group, as well as the two older cohorts, are positive; see 

the figure notes.     

The final two appendix figures (A7 and A8) instead provide information on changes over time 

at the state level, providing scatter plots of the 1977 to 2016 changes (1979 to 2016 for wages) for 

each state. Thus, the data points summarize the overall changes over the sample period, in contrast to 

the year-by-year changes graphed for the aggregate time series. In Appendix Figure A7, for LFP rates 

and relative cohort size, there is evidence of negative relationships for all four age cohorts – 16-24, 

25-49, 50-59, and 60-69 – although the slope coefficient is particularly large for 16-24 year-olds 

(−0.979) and near zero for 50-59 year-olds. (The correlation is only statistically significantly different 

from zero for 16-24 year-olds.) These contrast with the positive correlations in the time-series data 

shown in Figure 2.2 and are more consistent with the relative supply effect of cohort size. In Appendix 

Figure A8, we find evidence of a positive relationship for wages for 16-24, 25-49, and 50-59 year-olds, 

inconsistent with the relative supply effect of cohort size, while the evidence for 60-69 year-olds is 

more consistent with this effect.   

Thus, the time-series evidence is largely inconsistent with the relative supply effect of cohort 

size (Figure 2.2 and Appendix Figure A6). The state-level evidence for LFP is consistent with this 

effect, for all age cohorts (Appendix Figure A7), while in three out of four cases, the evidence for 

wages is not (Appendix Figure A8). However, this evidence is suggestive at best, and the state-level 

evidence may be particularly prone to endogeneity bias, with the bias for the older cohorts, for LFP, 

likely in the negative direction. Hence, we next turn to the regression estimates, with the instrumental 

variables (IV) estimates most likely to uncover the true effects of relative cohort size.     
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Figure 2.2: Labor Force Participation Rates and Cohort Shares by Age Group, Over Time 
 

A. 16-24 year-olds                                                                   B. 25-49 year-olds 

 
C. 50-59 year-olds                                                                    D. 60-69 year-olds 

 
Source: Data source and series construction are explained in notes to Figure 2.1. Pearson correlation coefficients for 16-24, 
25-59, and 60-69 year-olds are 0.640, 0.784, 0.628, and 0.595 respectively.
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Table 2.1: OLS Regressions of Log Labor Force Participation Rate on Log Cohort Share, 1977-2016 

Sex Both sexes Men Women 

Age 16-24 25-49 50-59 60-69 16-24 25-49 50-59 60-69 16-24 25-49 50-59 60-69 

ln(Cohort Size/Pop 16-69) 0.101*** 0.042 0.046** -0.131** 0.033 -0.002 0.032* -0.077 0.101** 0.039 0.062* -0.099 
  [0.036] [0.032] [0.021] [0.063] [0.033] [0.016] [0.017] [0.059] [0.038] [0.057] [0.035] [0.082] 
     

 
        

Mean LFP 0.64 0.83 0.73 0.38 0.67 0.93 0.83 0.45 0.61 0.73 0.64 0.31 
R2 0.92 0.91 0.90 0.89 0.92 0.91 0.81 0.80 0.89 0.93 0.93 0.88 
Incremental R2 0.029 0.033 0.008 0.011 0.013 0.015 0.024 0.011 0.052 0.037 0.006 0.006 

Notes: Data sources are described in notes to Figure 2.1.  The table reports estimates of equation (2.3.1).  All specifications include fixed state and year 
effects, controls for the 16-49 unemployment rate, state GDP growth, a constant, and the shares married and live together, share divorced or widowed, 
share spouse absent or separated, Hispanic, non-Hispanic black, with a bachelor’s degree or more, high school dropouts, and urban.  The “Both” 
columns also include the share female.  Regression weighted by average state population through the sample period.  Standard errors are clustered by 
state.  Estimates are weighted by average state population through the sample period.  *, **, and *** denotes 0.1, 0.05, and 0.01 significance.  Incremental R2 
refers to addition to R2 beyond fixed state and year effects.  N = 2,040. 
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2.5.2 LFP: OLS regression estimates 

Table 2.1 reports OLS regression estimates of the effects of relative cohort size on LFP, for each age 

group; these are estimates of equation (2.3.1). We present results for both sexes combined and then 

for men and women separately.   

Over the sample period and ages considered there are potential reasons to prefer one approach 

or the other. For the older cohorts, LFP and careers of men and women were quite different, and men 

and women were likely not viewed as highly substitutable labor inputs. The younger cohorts, in 

contrast, experienced rising LFP of married women, and some convergence in the occupational 

distribution. Unlike, say, in the research literature on the impacts of relative supplies of workers by 

educational level, we are unable to disentangle the effects of variation in male and female relative 

cohort size on outcomes for men and women, because the relative cohort size variables are so highly 

correlated (over 0.99 partial correlations, conditioning on the other control variables in our models). 

Thus, we simply report the results separately by sex, and combined, and note that the findings are 

generally robust.  

For both sexes combined, we find a positive and significant effect of relative cohort size for 

16-24 year-olds, with an elasticity of 0.101. The estimate for 25-49 year-olds is also positive, but 

insignificant and smaller (an elasticity of 0.042). The estimated elasticity for 50-59 year-olds is a bit 

larger (an elasticity of 0.046) and statistically significant. For the oldest cohort, aged 60-69, the estimate 

is significant and negative, with a larger absolute estimated elasticity (−0.131). The sign pattern of the 

estimates is almost always the same for men and women separately (with one minor exception for an 

estimate very close to zero for 25-49 year-old men). In addition, some of the estimates for men and 

women separately are smaller in absolute value than the estimates for both sexes combined, and 

combined with larger standard errors, the separate estimates are less likely to be statistically significant. 

The negative estimates for the oldest cohort are consistent with the relative supply effect of a larger 

cohort. The positive estimates for two younger cohorts and the older (50-59) cohort are not. Recall, 

though, that there is a potential positive bias in the estimates for cohorts for which migration is more 

related to labor market conditions – with in-migration to areas with stronger labor demand, boosting 

both relative cohort size and LFP. At the same time, the estimates for the older cohorts could be 

biased in the opposite direction from retirement-related endogenous migration.   
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Table 2.2: OLS and IV Regressions of Log Labor Force Participation Rate on Log Cohort 
Share, 1984-2016  

Estimator OLS IV OLS IV OLS IV OLS IV 

Age 16-24 16-24 25-49 25-49 50-59 50-59 60-69 60-69 

Both sexes 
 

   
 

 
 

 

ln(Cohort Size/Pop 16-69) 0.081** -0.222 -0.036 -0.257** 0.032 0.295** -0.074 0.385* 
  [0.037] [0.178] [0.039] [0.111] [0.024] [0.122] [0.052] [0.231] 
         
IV: ln(Cohort Births/Births 16-69)         
Reduced-form coefficient    -0.061  -0.086**  0.055**  0.103* 
(dep. var.=ln(LFPR))  [0.048]  [0.034]  [0.021]  [0.054] 
         
1st-stage coefficient   0.276***  0.336***  0.188***  0.267*** 
(dep. var.=ln(Cohort Size/Pop 16-
69)) 

 
[0.048] 

 
[0.063] 

 
[0.041] 

 
[0.064] 

Incremental R2 (1st-stage)  0.046  0.015  0.005  0.011 
1st-stage F-statistic  

 
33.00  28.10 

 
21.05 

 
17.48 

Durbin-Wu-Hausman test for 
endogeneity (p-value) 

 0.068  0.006  0.017  0.014 

Men         

ln(Cohort Size/Pop 16-69) 0.014 -0.200 -0.031** -0.114 0.012 0.241 -0.046 0.255 
  [0.036] [0.193] [0.014] [0.077] [0.020] [0.224] [0.053] [0.223] 
         
IV: ln(Cohort Births/Births 16-69)         
Reduced-form coefficient    -0.054  -0.041  0.031  0.071 
(dep. var.=ln(LFPR))  [0.052]  [0.027]  [0.026]  [0.064] 
         
1st-stage coefficient   0.272***  0.364***  0.130***  0.279*** 
(dep. var.=ln(Cohort Size/Pop 16-
69)) 

 
[0.051] 

 
[0.064] 

 
[0.047] 

 
[0.058] 

Incremental R2 (1st-stage)  0.042  0.016  0.003  0.010 
1st-stage F-statistic   28.51  32.59  7.75  23.57 
Durbin-Wu-Hausman test for 
endogeneity (p-value) 

 0.242  0.238  0.241  0.152 

Women         

ln(Cohort Size/Pop 16-69) 0.085* -0.277 -0.059 -0.411** 0.071* 0.477*** -0.013 0.627* 
  [0.043] [0.200] [0.067] [0.187] [0.042] [0.183] [0.044] [0.338] 
         
IV: ln(Cohort Births/Births 16-69)         
Reduced-form coefficient    -0.079  -0.132**  0.099**  0.138*** 
(dep. var.=ln(LFPR))  [0.054]  [0.057]  [0.039]  [0.050] 
         
1st-stage coefficient   0.284***  0.321***  0.207***  0.221*** 
(dep. var.=ln(Cohort Size/Pop 16-
69)) 

 
[0.054] 

 
[0.068] 

 
[0.041] 

 
[0.075] 

Incremental R2 (1st-stage)  0.040  0.010  0.005  0.007 
1st-stage F-statistic   27.63  22.31  25.97  8.66 
Durbin-Wu-Hausman test for 
endogeneity (p-value) 

 0.047  0.011  0.019  0.005 

Notes: Data source is described in notes to Figure 2.1, and specification details are described in notes to Table 2.1.  The table 
reports estimates of equation (2.3.1).  Regression weighted by average state population through the sample period.  Standard 
errors are clustered by state. *, **, and *** denotes 0.1, 0.05, and 0.01 significance.  The instrumental variable used for the 
cohort share is the total number of births within an age-cohort by state and year divided by the total number of births for 16-
69 year-olds by state and year.  We exclude certain years and states with missing birth data for the cohorts, as only a handful 
of states started reporting births in 1915.  N = 1,326. 
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2.5.3  LFP: IV estimates 

Table 2.2 reports the IV estimates of equation (2.3.1) for LFP, based on the level of the LFP rate for 

the cohort. Recall that constructing the IV causes us to lose the earliest years of the sample (plus some 

other earlier observations for some states). Thus, in Table 2.2 we first report OLS estimates for the 

same sample for which we can do the IV estimation. The OLS estimates are consistent with Table 2.1.  

For both sexes combined, we continue to find a positive and significant effect for the youngest cohort, 

a weaker positive effect for the 50-59 year-old cohort, and a negative although no longer significant 

effect for the oldest cohort.  For 25-49 year-olds, however, the estimate is now negative. For men and 

women separately, the sign pattern is always the same, but there is some variation in which estimates 

are statistically significant.   

The IV estimates tell a strikingly different story. For the two younger cohorts (16-24 and 25-

49), the IV estimates point to a negative effect of relative cohort size on LFP, which is significant for 

the 25-49 year-old cohort, overall and for women. The estimated elasticities range from −0.114 to 

−0.411. These estimates are consistent with the standard relative supply hypothesis about the effect 

of relative cohort size. In every case (six estimations) the direction of change relative to the OLS 

estimates is consistent with positive bias induced by in-migration to stronger labor markets; i.e., the 

IV estimates become negative, or become more negative.   

In contrast, for the two older cohorts (50-59 and 60-69) we find strong evidence of a large 

positive effect of relative cohort size, for both sexes combined, and for men and women separately 

(the estimates are significant for both sexes combined, and for women. The estimated elasticities range 

from 0.241 to 0.627. This evidence is inconsistent with the relative supply effect of a large cohort, and 

instead suggests that there are labor demand effects from large older cohorts that more than offset 

any supply effects. Like for the two younger cohorts, the IV estimates are quite different from the 

OLS estimates. However, for the older cohorts the direction of the change relative to the OLS 

estimates is in every case (again, six estimations) consistent with negative bias in the OLS estimates 

from endogenous migration related to retirement; the IV estimates become positive, or become more 

positive. Thus, the IV vs. OLS estimates are consistent with the kinds of biases we might expect – 

job-market related for younger cohorts, and retirement related for older cohorts. 

Table 2.2 also presents additional information about the IV estimates. First, in each panel we 

report the reduced-form estimates – the effects on LFP of the relative cohort size variables defined 
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based on births only. These always share the sign and significance of the IV estimates.39 The reduced-

form estimates tend to be roughly one-fourth of the magnitude of the IV estimates (this is also true 

for the analysis of wages below). As usual, the IV and reduced-form estimates answer different 

questions.  For the purposes of asking what the behavioral response of LFP of older workers is to 

exogenous variation in relative cohort size, the IV estimate measures the parameter of interest. The 

reduced-form estimates capture solely the effects of variation in cohort size driven by the relative sizes 

of birth cohorts. Because there can be other sources of exogenous variation in cohort size (associated 

with, e.g., immigration and changes in industry structure – although not all this variation is exogenous), 

we regard the IV estimate as more relevant to asking, for example, what population aging implies for 

the likely LFP of older individuals.  

Next, we report the 1st-stage coefficient estimates and F-statistics. The 1st-stage estimates are 

always positive and strongly statistically significant. The magnitudes are in the 0.13 to 0.36 range. The 

F-statistics are generally very large, ranging from around 8 to 33 (and only below 10 in two cases). 

Finally, we report p-values from the Durbin-Wu-Hausman endogeneity test.  For the combined results 

and the results for women, these are below 0.05 in all cases but one, consistent with significant 

evidence of endogeneity bias.40    

Finally, we also report the incremental R2 from adding the instrument to the 1st-stage 

equations (including the fixed effects). For the older cohorts, it ranges from about 0.5% to 1.1%. (It 

is also high for the youngest cohort, consistent with a good deal of migration at young ages.) 

Consistent with the differences between the OLS and IV estimates, this suggests there is the potential 

for a good deal of endogenous variation, although of course much of the unexplained variation may 

not be associated with endogenous responses.    

 

 
39 Sometimes the significance level varies, but the same estimates are significant at the 10-percent or less. 
40 As noted above, we have estimated versions of the models in Table 2.2 (and Table 2.4 below) defining the size of the 

older cohorts relative to the younger cohorts (e.g., 16-49 year-olds).  The results are very similar (available upon 
request).   
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Table 2.3: OLS Regressions of Log Average Hourly Wage on Log Cohort Share, 1979-2016 
Sex Both sexes Men Women 

Age 16-24 25-49 50-59 60-69 16-24 25-49 50-59 60-69 16-24 25-49 50-59 60-69 
ln(Cohort Size/Pop 16-69) -0.056* 0.226*** -0.066* -0.029 -0.054* 0.181*** -0.040 -0.015 -0.009 0.209*** -0.050 -0.023 
  [0.030] [0.075] [0.038] [0.061] [0.032] [0.064] [0.032] [0.068] [0.026] [0.066] [0.042] [0.050] 
  

  
 

 
        

Mean hourly wage  
(2016 dollars) 

12.05 21.88 23.83 21.78 12.63 24.19 27.55 25.33 11.42 19.21 19.69 17.89 

R2 0.986 0.995 0.993 0.983 0.978 0.993 0.989 0.967 0.985 0.996 0.993 0.981 
Incremental R2 0.003 0.002 0.003 0.003 0.003 0.003 0.004 0.003 0.002 0.002 0.003 0.002 

Notes: Data source and other details about the data are described in notes to Appendix Figure A5.  See notes to Table 2.1.  N = 1,938. 
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2.5.4 Wages: OLS Regression Estimates 

We next turn to estimates of equation (2.3.1) for the effects of relative cohort size on wages.  As 

reported in Table 2.3, for both sexes combined, we find a negative and significant effect of relative 

cohort size for 16-24 year-olds, with an elasticity of −0.056, consistent with the relative supply 

hypothesis. In contrast, for 25-49 year-olds the estimate is large and positive (an elasticity of 0.226).  

For the two older cohorts (50-59 and 60-69) the estimates are negative, fairly small, and statistically 

significant, at the 10-percent level, only for 50-59 year-olds (elasticity of −0.066). The magnitudes and 

the sign pattern of the estimates are the same for men and women separately.41       

 

2.5.5 Wages: IV estimates 

Table 2.4 reports the IV estimates for wages. As discussed above, there are less clear expectations 

regarding endogeneity bias in the estimated effects of relative cohort size on wages. First, while the 

younger and prime-aged cohorts may migrate to strong labor markets, the outward supply shift in 

these states may not do much to lower wages, and there can be offsetting effects from agglomeration 

externalities, and/or compensating differentials for congestion (e.g., Richardson, 1995). Second, for 

the older cohorts, as noted above, there is no clear prediction about bias from retirement-related 

migration.       

In the IV estimates, which are of most interest, we again get a sharp message. For the two 

younger cohorts, there is evidence of a positive effect of relative cohort size, for the men and women 

combined, and for men. The elasticities range from 0.20 to 0.45 and are always statistically significant 

for both sexes combined and for men (in one case at the 10-percent level). For the two older cohorts, 

in contrast, the IV estimates always point to a negative effect – always significant for 50-59 year-olds 

(once at the 10-percent level), but not significant for 60-69 year-olds – consistent with the relative 

supply effect of a large cohort. The elasticities range from −0.16 to −0.56.   

Like Table 2.2, Table 2.4 also reports diagnostic information about the IV estimates. The 1st-

stage results are the same as for the LFP estimates, and hence are not reported again (see Table 2.2). 

 

 
41 The closest estimates in the existing literature are for the young cohort.  Welch (1979) estimates elasticities of “entry” 

wages with respect to cohort size, for less-educated workers, in the −0.1 to −0.2 range.  Macunovich (1999) reports an 
elasticity of about −0.07 with respect to size of birth cohort for young, less-educated workers.  Morin’s (2015) 
elasticities range from about −0.05 to −0.09 across age groups.  However, estimation methods differ; Welch uses 
relative wages, while Morin and Macunovich used the level, and our estimates using a relative wage measure are less 
consistent with Welch (results available upon request).  Our estimates also change when we instrument.  Moreover, 
the results are not comparable for many reasons pertaining to differences in the analysis, included the much earlier 
data used in many of these other studies.  
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The reduced-form estimates always share the sign and significance of the IV estimates. And the p-

values from the Durbin-Wu-Hausman endogeneity test indicates evidence of endogeneity bias in just 

over half the specifications. Although we did not have strong a priori expectations of endogeneity bias 

in wage estimates, the evidence suggests that sometimes there is such bias.   

Table 2.4: OLS and IV Regressions of Log Average Hourly Wage on Log Cohort Share, 1984-
2016 
Estimator OLS IV OLS IV OLS IV OLS IV 

Age 16-24 16-24 25-49 25-49 50-59 50-59 60-69 60-69 

Both sexes 
 

 
 

   
 

 

ln(Cohort Size/Pop 16-69) 0.041 0.323** 0.089 0.450** -0.012 -0.526*** 0.019 -0.191 
  [0.025] [0.154] [0.069] [0.195] [0.040] [0.188] [0.060] [0.199] 
         
IV: ln(Cohort Births/Births 16-69)         
Reduced-form coefficient    0.089**  0.151**  -0.099***  -0.051 
(dep. Var.=ln(Average Hourly 
Wage)) 

 [0.044]  [0.061]  [0.032]  [0.054] 

         
Durbin-Wu-Hausman test for 
endogeneity (p-value) 

 0.062 
 

 0.011  0.003  0.229 
 

Men         

ln(Cohort Size/Pop 16-69) 0.017 0.382* 0.048 0.397** 0.015 -0.559* 0.041 -0.155 
  [0.030] [0.204] [0.059] [0.178] [0.030] [0.314] [0.076] [0.230] 
         
IV: ln(Cohort Births/Births 16-69)         
Reduced-form coefficient    0.104*  0.144**  -0.073**  -0.043 
(dep. Var.=ln(Average Hourly 
Wage)) 

 
[0.054] 

 
[0.061] 

 
[0.033] 

 
[0.065] 

         
Durbin-Wu-Hausman test for 
endogeneity (p-value) 

 0.053  0.014  0.024  0.317 

Women         

ln(Cohort Size/Pop 16-69) 0.042 0.198 0.056 0.308 0.020 -0.504*** 0.004 -0.236 
  [0.030] [0.154] [0.064] [0.240] [0.053] [0.190] [0.045] [0.199] 
         
IV: ln(Cohort Births/Births 16-69)         
Reduced-form coefficient    0.056  0.099  -0.104***  -0.052 
(dep. Var.=ln(Average Hourly 
Wage)) 

 
[0.047] 

 
[0.078] 

 
[0.037] 

 
[0.046] 

         
Durbin-Wu-Hausman test for 
endogeneity (p-value) 

 0.349  0.216  0.002  0.236 

Notes: Data source is described in notes to Appendix Figure A5.  The 1st-stage estimates (and F-statistics) are the same 
as in Table 2.2.  See notes to Table 2.2.  N = 1,326. 
 

2.5.6 Separate effects of size of older cohort relative to younger or prime-aged cohort 

As it stands, then, the evidence on the estimated effects of a larger cohort on wages are cannot be 

fully reconciled with the estimated effects on LFP. Referring to the IV estimates, for the older cohorts, 

the LFP effects point to a positive demand shift towards older workers when the older cohort is larger, 

while the wage effects are negative (albeit insignificant for 60-69 year-olds); only the latter is consistent 
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with the relative supply hypothesis. For the younger cohorts, in contrast, the LFP effects are most 

consistent with a negative relative supply effect, although the evidence is statistically significant only 

for 25-49 year-olds, while the wage effects are in the opposite direction. These contradictory findings 

are summarized in Table 2.6.    

When we estimate the richer model (equation (2.3.2)) allowing for separate effects of the size 

of the older cohort relative to the two younger cohorts, we obtain a more coherent set of findings. 

These estimates are reported in Tables 2.5.A (for 50-59 year-olds) and 5B (for 60-69 year-olds). Here, 

we report the OLS and IV estimates for the consistent sample for which we can compute both. The 

IV estimations in Tables 2.5.A and 2.5.B are more demanding because there are now two endogenous 

variables. The 1st-stage F-statistics are often fairly large in both tables, although in some cases they do 

not exceed 10.42 The IV results are qualitatively similar for all three samples – pooled, men only, and 

women only. 

Looking first at the 50-59 year-old cohort, for LFP, the IV estimates indicate a weak negative 

effect or no effect of the size of the 50-59 year-old cohort relative to the youngest cohort (16-24), 

with elasticities ranging from −0.011 to −0.103. But for the size of the older cohort relative to the 

prime-aged cohort (25-49), the estimated effect is larger and  positive in all three cases, and statistically 

significant in two of them; the elasticities range from 0.19 to 0.39. For wages, the effect of the size of 

the 50-59 year-old cohort relative to the youngest cohort is negative but not statistically significant, 

with elasticities ranging from −0.11 to −0.18. The estimated effect of the size of the older cohort 

relative to the prime-aged cohort is more strongly negative, and statistically significant in all cases, with 

elasticities ranging from −0.29 to −0.34.     

Table 2.5.B presents similar estimates, for the oldest cohort of 60-69 year-olds. In the IV 

estimates, the sign pattern is identical to that for 50-59 year-olds. For LFP, the results are stronger 

statistically. There is a large, statistically significant negative effect of the size of the 60-69 year-old 

cohort relative to the 16-24 year-old cohort, with elasticities ranging from −0.44 to −0.48. And there 

is a large, positive and statistically significant effect of the size of the 60-69 year-old cohort relative to 

the 25-49 year-old cohort, with elasticities ranging from 0.46 to 0.77. For wages, only the estimated 

effect of cohort size relative to 16-24 year-olds for both sexes combined is statistically significant (at 

the 10-percent level); the elasticities range from −0.24 to −0.30.   

 

 
42 With multiple instruments the preferred diagnostic is Shea’s Partial R2, although these do not have a clear 

interpretation.  And the Stock and Yogo (2005) critical values for minimum eigenvalues do not apply beyond 
homoskedastic i.i.d. errors.    
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Table 2.5.A: OLS and IV Regressions of Log Labor Force Participation Rate and Hourly Wages 
of 50-59 Year-Olds on Log Relative Cohort Sizes for 16-24 and 25-49 Year-Olds, 1984-2016  

Estimator OLS IV OLS IV 

Dependent Variable (Logs) LFP LFP 
Hourly 
Wages 

Hourly 
Wages 

Both sexes 
 

 
 

 

ln(50-59 Cohort Size/16-24 Cohort Size) -0.020 -0.061 0.019 -0.114 
 [0.021] [0.058] [0.023] [0.132]  

    
ln(50-59 Cohort Size/25-49 Cohort Size) 0.038* 0.255*** -0.030 -0.318*** 
 [0.020] [0.085] [0.035] [0.099] 
1st-stage F-statistic     
(dep. var.=ln(50-59 Cohort Size/16-24 Cohort Size))  12.32  12.32 
(dep. var.=ln(50-59 Cohort Size/25-49 Cohort Size))  11.61  11.61 
Durbin-Wu-Hausman test for endogeneity (p-value)  0.001  0.002 

Men     

ln(50-59 Cohort Size/16-24 Cohort Size) -0.027* -0.103 0.023 -0.179 
 [0.014] [0.088] [0.018] [0.210] 
     
ln(50-59 Cohort Size/25-49 Cohort Size) 0.030 0.190 -0.014 -0.336** 
 [0.019] [0.120] [0.029] [0.157] 
1st-stage F-statistic     
(dep. var.=ln(50-59 Cohort Size/16-24 Cohort Size))  5.83  5.83 
(dep. var.=ln(50-59 Cohort Size/25-49 Cohort Size))  7.76  7.76 
Durbin-Wu-Hausman test for endogeneity (p-value)  0.056  0.026 

Women     

ln(Cohort Size/16-24 Cohort Size) -0.019 -0.011 0.013 -0.092 
 [0.029] [0.100] [0.030] [0.136] 
     
ln(Cohort Size/25-49 Cohort Size) 0.074** 0.392*** 0.002 -0.293** 
 [0.031] [0.116] [0.040] [0.134] 
1st-stage F-statistic     
(dep. var.=ln(50-59 Cohort Size/16-24 Cohort Size))  12.31  12.31 
(dep. var.=ln(50-59 Cohort Size/25-49 Cohort Size))  10.71  10.71 
Durbin-Wu-Hausman test for endogeneity (p-value)  0.002  0.002 

Notes: Data source is described in notes to the figures, and specification details are described in notes to Table 2.1.  The 
table reports estimates of equation (2.3.2).  Regression weighted by average state population through the sample period.  
Standard errors are clustered by state. *, **, and *** denotes 0.1, 0.05, and 0.01 significance.  The two instrumental variables 
used are the total number of births for 50-59 year-olds divided by the total number of births for 16-24 year-olds by state 
and year and the total number of births for 50-59 year-olds divided by the total number of births for the 25-49 year-olds by 
state and year.  We exclude certain years and states with missing birth data for the cohorts, as only a handful of states 
started reporting births in 1915.  N = 1,326.  Note that we could use more observations in this table than in Table 2.5.B, 
for 60-69 year-olds, because the absence of early birth data is less of a constraint.  However, we keep the samples the same 
in the two tables to make the estimates most comparable.   

 

 

Table 2.5.B: OLS and IV Regressions of Log Labor Force Participation Rate and Hourly 
Wages of 60-69 Year-Olds on Log Relative Cohort Sizes for 16-24 and 25-49 Year-Olds, 1984-
2016  
Estimator OLS IV OLS IV 
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Dependent Variable (Logs) LFP LFP Hourly Wages Hourly 
Wages 

Both sexes 
 

 
 

 

ln(60-69 Cohort Size/16-24 Cohort Size) -0.120** -0.459** 0.024 -0.239* 
 [0.047] [0.188] [0.039] [0.135]  

    
ln(60-69 Cohort Size/25-49 Cohort Size) 0.077 0.597*** -0.010 -0.074 
 [0.055] [0.192] [0.058] [0.174] 
1st-stage F-statistic     
(dep. var.=ln(60-69 Cohort Size/16-24 Cohort Size))  10.51  10.51 
(dep. var.=ln(60-69 Cohort Size/25-49 Cohort Size))  9.72  9.72 
Durbin-Wu-Hausman test for endogeneity (p-value)  0.006  0.083 

Men     

ln(60-69 Cohort Size/16-24 Cohort Size) -0.073 -0.480*** 0.034 -0.299 
 [0.047] [0.163] [0.043] [0.183] 
     
ln(60-69 Cohort Size/25-49 Cohort Size) 0.031 0.464** 0.007 -0.066 
 [0.054] [0.187] [0.061] [0.195] 
1st-stage F-statistic     
(dep. var.=ln(60-69 Cohort Size/16-24 Cohort Size))  9.20  9.20 
(dep. var.=ln(60-69 Cohort Size/25-49 Cohort Size))  14.20  14.20 
Durbin-Wu-Hausman test for endogeneity (p-value)  0.013  0.101 

Women     

ln(60-69 Cohort Size/16-24 Cohort Size) -0.104** -0.444 -0.045 -0.242 
 [0.049] [0.271] [0.041] [0.149] 
     
ln(60-69 Cohort Size/25-49 Cohort Size) 0.124** 0.770*** 0.052 -0.056 
 [0.058] [0.252] [0.057] [0.180] 
1st-stage F-statistic     
(dep. var.=ln(60-69 Cohort Size/16-24 Cohort Size))  8.43  8.43 
(dep. var.=ln(60-69 Cohort Size/25-49 Cohort Size))  4.85  4.85 
Durbin-Wu-Hausman test for endogeneity (p-value)  0.002  0.129 

Notes: Data source is described in notes to the figures, and specification details are described in notes to Table 2.1.  The 
table reports estimates of equation (2.3.2).  Regression weighted by average state population through the sample period.  
Standard errors are clustered by state. *, **, and *** denotes 0.1, 0.05, and 0.01 significance.  The two instrumental variables 
used are the total number of births for 60-69 year-olds divided by the total number of births for 16-24 year-olds by state and 
year and the total number of births for 60-69 year-olds divided by the total number of births for the 25-49 year-olds by state 
and year.  We exclude certain years and states with missing birth data for the cohorts, as only a handful of states started 
reporting births in 1915.  N = 1,326. 

 

Interestingly, then, when we look at the size of the two older cohorts (50-59 and 60-69) relative 

to the youngest cohort (16-24), the evidence is essentially fully consistent with the relative supply effect 

of a larger cohort – with negative effects on both LFP and wages. These results are again summarized, 

for men and women combined, in Table 2.6. In contrast, when we look at the size of the older cohorts 

relative to the prime-aged cohort (aged 25-49), there is relatively little statistical evidence for the 

relative supply effect of a larger older cohort. In particular, the LFP effect is positive for both older 

cohorts (in Tables 2.5.A and 2.5.B), and the wage effect is not significant and fairly close to zero 60-
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69 year-olds in Table 2.5.B. The exception is the results for 50-59 year-olds in Table 2.5.A, where the 

wage effects are negative; but they are in the opposite direction of the LFP effects.     

The striking finding here, in our view, is that when we break up the cohorts to which we 

compare the size of the older cohort, we get far less contradictory evidence of the effects of a larger 

older cohort. Table 2.6 helps illustrate this point in one table. As we see, when we simply looked at 

the relative size of the older cohorts (in Tables 2.2 and 2.4), using the simpler specification in equation 

(2.3.1), we found that the LFP effects of large older cohorts point to a positive demand shift towards 

older workers when the older cohort is larger, inconsistent with the relative supply hypothesis. The 

wage effects, in contrast, point to a negative relative supply effect..   

In contrast, when we break up the cohorts to which we compare the size of the older cohort, 

using equation (2.3.2), all the evidence for the size of older cohorts relative to the youngest cohort fits 

the relative supply hypothesis. In contrast, almost none of the evidence for the size of the older 

cohorts relative to the 25-49 year-old cohort fits this hypothesis – and none of the evidence for LFP 

does. We highlight these results in Table 2.6.     

How do we interpret the findings? The evidence of large negative effects on both LFP and 

wages for older workers aged 60-69, when their cohort is large relative to the youngest cohort, 

indicates that the oldest and the youngest workers are not very substitutable. Rather a large older 

cohort of 60-69 year-olds relative to 16-24 year-olds creates traditional, supply-side cohort crowding 

effects for older workers. This suggest that the effects are not driven by whether older workers taking 

post-retirement jobs move into jobs otherwise held by young people.   

The results for the size of the 60-69 year-old cohort relative to the prime-aged cohort (25-49), 

however, are more consistent with a relative demand shift. There is a strong positive effect on LFP, 

suggesting that when the older cohort is large relative to the prime-aged cohort, demand for older 

workers is strong. When prime-aged workers are relatively scarce, firms may try to retain older 

workers. It is true that we do not find a corresponding positive wage effect for the older cohort; the 

estimates (in Table 2.5.B) are not significantly different from zero and they are small, although they 

are negative, rather than positive. While we cannot explain negative estimates via the demand side, if 

older workers’ labor supply on the extensive margin is quite elastic, that could militate against finding 

a positive wage effect. And it is possible that the absence of wage effects or even negative effects, 

despite a positive demand shift, could arise from older workers entering into different kinds of 

employment relationships with their prior employers or new employers that are more flexible and pay 
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less,43 and in which they work fewer hours, or from negative selection on wages of who remains 

employed at older ages.    

Table 2.6: Summary of Evidence on Relationship between Relative Cohort Size, and LFP 
Rates and Wages, IV estimates 
Type of evidence 16-24 25-49 50-59 60-69 

LFP     

Table 2.2, equation (2.3.1)     

Men and women − −** +** +* 

Consistent with supply effect of 
relative cohort size? 

Yes Yes No No  

Relative to two younger cohorts 
(Tables 2.5.A/B), equation (2.3.2) 

    

Men and women     

/16-24 … … − −*** 

Consistent with supply effect 
of relative cohort size? 

… … Yes Yes 

/25-49 … … +*** +*** 

Consistent with supply effect 
of relative cohort size? 

… … No No 

Wages     

Table 2.4, equation (2.3.1)     

Men and women +** +** −*** − 

Consistent with supply effect of 
relative cohort size? 

No No Yes Yes 

Relative to two younger cohorts 
(Tables 2.5.A/B), equation (2.3.2) 

    

/16-24     

Men and women … … − −* 

Consistent with supply effect 
of relative cohort size? 

… … Yes Yes 

/25-49     

Men and women … … −*** − 

Consistent with supply effect 
of relative cohort size? 

… … Yes No 

Notes: See notes to Tables 2.2, 2.4, 2.5.A, and 2.5.B. 

 

For 50-59 year-olds, the evidence for the effects of cohort size relative to the size of the youngest 

cohort (aged 16-24) is also no longer contradictory, as the estimated effects on LFP are negative 

estimates are negative (although not significant). The negative estimates are consistent with the 

conventional relative cohort size effect, like we found for 60-69 year-olds relative to 16-24 year-olds 

 

 
43 For example, Johnson et al. (2009, Table 1) reports that, among workers aged 51-55 in 1992, as of 2006, 14.2 percent 

remained at the same employer, 15.7 percent changed employer and stayed in the same occupation, and 26.9 percent 
changed employer and occupation.  (The remainder were not employed.)  And average wages are considerably lower 
on the new job (Table 17), which is typically less physically demanding, especially for those for those who changed 
occupations (Table 2).   



 

53 

 

(although the evidence was much stronger in this case). Only for the estimates for 50-59 year-olds 

relative to 25-49 year-olds does a contradiction remain, as we find positive estimates of the relative 

size of the older cohort on LFP, but negative and significant estimates on wages. Note, though, that 

the positive effects on LFP are the same as for 60-69 year-olds, although the magnitudes are smaller.    

Thus, the disaggregation of the younger cohorts to a large extent resolves most of the 

contradictory evidence we found when lumping all “non-old” cohorts together. We find strong 

evidence, when compared to the size of younger cohorts, of traditional cohort crowding for workers 

aged 60-69. And when compared to the size of prime-aged cohorts, we found more evidence that 

large relative size of the oldest cohort is associated with a shift in demand towards older workers, 

although we cannot fully explain both the LFP and wage effects for the effects of the size of older 

relative to prime-aged cohorts in a simple demand and supply framework.     

 

2.5.7 What do workers in older cohorts do when their younger cohorts are smaller? 

The evidence from Tables 2.5.A and 2.5.B suggests that when the older cohorts of 50-59 or 60-69 

year-olds are large relative to the 25-49 year-old cohort, LFP of the older cohorts is higher. This is 

consistent with an increase in demand for members of the older cohorts. Yet wages do not rise, which 

we speculated could be in part because the older workers induced to participate in the labor force 

when the younger prime-age cohort is smaller are entering into different kinds of employment 

relationships, possibly with lower pay. In this subsection, we present some evidence on this conjecture.   

 Panel A of Table 2.7 reports IV estimates of specifications similar to those in Table 2.5.A and 

2.5.B, with the difference that we estimate models for the share of the labor force working part-time, 

or self-employed. If the LFP response among the older cohorts occurs via different kinds of 

employment relationships, then we might expect the shares part-time or self-employed to increase. 

Moreover, a self-employment response of this nature would be more likely to be for an unincorporated 

self-employed business – such as someone taking on a consulting role for a former employer. Hence, 

we also report specifications for the shares of the labor force in self-employment broken down by 

incorporation status. Aside from that, the approach is exactly as in Tables 2.5.A and 2.5.B, with the 

same first-stage, etc.   

 The estimates indicate that the margin of response for 50-59 year-olds to a smaller relative 25-

49 year-old cohort is an increase in the share of the labor force working as self-employed. This effect 
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is statistically significant (and is larger) only for the unincorporated self-employed, as hypothesized.44  

For 60-69 year-olds, Panel A of Table 2.7 indicates that the margin of response to a smaller 25-49 

year-old cohort is an increase in the share of the labor force working part-time. Together, this evidence 

is consistent with older cohorts participating in the labor force at a higher rate, when their cohorts are 

large relative to 25-49 year-olds, in employment relationships that differ from common full-time, wage 

and salary arrangements. That is what we might expect given that the increase in LFP when old cohorts 

are relatively large come from those less attached to the labor force (and hence not participating when 

the relative size of older cohorts is not large).   

 Do these participation responses of older cohorts also explain the absence of positive wage 

effects (or even negative wage effects for 50-59 year-olds), in response to large cohorts of older 

workers relative to 25-49 year-olds? To explore this, Panel B of Table 2.7 simply reports regressions 

of our log average hourly wage measure on the shares of older workers in these alternative work 

arrangements. The evidence suggests that part-time work is associated with lower wages, although 

self-employment is not. Thus, these wage results provide a partial explanation for why the increase in 

LFP of older cohorts, when they are large relative to the 25-49 year-old cohort, is not accompanied 

by higher wages – as we would expect from a pure labor demand story. The explanation works for 

60-69 year-olds – for whom the response occurs in part-time work – but not 50-59 year-olds.45 

 

 

 
44 There is also a smaller positive effect, significant at the 10-percent level, in response to a smaller 16-24 year-old 

cohort, although Table 2.5.A did not point to an increase in LFP for 50-59 year-olds when their cohort is large relative 
to 16-24 year-olds.   

45 We also estimated all of our models including two controls for the percentage of observations in either the leading 
(1946-1955) or trailing (1956-1964) edges of the Baby Boom (see 
https://www.census.gov/content/dam/Census/library/publications/2014/demo/p25-1141.pdf, viewed March 13, 
2019).  This had virtually no effect on the results (available upon request).    



 

55 

 

Table 2.7: IV Regressions of Part-time Work and Self-Employment of Older, and OLS Regressions of Log Average Hourly Wages on Log Part-
Time and Self-Employed Workforce Shares 1984-2016 

Older Cohort 50-59 Year-olds 60-69 Year-olds 

A. IV Regressions for Log Shares of Labor Force 

Dependent Variable, Log(∙/Labor 
Force) Part-time  

Self-
employed 

Self-
employed, 

incorporated 
Self-employed, 
unincorporated Part-time  

Self-
employed 

Self-
employed, 

incorporated 
Self-employed, 
unincorporated 

Both sexes 
 

       

ln(Older Cohort Size/16-24 Cohort Size) 0.306 0.554* -1.408** 1.194** 0.062 0.037 0.125 -0.005 
 [0.363] [0.308] [0.644] [0.510] [0.219] [0.210] [0.362] [0.266] 
         
ln(Older Cohort Size/25-49 Cohort Size) 0.371 0.511 -0.513 1.084** 0.614*** 0.115 0.877 -0.030 
 [0.251] [0.323] [0.465] [0.528] [0.232] [0.291] [0.676] [0.329] 
         

B. OLS Regressions for Log Average Hourly Wages 

Regression for part-time and  -0.056*** 0.004 … … -0.124*** -0.008 … … 
for self-employed [0.013] [0.012]   [0.023] [0.014]   
         
Regression for part-time,  -0.055*** … 0.007 -0.000 -0.123*** … 0.007 -0.016 
for self-employed incorporated, and  [0.012]  [0.007] [0.010] [0.023]  [0.009] [0.009] 
self-employed unincorporated         

Notes: For Panel A, notes from Tables 2.5.A and 2.5.B apply.  Each column is a separate specification.  Part-time and self-employed come from different questions and 
are not mutually exclusive.  Part-time and self-employment status are based on current employment only.  In Panel B, each row reports results from two separate 
regressions for log average hourly wages, for 50-59 year-olds or 60-69 year-olds. 
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2.6 Conclusion 

Our paper is motivated by the question of how employment (or labor force participation) and wages 

of older individuals are likely to change as the U.S. population ages, with a rising share of the 

population in the age ranges in which most people are retired. Couched in terms of the prior literature, 

this question concerns the effect of “cohort crowding” for older workers. When there is a relatively 

large cohort of older individuals, do we find that wages and labor force participation (LFP) are lower, 

because of the relative supply effect? Such evidence would be consistent with other research on 

younger workers. Or do we find different effects, perhaps because the age composition of the 

population affects the age composition of consumption and hence labor demand, or because a large 

relative cohort of older workers implies a small relative cohort of younger workers, which can itself 

affect demand for older workers?   

We explore these effects of relative cohort size, taking account of the potential endogeneity 

of population structure owing to both work-related and retirement-related migration. We use as 

instrumental variables relative cohort size measures predicted by historical data on births in each state, 

by year.  In general, we find evidence consistent with the kinds of biases we would expect from these 

two types of migration, and hence we emphasize the instrumental variables results.  

When we study the effects of a large relative older cohort (aged 50-59 or 60-69) relative to the 

working-age population as a whole, we find contradictory evidence. For LFP, we find evidence that is 

inconsistent with the relative supply or cohort crowding hypothesis, and which instead suggests an 

increase in demand for older workers when the older cohort is relatively large (with higher LFP). But 

we find negative wage effects, consistent with the relative supply hypothesis.   

However, when we look at the size of the older cohorts relative to a young cohort (aged 16-

24) and a cohort spanning the prime/middle range of ages (25-49) we find a more coherent set of 

results. When the older cohort is large relative to the younger cohort, the evidence is much more 

consistent with the relative supply hypothesis, with a larger relative older cohort reducing LFP and 

wages. But when the older cohorts are large relative to the cohort of 25-49 year-olds, LFP of older 

workers is higher, and it is less clear that wages are affected.   

These results for the size of older cohorts relative to prime-aged cohorts are more consistent 

with a relative demand shift. When prime-aged workers are scarce relative to older workers, firms may 

try to retain or hire older workers. Older workers’ extensive margin labor supply elasticity may be quite 

high. Moreover, older workers often enter into different jobs or employment relationships with more 

flexible, lower-paying work. There is some evidence from data on part-time work and self-employment 
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that the increase in older workers’ LFP when their cohort is large relative to the 25-49 year-old cohort 

comes via self-employment or part-time work. Moreover, for 60-69 year-olds this may help explain 

why average wages do not rise despite the increase in LFP; for 50-59 year-olds, in contrast, there 

remains more of a contradiction between higher LFP but lower wages when their cohort is large 

relative to 25-49 year-olds. 

Together, the results suggest that cohort size may have important implications for the LFP 

(and wages) of older workers. However, our evidence suggests that we need a more nuanced view 

than simply whether the older cohort is large relative to the population: The cohort they are large 

relative to matters. Our evidence also suggests the value of additional work to understand the behavior 

underlying our findings, both to better understand the labor market decisions of older workers, and 

to assess the validity of the interpretation of the results we find in this paper.   

Nonetheless, as it stands, the pattern of projected population aging is most consistent with 

rising shares of 50-59 year-olds and 60-69 year-olds relative to the broad group in their 20s, 30s, and 

40s, rather than an increase relative to particularly small young cohort.46 As such, our results suggest 

that population aging is likely to be accompanied by rising labor force participation and hence 

employment of older individuals.    

That said, there are some potential limitations to our analysis, which remain for future 

research. We motivated our analysis by asking what changes in the age structure of the population 

imply – first and foremost – for labor force participation of older individuals. Our estimates based on 

the IV we use are informative for this interpretation, which can also be thought of as extrapolating 

from our estimates to project the likely effects of population aging in the aggregate data, which can be 

viewed as exogenous. Our estimates do not, however, disentangle or decompose the labor supply and 

demand responses of those at different ages to population aging. Moreover, there is potentially a rich 

set of life-cycle responses in which large cohorts who are now older engaged in when they were 

younger, such as increased educational investments owing to lower wages (e.g., Berger, 1984), leading 

to higher employment at older ages to recoup the earlier educational investments. That is, there is 

potentially rich and interesting “black box” of behavioral responses to changes in age structure that 

we do not explore, although doing so goes well beyond the purpose of this paper.     

 

 

 
46 See https://census.gov/data/tables/2017/demo/popproj/2017-summary-tables.html (viewed March 13, 2019). 



 

58 

 

3. Does Rapid Transit and Light Rail Infrastructure Improve Labor Market 

Outcomes? 

3.1 Introduction  

3.1.1 Motivation 

I evaluate the effects of expanding the Los Angeles Metro rapid transit network of light rails, subways, 

and bus rapid transit (BRT) 47 on labor force participation and employment in the neighborhoods these 

stations are placed in. Los Angeles has been consistently expanding its Metro network since the initial 

construction of a light rail line in 1990, following the absence of the last consumer streetcar in 1963, 

to the completion of 103 Metro stations by 2016. This paper is primarily motivated by the fact that 

public transit has often been proposed as a solution to “spatial mismatch”, historically defined by 

economists as a mismatch between where low-income households reside and suitable job 

opportunities. Spatial mismatch traditionally focuses on the effects of residential segregation in the 

urban core for low-skilled and minority workers and the suburbanization of job opportunities far away 

from the urban core (Kain, 1968; Kain, 1992; Gobillon et al., 2007). While researchers and 

policymakers have often proposed public transportation improvements to address spatial mismatch, 

it remains unclear whether public transit improvements have a significant effect on the labor market 

outcomes. 

The papers that address the link between public transit and employment are limited and 

generally focus on accessibility of transit in terms of cost (Phillips, 2014; Rodriguez et al 2015), racial 

hiring decisions of employers as a result of increased transit (Holzer et al. 2003) or have weak 

identification strategies that do not fully address endogenous placement of routes (Sanchez, 1999; Sari 

2015; Heilmann 2018). This paper provides several contributions. First, it expands on a sparse 

literature tying public transit infrastructure to employment outcomes and addresses endogenous 

placement of routes that has not been addressed in previous studies. Additionally, from a public policy 

perspective, the infrastructure expansion was costly and voted directly by referendum to increase gas 

taxes in Los Angeles County. By evaluating the effects on the labor market, this paper addresses 

whether there were tangible benefits to funding Metro expansions. Finally, it addresses the spatial 

 

 
47 The decision to include the Orange line, a bus-rapid transit system, is because of its dedicated right-of-way and an on-
time performance of 94%, close to the 99% of the train system (Mendelson 2015) 
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mismatch component by observing whether transit accessibility can increase employment and reduce 

the disparities in labor market outcomes among different subgroups more vulnerable to this mismatch. 

Using Los Angeles as a case study also addresses the spatial mismatch hypothesis better than 

other cities, because the high concentration of minority groups and large variations in income across 

neighborhoods allows the evaluation of the differential employment effects across racial and low-

income groups. Additionally, the Los Angeles County Metropolitan Transportation Authority (MTA) 

is attempting to finish construction of a series of expansions by the 2028 Summer Olympics. The 

effects of long-run infrastructure improvements on labor market conditions resulting from sporting 

events, such as the expansion of public transit, has not been fully explored in the literature, which 

tends to focus on the short-run effects of sporting events on employment.48 Much of the literature on 

public transit infrastructure improvements, focuses on how Metro stations have a gentrification effect 

by increasing housing prices. (Kahn 2007; Bowes and Ihlanfeldt 2001; Zheng and Kahn 2013; Hu 

2017; Dziauddin 2019; Zhou et al. 2020). However, there’s little work on how the impact of public 

transit infrastructure can increased commercial activity and sprout new businesses in the areas, thereby 

improving the employment opportunities for their residents. While one may think of public transit 

increasing employment by connecting residents to job opportunities that were otherwise inaccessible 

due to commuting costs, it can also increase job density in the neighborhood and reduce spatial 

mismatch. 

To briefly summarize the method and results of the paper, I first evaluate the effects of 

proximity to a station on public transit usage, labor force participation, and employment using a 

standard panel data model with tract and time fixed effects. However, route placement may be 

endogenous to changes in existing demand for public transportation and neighborhood composition. 

Thus, I calculate the distance of the centroid of each tract to a hypothetical Metro route as an 

instrument to predict new station locations. The hypothetical Metro route is modelled from a least-

cost route that minimizes elevational slope changes to connect the origin and destinations of Metro 

stations. Overall, I find that proximity to Metro stations increases labor force participation and 

employment, reducing spatial mismatch. The increased employment is likely driven by increased job 

densities in neighborhoods close to Metro stations rather than allowing residents to connect to distant 

job opportunities. 

 

 
48 A large consensus seems to be that the positive employment effects are minimal, at best, and often fall short of initial 
projections or statistics published by governmental sources (Baade and Matheson, 2002; Hotchkiss et al., 2003; Baumann 
et al.2012). 
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3.1.2 Brief History of the Los Angeles Metro 

In the early 1900s, Los Angeles had an extensive urban electric streetcar network primarily owned by 

two companies, Pacific Electric and the Los Angeles Railway, colloquially known as the red cars and 

yellow cars. However, due to the proliferation of automobiles leading to congestion, the unprofitable 

fare restrictions and maintenance, and allegations of inference from the automobile industry to switch 

to buses, all streetcar systems closed by 1963 (Marshall 2016). Figure 3.1 displays a timeline of relevant 

events 

In 1975, there were initial talks of constructing a modern rapid transit system in Los Angeles. 

For the next few decades, planners identified areas that they wished to connect by transit, but a series 

of political, legal, and logistical hurdles significantly delayed construction. The first route, the Blue 

line, which had been proposed since 1975, finally became operational in 1990. Soon after, the 

Red/Purple line was constructed in two stages, in 1993 and 1996 due to some issues with route 

placement that will be discussed later, and the Green line was constructed in 1995. However, despite 

the acquisition of a wide network of 175 miles of former Pacific Electric rights-of-way in 1990, 

development soon fizzled out due to budgetary issues, the economic downtown in the early 1990s, 

and the decreased public standing of the Metropolitan Transit Authority (MTA). More importantly, 

residents in the areas initially mobilized heavy resistance against transit routes due to concerns about 

neighborhood safety.  

However, in the early 2000s, there was a shift in public opinion back towards developing rapid 

transit due to increased traffic, an increase in federal and state grants, and the increase in politicians 

favorable to transit (Elkin 2014). This led to the development of the Gold line in 2003 that connected 

Union Station to Pasadena, the Orange bus rapid transit system (BRT) in 2005 from Hollywood 

through the San Fernando Valley, the Gold line light rail expansion from Union Station to East Los 

Angeles in 2009, an expansion to the Orange line BRT in 2012, the first leg of the Expo light rail 

construction in 2012 that connects downtown to Culver City, the expansion of the Expo line in 2016 

that connects to Santa Monica, and the expansion of the Gold line from Pasadena to Azusa in 2016. 

Additionally, in 2008, the passage of a proposition, Measure R, secured $40 billion dollars for MTA 

over thirty years, with 35% dedicated to transit capital projects. This measure helped guarantee the 

future for its current and planned projects through 2026. Figure 3.2 shows all routes in 2000, 2016, 

and the planned, future routes through 2026 (L.A. Metro). 
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Figure 3.1: Timeline of the Los Angeles Metro: 

 
 
Sources: Elkin (2014) and L.A. Metro 
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Figure 3.2: Los Angeles Metro Stations in 2000, 2005, 2012, 2016, and Planned 2026 Routes 
 

A. L.A Metro Stations in L.A. County in 2000 
 

 
 

B. L.A Metro Stations in L.A. County in 2005 
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C. L.A Metro Stations in L.A. County in 2012 

 
 

D. L.A Metro Stations in L.A. County in 2016 

 
Source: Los Angeles Metropolitan Transit Authority overlaid on Los Angeles County shape file. The black routes are the 
Expo line and the yellow is the Gold line – all other routes are colored according to their name.  
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E. L.A. Metro Station Planned Routes through 2026 

 
Source: Los Angeles Metropolitan Transit Authority. 

 

 

3.2 Literature Review 

3.2.1 Spatial Mismatch 

I divide the literature review into two sections, one introducing the concept of spatial 

mismatch and the other on the current literature regarding public transit and employment. Before 

spatial mismatch was first introduced, Mills described a model of urban residential choice that assumes 

individuals choose optimal residential locations based on employment in a fixed city center and face 
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tradeoffs between housing costs and commute times based on their choice of residency (Mills 1972). 

However, due to the decentralization of employment and individual preferences for amenities, there 

may be a mixture of high and low-income individuals who reside in the central city or the suburban 

areas (White 1988) and residents living in the suburbs generally have higher incomes to compensate 

for longer travel times (Madden 1985).  

However, many people face barriers to obtaining their preferred residential locations. Kain 

(1968) explained the high unemployment rate for Blacks as stemming from housing segregation and 

the suburbanization of job opportunities. Kain’s paper focused on Chicago and Detroit and how low-

skilled jobs moved from the urban core of cities to the suburbs, while Black workers were still 

constrained to the urban core due to housing market discrimination. This idea was later dubbed 

“spatial mismatch”, a disconnect between where low-income residents reside and suitable job 

opportunities, and a large subsequent literature stressed the importance of proximity to workplace or 

accessibility of jobs on employment.49   

Gobillion et al. (2007) suggested seven mechanisms why greater distances to job opportunities 

could be harmful. On the worker’s side, four possible explanations are that workers may refuse a job 

that involve long and costly commutes, workers’ job search efficiencies may decrease with distance to 

jobs, workers residing far away from jobs may not search intensively, and workers may incur high 

search costs that restrict their spatial search horizon to nearby neighborhoods. The first mechanism 

can be explained by higher reservation wages for costly commutes, resulting in lower employment for 

individuals far away from job opportunities (Brueckner and Zenou 2003; Coulson et al. 2001). 

Additionally, barriers to search exist from the reduced availability of job information (Ihlanfeldt and 

Sjoquist 1990, Ihlanfeldt and Sjoquist 1991) and workers may be deterred from high search costs and 

restrict their search to nearby neighborhoods (Stoll 2005, Holzer and Reaser 2000). Under these labor 

supply side explanations, improvements in reliable public transit methods should decrease commuting 

costs and increase search intensity, resulting in a positive effect on employment.  

On the labor demand side, Gobillion et al. (2007) also suggested three firm-related 

mechanisms for spatial mismatch. Employers may discriminate against residentially segregated 

workers because of stigma or prejudice associated with their residential location (statistical 

discrimination), employers may refuse to hire or prefer to pay lower wages to distant workers because 

of the fear that long commutes will make a worker less productive, and suburban employers may think 

 

 
49 For a detailed literature review on spatial mismatch papers, see Gobillion et al. (2007) and Holzer (1991) 
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their White local customers are unwilling to have contact with minority workers (customer 

discrimination). There is some evidence that firm-based discrimination may occur. Hellerstein et al. 

(2008) suggested the problem is less of a spatial mismatch but rather a “racial mismatch”, where there 

is a lack of jobs where minority groups are hired into. Phillips (2014) runs a correspondence study and 

finds employers discriminate against employees who live further from job locations. Under the first 

and third scenarios that have a strong racial discrimination component, improvements in public transit 

will likely have a null effect on employment, as transit accessibility will not necessarily address these 

problems.50 The second scenario regarding the employer’s fear of decreased worker productivity is a 

bit unclear; public transportation can reduce commuting costs which should increase the perception 

of worker productivity. 

 

3.2.2 Public Transportation as a Solution to Spatial Mismatch 

Spatial mismatch papers often recommend improvements in public transit infrastructure and 

accessibility as a potential solution to addressing the issue (Kain 1968). However, despite this 

insistence on public transit infrastructure improvements as a viable solution, the evidence in the 

literature addressing the connection between public transit infrastructure and employment is 

somewhat limited in their identification strategies.51 For example, while a few early studies find a 

positive association between public transit and employment at the intensive margin (Sanchez 1999; 

Kawabata 2003), none of these studies sufficiently address endogeneity issues, relying on regression 

control and cross-sectional data. Holzer et al. (2003) find that firms located near transit stations in San 

Francisco hired more Latino workers, but this type of analysis focuses on the decision-making process 

of firms rather than the benefits to residents of an expanded transit network. 

More recently, there have been papers that use difference-in-differences or two-way fixed 

effects models to address the link between public transit and employment (Sari 2015; Heilmann 

2018).52 Sari (2015) finds a new tramway in Bordeaux, France decreased unemployment rates in 

neighborhoods located close to the tramway station more relative to other neighborhoods. For an 

 

 
50 There may be an exception if public transit improvements increase job density for jobs that minorities can be hired 
into, reducing the racial mismatch component. 
51 There is a growing literature focusing on the effects of reducing transit accessibility in terms of cost on employment 
outcomes using randomized controlled trials (see Phillips 2014; Rodriguez et al 2015). My study focuses on transit 
accessibility in terms of the availability of infrastructure rather than the cost of using public transit.   
52 Aslund et al (2017) find a zero impact of commuter train access in Sweden on earnings and employment.  However, 
intercity commuter trains are fundamentally different from rapid intracity transportation systems, and I do not explore 
similar systems such as the Metrolink in this paper, mainly due to data limitations.   
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example from the United States, Heilmann (2018) find positive effects on income from the 

construction of Dallas’s urban rail network. However, the methodology could be problematic if station 

placement is correlated with changes in existing demand for public transit infrastructure. In Heilmann 

(2018) for the case of Dallas’s train, the initial plan was to construct over 160 miles of rail, which was 

later curtailed to 93 miles of rail. Thus, it is possible that Dallas planners may have chosen which plans 

to curtail depending on the changes in economic conditions, ridership, or transportation demands in 

specific neighborhoods. In my study, I address any potential biases from Metro line placement 

decisions with instrumental variables, an approach that has not been used in these previous studies. 

Severan (2019) studied welfare effects resulting from the construction of the LA Metro system. 

However, there are a few notable differences. First, Severan focuses on different time periods and 

uses 1990 and 2000 census data to evaluate the first few routes constructed in the 1990s. Secondly, 

Severan builds a spatial general equilibrium model that accounts for commuting, housing markets, and 

labor markets to determine the overall welfare effect. While both Severan and this paper study the 

same setting, ultimately, the papers take different approaches in both their estimation strategy and 

outcome of interest. My paper’s goal is to address the spatial mismatch question by estimating the 

average employment and earnings effect for residents and whether this is attributed to increased job 

density nearby.53    

Finally, while transit infrastructure improvements may address spatial mismatch by connecting 

residents to farther-away jobs that were otherwise inaccessible, thereby increasing overall employment, 

residents may also increase their employment from increased job opportunities in areas near transit 

stations. However, the literature on that is unclear. Credit (2017) finds growth in new businesses in 

the knowledge, service, and retail sectors after station openings from the Phoenix light rail system, 

although the effect tapered off over time. Schuetz (2015) do not find positive effects of Metro stations 

on retail activity in four California MSAs, including Los Angeles from 1992-2009. The follow-up to 

this paper suggests that the retail growth may be lagged 5-10 years (Schuetz et al. 2018). However, 

there is a larger and more consistent literature on the gentrification effects of public transportation 

improvements. Overall, these papers find that proximity to transit stops increases property values or 

housing in the area (Kahn 2007; Bowes and Ihlanfeldt 2001; Hu 2017; Dziauddin 2019; Zhou et al. 

2020). 

 

 
53 There are some subtle similarities in minor choices, such as using walking distance buffers (although a different 
distance threshold was chosen) and using historical routes as control tracts. These were determined in this paper without 
the author’s knowledge of Severan’s working paper.  
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3.3 Data 

I use publicly available data from the American Community Survey (ACS). These summary files 

contain averages for labor market outcomes within a tract, such as labor force participation, 

employment to population ratio, median income earned in the past 12 months, and hours worked. 

The ACS also has data on the number of workers who use public transit, broken down by bus and 

subway/rail, which I divide by the resident population. Additionally, I retrieve demographic data such 

as race, gender, education, migration, and vehicle ownership as controls. The main limiting factor with 

the publicly available ACS data is that it contains information at the census tract level for aggregated 

5-year samples only, for confidentiality concerns. For example, the employment data reported in 2009 

contain the average employment by tract from 2005-2009. This is limiting in that it only allows for 

one pre-intervention and one post-intervention period. Therefore, I evaluate the 2009 and 2012 

expansions by using the 2005-2009 as the pre-period and 2012-2016 as the post period.54 The 5-year 

file for 2005-2009 is converted from 2000 census tracts to 2010 census tracts using the Longitudinal 

Tract Database (LTDB).55  

Ideally, I could identify the tract of work specifically from the ACS data to determine whether 

there are increased job densities. However, this has been restricted to confidential data. Therefore, I 

use Longitudinal Employer-Household Dynamics Origin-Destination Employment Statistics 

(LODES) data to measure the effects of proximity to Metro stations on job density. LODES provide 

the total number of jobs in each origin-destination pair and distinguishes the type of job by income 

(low, medium, or high).56 Low income jobs are defined as jobs with monthly earnings of $1250 or less, 

medium-income jobs are classified as monthly earnings of $1251 to $3333, and high-income jobs are 

defined as monthly earnings greater than $3333. These definitions are from the LODES data directly 

and not by construction. One benefit of LODES is that unlike the public ACS data, it is disaggregated 

down to the block level by year, allowing for a long panel of yearly observations from 2002-2016, 

which enables the pooling of all Metro expansions. However, the main results I present in this paper 

 

 
54 I also tested evaluating each Metro expansion in 2009 and 2012 separately (i.e. using 2010-2014 as the post period for 
the 2009 expansion and 2007-2011 as the pre-period for the 2012 expansions) but along with issues regarding 
overlapping Metro expansions, for the most part, the results were not too different. 
55 LTDB uses an interpolation based on both geographical area and population weights. For a discussion of the benefits 
of LTDB over the Neighborhood Change Database (NCDB), see Logan et al. (2014). Lee and Lin (2018) also prefer 
LTDB over NCDB for converting 2000 tracts into 2010 tracts. 
56 There’s also data on age group (less than 29, 29-55, and over 55) and industry, but they did not generate any 
interesting results 
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are aggregated to a two-period model to allow for the same control variables from the ACS and an 

apples-to-apples comparisons with the specification using the ACS.57  

 I retrieve information about the location and timing of Metro stations from the LA Metro 

website. Addresses are geocoded into ArcMap and overlaid on top of census tract shape files. ArcMap 

allows a variety of spatial analysis tools, such as the calculation of distances from a point or a line to 

the centroid of the tract and the calculation of least-cost paths, which will be explained in the 

econometric specifications. 

 

3.4 Estimation 

3.4.1 Difference-in-differences (DiD) 

The model in equation (3.4.1) represents a simple two-way fixed effects regression with tract and 

time dummy variables that allows for the pooling of multiple Metro expansions and variation in the 

data across many time periods. 

    𝑌𝑐𝑡  =  𝛼 +  𝛽1 ∗ 𝑀𝑒𝑡𝑟𝑜𝑐𝑡  +  𝛽2 ∗ 𝑋𝑐𝑡  +  ϒ𝑐  +  𝜆𝑡  +  𝜀𝑐𝑡         (3.4.1) 

In equation (3.4.1), 𝑀𝑒𝑡𝑟𝑜𝑐𝑡 indexes whether a tract c contains a Metro station at time t within walking 

distance. Walking distance has traditionally been defined in the urban planning literature as 0.4 

kilometers from transit stops although some studies suggest that rail transit may be higher than 0.8 

kilometers.58  For the purpose of this study on rapid transit systems, I use a 0.8 km buffer around the 

Metro station.59    

𝑌𝑐𝑡 indexes the outcomes of interest. From the ACS, I measure the effect of having a Metro 

station within walking distance on average labor force participation, employment, public transit usage, 

and median income earned in past twelve months within a tract. From the LODES, I measure the 

effect of having a Metro station within walking distance on job density, the number of jobs in a tract. 

It is possible that a Metro stop may lead to growth in available jobs in the tract through increased 

 

 
57 I also tested the specifications using a multi-period model. However, the results were not substantively different and 
by doing so, I cannot use the control variables in the ACS for an analogous comparison. Additionally, the logic for the 
instrument is a bit different, as it is no longer interacted with post but use a new method to create variation across all 
time periods. For these reasons, I omit the multi-year model in this paper. 
58 For a detailed literature review on the usage of different walking distance buffers to transit, see El-Geneidy et al. 
(2014) 
59 Using a smaller 0.4 km buffer yielded similar results. Results available upon request. 
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commercial activity or new businesses.60 The dependent variable is expressed in terms of actual job 

levels and a ratio of jobs per population (population taken from the ACS).61 

The controls in 𝑋𝑐𝑡 include shares of Black, female, high school degree, some college, 

bachelor’s or higher, out-of-state migration in the past year, out-of-county migration in the past year, 

no vehicles, and only one vehicle. Including shares of out-of-state and out-of-county migration within 

the past year can address a potential endogeneity concern that people already participating in the labor 

force may decide to migrate to tracts near the stations after they are constructed although this would 

be better if within county migration were available. Confidential ACS data has more detailed migration 

data on  migration by tract within the past year, and excluding these individuals can serve as a strong 

robustness check to partially rule out neighborhood sorting mechanisms. 𝜆𝑡 indicates a vector of 

dummy variables for time and ϒ𝑐 indicates a vector of dummy variables for census tracts. Because I 

use sample estimates of tract-level averages to construct the data, I weight the regression by the average 

population of the studied group (i.e total population (16+) when analyzing labor force participation 

for the total population, Black population when analyzing labor force participation for Blacks, etc.).62   

While the mean population size of a tract is 3346, there are a couple of tracts with very small 

population sizes (see Figure 3.3). Therefore, I removed all tracts under 100 population. One potential 

shortcoming with equation (3.4.1) as specified above is that is assumes constant treatment effects, 

whereas we may think that the treatment effects depend on the size of the network at a given time. A 

more general specification would allow for an interaction between 𝑀𝑒𝑡𝑟𝑜𝑐𝑡 and the size of the 

network.  

However, given that the ACS data is only given in 5-year intervals, I am restricted to two-

periods rather than the multiyear model in equation (3.4.1). I also account for network effects by 

estimating a more simplified version of the general model that considers two types of stations in two 

periods – existing stations in operation in the pre-period and new stations that began operation in the 

post period.63 Therefore, I modify equation (3.4.1) to the following: 

 

 
60 Because LODES gives a place of residency and work, I also evaluated changes in commute distances and the change 
in the percentage of workers who work in tracts with Metro stations but did not find the results that meaningful due to 
the inconsistencies with the ACS and the inability to isolate out specific groups. The ACS microdata can provide a more 
detailed analysis on these topics.  
61 I also tested using the inverse arcsine of jobs to calculate a percentage change, but I did not think it was prudent to 
place greater emphasis on for large percentage changes to jobs in smaller tracts. 
62 I test out each specification without the population weights as well. In the end, the resulting estimates do not seem to 
differ much. Results for unweighted regressions are available upon request. 
63 In two periods, the postt interaction fully accounts for the increase in the size of the network. 
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𝑌𝑐𝑡  =  𝛼 +  𝛽1 ∗ 𝑁𝑒𝑤𝑐 ∗ 𝑝𝑜𝑠𝑡𝑡 +  𝛽2 ∗ 𝐸𝑥𝑖𝑠𝑡𝑖𝑛𝑔𝑐 ∗ 𝑝𝑜𝑠𝑡𝑡 + 𝛽3𝑋𝑐𝑡  +  ϒ𝑐  +  𝑝𝑜𝑠𝑡𝑡  +  𝜀𝑐𝑡       

(3.4.2) 

In this specification, 𝑁𝑒𝑤𝑐 indexes whether a tract c contains or will contain a new Metro station 

within walking distance which is multiplied by 𝑝𝑜𝑠𝑡𝑡, an indicator for the post-treatment period after 

the station is built. 𝑃𝑜𝑠𝑡0 is defined as the time period from 2005-2009 and 𝑝𝑜𝑠𝑡1 is defined as the 

time period from 2012-2016 in order to evaluate a total of three expansions in 2009 and 2012 - the 

Gold line light rail expansion from Union Station to East Los Angeles, an expansion to the Orange 

line BRT, and the first leg of the Expo light rail connecting downtown to Culver City. 

𝐸𝑥𝑖𝑠𝑡𝑖𝑛𝑔𝑐  indexes whether tract c contains an existing Metro station. Including 𝐸𝑥𝑖𝑠𝑡𝑖𝑛𝑔𝑐 

accomplishes two goals. First, it accounts for the network effect in tracts with existing stations in the 

pre-period, since it is assumed there is a treatment effect of expanding the network in these tracts due 

to the new Metro stations that increase accessibility across the Metro system. Additionally, this ensures 

that the appropriate control group is restricted to tracts that do not contain any existing Metro stations. 

Therefore, two effects are being identified in equation (3.4.2); 𝛽1 identifies the effect of the Metro 

expansion in tracts that receive a new Metro station relative to tracts that do not have any stations, 

and 𝛽2 measures the effect of the Metro expansion in tracts that already contain existing Metro stations 

also relative to tracts that do not have any stations. If a tract is within walking distance of a new Metro 

station and an existing Metro station, I consider it as Existing rather than New. The intuition is that 

although there is a new station in this tract, residents were already connected to the system and the 

benefit to them is the increased areas for access rather than gaining access to the system, as a new 

station would provide. Finally, I eliminate tracts that are within walking distance of Metro stations 

built in the 2016 expansion from the control group. 

There are potential shortcomings with using a binary treatment variable. Firstly, if a tract 

boundary touches the buffer zone, it will be considered as a treated tract. Due to the somewhat 

irregular shapes of some of the tracts, it is unlikely that the entire tract is within the walking distance 

buffer – and the differences in the geographical sizes of the tract can be a source of measurement 

error. More importantly, residents may have different propensities to walk longer distances whereas a 

fixed walking distance buffer may not be appropriate. For example, higher household incomes and 

vehicle availability negatively affect a person’s propensity to walk (Hsiao et al. 1997). To address this 

issue, I also employ a continuous distance-based treatment variable that measures the effect of 

proximity to a Metro transit station on employment in equation (3.4.3). 
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    𝑌𝑐𝑡  =  𝛼 +  𝛽1 ∗ 𝐾𝑚𝐹𝑟𝑜𝑚𝑆𝑡𝑎𝑡𝑖𝑜𝑛𝑐𝑡  +  𝛽2 ∗ 𝑋𝑐𝑡  +  ϒ𝑐  +  𝑝𝑜𝑠𝑡𝑡  +  𝜀𝑐𝑡         (3.4.3) 

𝐾𝑚𝐹𝑟𝑜𝑚𝑆𝑡𝑎𝑡𝑖𝑜𝑛𝑐𝑡 indexes the distance in kilometers from the centroid of the tract c to the 

nearest Metro station in time t. As new stations are built, tracts that are near the new station will 

decrease in their distance to the station. If another station is closer to the tract, then 

𝐾𝑚𝐹𝑟𝑜𝑚𝑆𝑡𝑎𝑡𝑖𝑜𝑛𝑐𝑡 will remain unchanged. By using a continuous rather than a discrete measure 

for Metro stations, I address the issue of residents with different propensities to walk. I express 

𝐾𝑚𝐹𝑟𝑜𝑚𝑆𝑡𝑎𝑡𝑖𝑜𝑛𝑐𝑡 using the inverse arcsine to allow for a greater emphasis on changes at smaller 

distances from a new Metro station. It is important to not use levels, because it is not realistic to 

expect a constant effect from decreasing distances; a one-kilometer decrease in distance due to a 

new station has a larger effect in tracts close to Metro stations whereas a one-kilometer decrease 

from tracts far from the station is not expected to have the same effect. I also express 𝑌𝑐𝑡 using the 

inverse arcsine.64 65 

Figure 3.3: Total Tract Population (16+) from 2012-2016 

 
Source: American Community Survey (2012-2016). Bin size is set at 100. 

 

 
64 Inverse arcsine is used to approximate a percentage change in place of natural logs because of the presence of tracts 
with zeros in the outcome variables. 
65 I also test other functional forms, such as levels or 1/KmFromStation. However, since the levels regressions are prone 
to being affected by outliers and do not account for decreasing distances and the reciprocal form does not have a clean 
interpretation, the regressions using inverse arcsine are preferred. Results for other functional forms are available upon 
request. 
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3.4.2 Instrumental Variables 

The construction of a new Metro line may not be exogenous, and may be dependent on a variety of 

factors, such as existing demand for public transportation, economic indicators, political factors, and 

geographical practicality. While tract fixed effects assist in controlling for unobserved time-invariant 

factors, some factors determining Metro placement may vary over time. For example, if there are 

large changes in existing demand for transportation in a tract, Metro planners may purposely target 

these areas in their expansion plans. Therefore, using an instrumental variables specification can 

reduce the bias attributed to endogenous determinants of route placement. 

Elkin (2014) provides a history of the decision-making process in rail lines and motivates the 

creation of an appropriate instrument.66 As shown in Figure 3.1’s timeline, oftentimes routes have 

pre-determined origin and destination areas that are determined well in advance. The idea of starting 

with a connection from downtown L.A to Long Beach largely originated from a political 

compromise on November 21, 1975 between Mayor Bradley and local supervisor Baxter Ward, well 

before the first construction of the Blue line in 1990. 67 68 Kenny Hahn, a county supervisor and chair 

of the Los Angeles County Transportation Commission (LACTC), 69 successfully pushed a 

proposition for a sales tax hike to fund transit rail plans. Largely due to his individual efforts, the 

downtown to Long Beach route was prioritized and chosen as the first route in March 1982, which 

will pass through his predominantly Black, transit-dependent district (Elkin 2014). However, even 

though the destination was known, this route had resistance to what path it should take. Some 

wanted a heavy rail route down Vermont Avenue, a busier transit corridor that could service more 

residents. However, acquiring the funding and political backing would have been more difficult than 

building on an existing right-of-way owned by Pacific Electric.70 Even after finally deciding on 

following the Pacific Electric right-of-way over the Vermont Avenue route, the LACTC still 

 

 
66 Elkin (2014) in the book Railtown: The Fight for the Los Angeles Metro Railway and the Future of the City provides a succinct 
historical account of the decision-making process in transit. His primary focus is how the political decisions of rail 
advocates and detractors and the public support of neighborhoods was the critical factor in determining which routes 
were prioritized and where they ended up going.  
67 Bradley wished to create a downtown and Hollywood-based subway via Wilshire Blvd, Ward wanted a regional above-
ground rail network using existing right of ways (suburban-oriented) (Elkin 2014). These will later develop into the 
Red/Purple and Blue lines. 
68 After this decision, the federal government organization, the Urban Mass Transportation Administration (UMTA) did 
not provide funds to the original organization RTD until June 1980 and they insisted on using the funds for a subway 
system along the Wilshire corridor, closer to Bradley’s vision, which will form the basis for the Red Line.  A newly-
formed organization, LACTC, will secure funding for the Blue Line. 
69 The LACTC and the Southern California Rapid Transit District (RTD) combine into the MTA in 1993 
70 Pacific Electric owned most of the rights-of-way of their former trolley system, the Red Cars. 
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struggled with the determination of the paths within downtown Los Angeles and downtown Long 

Beach which were not part of the acquired right-of-way. The plans for the actual route were not 

finalized until March 1985, nearly a decade after the route was first conceived. 

Similarly, for the future Red Line, the Southern California Rapid Transit District (RTD) 

initially decided in September 1979 on a plan to connect to Hollywood via a route that first goes 

west to Wilshire and then goes back North and East to Hollywood. However, after a methane gas 

explosion in 1985, Henry Waxman, the U.S. Representative for the 33rd congressional district, 

opposed the subway construction through the Wilshire corridor. His concerns were about the risk of 

another methane gas explosion from the construction; however, he might have also been influenced 

by the mobilization of his constituency (the wealthy residents of Hancock Park, Beverly Hills, and 

Fairfax) against the route due to concerns about noise, commuters, and traffic. Therefore, the route 

had to be changed, and planners decided on an alternative route up through the Vermont corridor 

to Hollywood and only created a small route down Wilshire, as far as Waxman allowed the route to 

go.71  

From as early as 1981-1984, the transportation authorities identified areas where they wished 

for the routes to be built, including connections from downtown to the San Fernando Valley, Santa 

Monica, East Los Angeles, and Pasadena (Elkin 2014).72 Figure 3.4 shows a few of these early 

proposals and clearly identifies the end destinations of most of the current and future Metro routes. 

Origins and destination areas are known relatively far in advance, which I treat as exogenous, but the 

path chosen to connect these areas can be endogenous to factors such as community support and 

neighborhood demand for transit. To address this endogeneity, I use an instrument to predict where 

Metro stations are built. This instrument will measure the distance of the centroid of each tract to 

the nearest point on a hypothetical Metro route connecting the origin and destinations of a specific 

expansion. Therefore, I am addressing endogeneity from route placement rather than the exact 

station location along a given route.  

 

 

 

 

 
71 The Vermont corridor was chosen in part due to limited residents in the area and its composition as more of a 
business corridor, with a large amount of hospitals. 
72 San Fernando Valley line will later become the Orange Line, the connection to Santa Monica will be the Expo line, 
and the Pasadena & East LA routes will become the Gold Line 
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Figure 3.4: Early Planned Routes 

 

 
Source: Elkin (2014)
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I construct a hypothetical Metro route using a least-cost hypothetical route that connects the 

origin and planned destination by minimizing the changes in the slope of elevation. I constructed 

this route using a 10 ft digital elevation model (DEM) of Los Angeles County and converted the 

DEM to a slope raster, which calculates the rate of change in elevation from each cell in the map. 

The least-cost path is determined by calculating a cost path that minimizes the cost distance, which 

uses the previous slope raster as the input. Figure 3.5 shows the hypothetical routes that connects 

the origin and destination points for the Gold line expansion in 2009, phase 1 of the Expo line in 

2012, and the expansion of the Orange line in 2012. From this figure, it should be clear that as the 

distance from any tract c and the least-cost hypothetical route increases, the probability of a Metro 

station being constructed in tract c decreases. Conversely, when using the continuous treatment 

variable, the kilometers from the nearest Metro station, as the distance to the hypothetical route 

increases, so should the distance to the nearest actual Metro station. There are a few usages of 

constructing least-cost hypotheticals to use as instruments. Lipscom et al. (2013) and Kaseem (2018) 

construct a hypothetical electrical grid in the countries they study based on geographical-based cost 

considerations. Neumark (2008) uses distance to Benton County to predict the opening of new 

Walmart stores. The benefit of this type of instrument is that along with a strong first stage, the 

theoretical argument for the exclusion principle is strong. It is unlikely that the distance of the 

centroid of each tract to a hypothetical Metro route affects labor market outcomes except through 

its prediction of actual stations. 

More formally, the first-stage IV specification relating to equation (3.4.2) is as follows: 

𝑁𝑒𝑤𝑐 ∗ 𝑝𝑜𝑠𝑡𝑡  =  𝛼 +  δ ∗ 𝐻𝑦𝑝𝑜_𝑅𝑜𝑢𝑡𝑒𝑐 ∗ 𝑝𝑜𝑠𝑡𝑡 + λ1 ∗ 𝐸𝑥𝑖𝑠𝑡𝑖𝑛𝑔𝑐 ∗ 𝑝𝑜𝑠𝑡𝑡 + λ2𝑋𝑐𝑡  + ϒ𝑐  +

 𝑝𝑜𝑠𝑡𝑡  +  𝜀𝑐𝑡       (3.4.4) 

𝐻𝑦𝑝𝑜_𝑅𝑜𝑢𝑡𝑒𝑐 is a vector of distance dummies that indicate whether the distance from the centroid 

of tract c is less than 1km, 2km, or 3km from the tract centroid to the hypothetical route.73 Note that 

𝐻𝑦𝑝𝑜_𝑅𝑜𝑢𝑡𝑒𝑐 does not vary with time, so I will interact it with 𝑝𝑜𝑠𝑡𝑡 or the instrument will be 

absorbed by the fixed effects, and the distance is not relevant for new lines until they are constructed 

in the post period.  

Additionally, an equivalent distance-based IV first-stage modification of equation (3.4.4) 

would be as follows: 

 

 
73 When the treatment variable is binary, as is the case here, the instrument cannot be continuous or there will be a 
forbidden regression problem (Angrist and Pischke 2009) 
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𝐾𝑚𝐹𝑟𝑜𝑚𝑆𝑡𝑎𝑡𝑖𝑜𝑛𝑐𝑡 =  𝛼 +  δ1 ∗ 𝐻𝑦𝑝𝑜_𝑅𝑜𝑢𝑡𝑒𝑐 ∗ 𝑝𝑜𝑠𝑡𝑡 + δ2𝑋𝑐𝑡  +  ϒ𝑐  +  𝑝𝑜𝑠𝑡𝑡  +  𝜀𝑐𝑡       

(3.4.4) 

Here, 𝐻𝑦𝑝𝑜_𝑅𝑜𝑢𝑡𝑒𝑐 is simply the continuous distance from the centroid of the tract to the 

hypothetical route. I expect δ1 to be positive here – as the distance to the hypothetical line increases, 

so does the distance to the actual Metro station. 

 

Figure 3.5: Hypothetical Least-Cost Route for Origin-Destination 
 

 
Source: Los Angeles County GIS Data Portal. The digital elevation model is converted to a slope raster (shown in the 
background) and the least-cost route is calculated using spatial analysis tools in ArcMap that account for elevational 
slope changes. 

 

One potential criticism of the least-cost route is that the hypothetical route mapped out is 

not feasible without acquiring the rights-of-way. Metro must acquire the right-of-way to build a 

transit route on the land, and it is much easier to acquire these rights if they were previous streetcar 

or railroad lines in the past. For example, in 1990, Metro purchased 175 miles of rights-of-way for 

$450 million from Southern Pacific, including the 21-mile Burbank Branch line in San Fernando 
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Valley (the future Orange line) and the 14-mile Exposition Boulevard route from downtown to 

Santa Monica (the future Expo line). Also, in 1990, the LACTC purchased the right-of-way for the 

Santa Fe railroad tracks to Pasadena (future Gold line). Thus, Metro builds on routes that have 

clearly defined and owned rights-of-way that are primarily based on the previous streetcar systems. 

The streetcar system appears to form the basis for most routes, with the exception of the Gold Line 

which uses the Santa Fe Railroad tracks and the extensions of some of the other routes, such as the 

Green line which uses a freeway median74 for most of the route and the last two stations in the 

southern portion of the Gold line that connects through East Los Angeles.75 Therefore, I proxy for 

the universe of all rights-of-way that Metro could have conceivable acquired by mapping out the 

historical streetcar routes of Pacific Electric and the Los Angeles Railway as well as existing railroads 

in the United States (see Figure 3.6 Panel A).76   

One obvious potential instrument using the historical routes is to construct the hypothetical 

route by isolating the possible paths that connect the origin and destination areas with the historical 

rights-of-way. For example, to connect to Santa Monica in the West, it looks like there are multiple 

viable paths. Using historical routes as instruments is supported in the transportation literature to 

study transportation-related outcomes such as modern traffic patterns (Redding and Turner 2015; 

Duranton and Turner 2011). However, there are a few reasons why this is not the appropriate 

method to use in this context. First, and most importantly, IV is only appropriate if it meets the 

exclusion restriction. However, in this context, the distance of a tract to these early historical rights-

of-way routes may affect contemporaneous labor market conditions, violating the exclusion 

restriction. It is conceivable that areas close to early historical railroads or the streetcar system led to 

economic development that persist over time and affect current labor market conditions. Brooks 

and Lutz (2019) demonstrate the persistence of the LA streetcar system on population densities, 

 

 
74 Interestingly, most of the Green line, before it veers south on the west end, is probably the best example of an 
exogenously determined route for the portion on Interstate 105. It was the result of a court settlement regarding 
acquisition of land for Century Freeway (Interstate 105) that required a stipulation requiring a median be built for transit 
on the highway. However, beyond the freeway, the Green line did not reach its goals. It failed to connect to the Norwalk 
Amtrak station due to opposition from Norwalk leaders, ran into limitations in connecting to LAX directly due to 
bureaucracy at the airport and ended up with a station 2 miles from LAX, and decided to go south to serve the Redondo 
Beach aerospace industry (which ultimately was severely crippled by the end of the Cold War when it was finally 
completed) (Elkin 2014) 
75 While the Orange line looks like it differs from the actual route placement, I attribute this to mapping error. The 
Orange line is supposed to be based on the Pacific Electric (Red Cars) route. 
76 It is assumed that all existing railroads are also based on historical rights-of-way. For example, the Gold line is based 
off the Santa Fe Railway built in 1859. These are primarily freight routes, and it can be assumed that Metro could have 
conceivable purchased the rights-of-way to convert to commuter lines. 
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attributable to land use regulation, which lends credence to this idea of economic persistence. In 

addition to the exclusion restriction issue, it is not clear which historical routes should be chosen in 

constructing the hypothetical route that connects the origin and destination points – whether it 

should be the shortest connection, the one that services the most residents, or any possible route 

not longer than a certain threshold. Choosing too many potential routes leads to a weak first-stage. 

Therefore, I prefer to use the least-cost route as the instrument since it yields a stronger first stage 

and satisfies the exclusion principle. 

However, these historical routes can serve as an important robustness check. The idea of 

persistence of higher economic growth in neighborhoods that are close to these historical routes 

indicates that the IV estimates may be upward biased when using all tracts without Metro stations in 

Los Angeles County as the control group. Therefore, the control group should be restricted to tracts 

that are close to the historical streetcar system or railroads, which I defined as a 0.8-kilometer buffer 

region (see Figure 3.6 Panel B).77 I test this theory by determining whether there is a spurious effect 

by comparing the outcomes of tracts without Metro stations but part of the historical right-of-way 

against tracts without Metro stations and not part of a historical right-of-way with the following 

equation: 

    𝑌𝑐𝑡  =  𝛼 +  𝛽1 ∗ 𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙𝑐 ∗ 𝑝𝑜𝑠𝑡𝑡  +  𝛽2 ∗ 𝑋𝑐𝑡  +  ϒ𝑐  +  𝑝𝑜𝑠𝑡𝑡  +  𝜀𝑐𝑡         (3.4.5) 

In this specification, 𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙𝑐 indicates whether a tract is within a 0.8-kilometer walking distance 

buffer around the historical streetcar route or railroad. All tracts that will contain Metro stations 

within walking distance are omitted. If the theory is true, then 𝛽1 should generate a positive, 

spurious effect. 

 

 

 

 

 

 

 

 

 
77 I only conduct this robustness check with the binary specification of equation (2.3.2) and equation (2.3.4), because I 
also make the 0.8-kilometer buffer region assumption in those specifications. It is not appropriate in the continuous 
specification of the treatment variable – although one might consider assigning different weights to tracts depending on 
their proximity to these historical routes. 
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Figure 3.6: Rights-of-Way Based on Historical Routes 
 

A. Red Cars, Yellow Cars, and Currently Operating Railroads 
 

 
The red routes indicate a Pacific Electric streetcar route (Red cars). The blue routes indicate a Los Angeles 
Railway route (Yellow cars). The purple indicates a currently operating railroad. 
 

B. Restricted Sample of Tracts Near Historical Routes 

 
This shows a map of tracts that are counted in the restricted subsample which is limited to a 0.8-kilometer walking 
distance around the routes above. 
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3.5 Results 

Figure 3.7 compares a descriptive map of labor force participation in an area of tracts where most of 

the evaluated expansions fall under. In this figure, the treated areas contained within the circle have 

blue or black outline, which indicates they are part of the 2009 and 2012 expansions. A few things 

stand out from the figure. First, labor force participation appears to be lower in the treated areas in 

the pre-period (2005-2009) with most tracts in these areas not having labor force participation above 

75%, except for the western-most station. Taking an aggregate of all treated and control tracts, the 

average LFP of the control tracts rate in the pre-period is 65% while the average LFP in the treated 

tracts is 62%.78 Thus, it is conceivable that planners target neighborhoods with lower LFP.  

Additionally, it does appear that labor force participation is increasing in the post-period in many of 

the tracts – this is more evident from the stations within the 2009 expansions than the 2012 

expansions. In the post period, LFP of control tracts decreases by one percentage point while the 

average of treated tracts increases by one percentage point. However, these are just averages - the 

regression estimates will provide a better estimate of the effect of Metro stations on labor force 

participation and other measures. 

Table 3.1 Panel I shows the regression results matching equation (3.4.2). Starting with public 

transit usage, the estimate shows an increase of rail or subway usage by 0.35 percentage points in 

tracts where the new stations are placed and a 0.40 percentage point increase in tracts with existing 

Metro stations. The increased rail and subway usage are offset by the decrease of 0.65 percentage 

points in bus usage in tracts with new stations. The corresponding IV estimate in Panel II indicates 

that the initial estimate is understated, and the IV estimates suggest a 0.52 percentage point increase 

in subway and rail usage and decrease in 1.16 percentage points in bus usage, although the latter is 

not statistically significant. There are a few points when interpreting these results. First, the Orange 

bus rapid transit system expanded four stations in 2012, so the effect cannot be completely 

attributed to workers substituting out buses for the light rail systems. Nevertheless, given that the 

Gold and Expo lines expanded a total of 17 light rail stations compared to 4 stations, it is still safe to 

infer that there is a large degree of substitution of workers who previously used buses switching to 

the new light rail system. Secondly, note that bus usage decreases at a higher rate than the increase in 

rail usage. While not shown in the table, the overall effect on public transit share is close to the sum 

 

 
78 The employment to population rate is 60% for non-treated tracts and 56% for treated tracts. The employment to 
population figures are similar to LFP, so I omitted them. 
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of both the subway/rail usage and the bus usage estimates, which is negative but not statistically 

significant under both the DiD/IV specifications for tracts with new stations, although statistically 

significant for tracts with existing stations. Thus, the overall public transit share is only increasing in 

tracts with existing stations while in the tracts with new stations, existing workers are substituting 

bus for rail. 

Figure 3.7: Labor Force Participation in 2005-2009 Compared to 2012-2016 
 

A: LFP (2005-2009) 

 
 

B: LFP (2012-2016) / LFP(2005-2009) 

    
The circles represent a 0.8-kilometer buffer region around a Metro station. The black circle is part of the 2009 
expansions, the blue circles are part of the 2012 expansions, and the red circles are part of the 2016 expansions (which is 
omitted in this analysis). The silver circles are from existing stations built in 1990-2005. Both LFP (2005-2009) and LFP 
(2012-2016) use the same scale. This figure is zoomed in to the areas near downtown and where most of the expansions 
occurred. Tract boundaries are not shown. 

 

Year Opened

Before 2009

2009

2012

2016

LFP

0.00 - 0.40

0.41 - 0.55

0.56 - 0.65

0.66 - 0.75

0.76 - 0.96

Year Opened

Before 2009

2009

2012

2016

△ LFP Rate

0.25 - 1.00

1.01 - 1.50

1.51 - 2.00

2.01 - 16.43
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Table 3.1: The Effect of Metro Stations on Labor Force Participation, Commuting, and Earnings 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 

Variables 
Subway 
or Rail 

Bus LFP 
(All) 

LFP 
(Black) 

LFP 
(Hisp) 

LFP  
(< HS) 

Emp 
(All) 

Emp 
(Black) 

Emp 
(Hisp) 

Emp  
(< HS) 

Yearly 
Earnings 

I. DiD 

            
New*post 0.35*** -0.67** 1.80*** 4.22** 1.85** 0.06 1.85*** 4.64*** 2.04** 0.50 -1044.48* 

 [0.08] [0.29] [0.58] [1.70] [0.80] [1.28] [0.57] [1.61] [0.89] [1.37] [591.04] 
Existing*post 0.40*** -0.13 1.99*** 3.13*** 1.81*** 1.82** 2.04*** 3.42*** 2.09*** 2.35*** 229.59 

 [0.06] [0.18] [0.35] [1.12] [0.47] [0.71] [0.36] [1.15] [0.54] [0.73] [348.19] 
constant 0.33 5.14*** 64.10*** 55.10*** 69.33*** 72.41*** 58.55*** 42.08*** 66.55*** 71.78*** 26561.66*** 
 [0.27] [1.03] [2.40] [6.88] [2.93] [3.55] [2.35] [6.95] [3.22] [3.72] [2422.45] 

            
II. IV 

            
New*post 0.52** -1.16 7.53*** 6.79** 5.17*** 1.45 6.51*** 9.81*** 4.04** -0.39 -3863.48** 

 [0.22] [0.83] [1.74] [3.01] [1.74] [2.73] [1.67] [3.15] [1.97] [2.91] [1746.26] 
Existing*post 0.41*** -0.15 2.22*** 3.31*** 2.00*** 1.91*** 2.23*** 3.78*** 2.20*** 2.29*** 116.40 

 [0.06] [0.19] [0.35] [1.14] [0.47] [0.70] [0.36] [1.15] [0.55] [0.73] [355.92] 
            
First-Stage F-Stat 31.38 31.38 31.38 18.01 29.78 29.04 31.38 18.01 25.46 29.04 31.37 
Endogeneity Test (p-
value) 0.337 0.435 0.000 0.230 0.021 0.874 0.000 0.062 0.226 0.752 0.088 
Overidentification 
Test (p-value) 0.070 0.083 0.307 0.778 0.632 0.160 0.136 0.524 0.528 0.423 0.912 

            
Observations 4508 4508 4508 3936 4504 4436 4508 3936 4152 4436 4502 

Source: American Community Survey (ACS) 5-year summary files, 2005-2009 ACS and 2012-2016 summary ACS files. This table reports DiD/IV estimates of 
equation (3.4.2) using the 0.8-kilometer walking distance buffer around Metro stations. Tracts that had expansions in 2009 and 2012 are considered New while tracts 
that have existing stations from 1990-2005 are considered Existing. Tracts with expansions in 2016 are omitted from the regression. In column (1), (2), (6), and (10), the 
specification includes controls for shares female, Black, Asian, two or more races, Hispanic, high school degree, some college, bachelor's degree or higher, out of 
county migration in the past year, out of state migration in the past year, no vehicles, and one vehicle. Column (3), (4), (7), and (8) contain the same specification as (1) 
but exclude shares Black, Asian, two or more races, and Hispanic. Columns (5) and (9) contains the same specifications as (1) except without shares with high school 
degree, some college, and bachelor's degree or higher. All columns include tract fixed effects and a post period dummy variable. Regression is weighted by their 
respective population (i.e. all population 16 and over for LFP (All), teen population for LFP (teen), etc. The first stage F-Stat differs due to the sample size data arising 
from censored data in omitted tracts for subgroups. The units for columns (1)-(10) represent percentage points from 0-100, and the units for column (11) is in US 
dollars. Standard errors are clustered by tract. *, **, and *** denote 0.1, 0.05, and 0.01 significance levels. 
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If I expect labor force participation and employment only increases because more workers 

are utilizing the increased public infrastructure to commute and search in distant locations, then 

from the previous estimates, there should not be a significant effect on labor force participation or 

employment. However, the effects on the labor force participation rate and the employment to 

population ratio are strikingly clear. Initial DiD estimates indicate a statistically significant increase in 

the labor force participation rate by 1.80 percentage points and employment to population rate by 

1.85 percentage points for tracts with new stations within walking distance. There appears to be a 

much larger effect on Blacks, with a 4.22 percentage point increase in the labor force participation 

rate and a 4.64 percentage point increase in the employment rate. The estimates for Hispanics are 

similar to the estimates for the general population, and not significant for those without a high 

school degree. The secondary effects for tracts with existing stations are all positive and significant 

for all groups, ranging from 1.81 to 3.13 percentage points for labor force participation and 2.04 and 

3.43 percentage point increases for employment.  

IV estimates suggest that the initial estimates are understated, with an increase in labor force 

participation by 7.53 percentage points and employment by 6.51 percentage points. Among the 

subgroups, IV estimates suggest that the effect on labor force participation of Blacks (an increase in 

6.79 percentage points) and Hispanics (an increase in 5.17 percentage points) are smaller than on the 

effects on the overall labor force participation rate (an increase in 7.53 percentage points). However, 

there appears to be a larger effect on employment for Blacks (an increase in 9.81 percentage points) 

than the general employment rate (an increase in 6.51 percentage points). While the magnitude of 

the IV estimates may be slightly inconsistent with the magnitude of the initial estimates among the 

different subgroups, such as the estimate for Black LFP being lower than the overall LFP, this might 

be explained by the differing strength of the first stage. The first stage regression specification is the 

same but the sample sizes differ due to missing data for a number of tracts where the population of 

the subgroup is small, leading to a weaker first stage F-Statistic, 18.01, when compared to the F-

statistic using the full sample, 31.38. For context, the Stock-Yogo critical values for the 5% maximal 

IV relative bias is 13.91 and for 10% maximal IV size is 22.30 (although for 15% maximal IV size is 

12.83). Additionally, the test of endogeneity is significant for labor force participation and 

employment for the overall population and Hispanics, as well as Black employment, but not 

significant for Black LFP and unskilled LFP and employment.  

On earnings, the initial DiD estimate indicates a decrease in $1,044 in yearly earnings for the 

average resident in the treated tract, statistically significant at the 10% level. The corresponding IV 
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estimate suggests the magnitude of this decrease is understated, with estimates indicating a decrease 

of $3,460 in yearly earnings. This is not necessarily contradictory to employment estimates – as it 

depends on the type of jobs that residents are getting employed into. Residents may be getting 

employed into lower-pay and/or part-time jobs, which is consistent with the idea that lower income 

residents tend to rely on public transit or vulnerable to spatial mismatch when compared to more 

than higher income residents. Confidential data could paint a better picture with the distributional 

effects, particularly for the different subgroups being studied. 

Recall that the persistence of economic conditions in neighborhoods close to historical 

routes can generate bias, as supported by Brooks and Lutz (2019). I conducted a robustness test and 

restricted the control group to only tracts that are within walking distance of historical routes whose 

rights-of-way could have been purchased by Metro to convert into Metro routes. I first test that this 

is an appropriate analysis by comparing the outcomes variables between the new control group, 

tracts near historical routes, versus the initial control tracts. In Table 3.2 Panel I, I find a statistically 

significant and positive spurious effect in labor force participation and employment (except for 

Hispanics). This provides evidence that restricting the control group to tracts near historical routes is 

a more credible control group and these estimates will be preferred over Table 3.1.  

After using the restricted subsample of tracts, I find weaker effects for labor force 

participation and employment with the new control group, as expected, but most of the estimates 

are still statistically significant. For example, initial DiD estimates indicate a 1.42 percentage point 

increase in the labor force participation rate and IV estimates indicate a 5.49 percentage point 

increase (1.52 and 4.93 percentage point increases for employment). For Blacks, both DiD/IV 

estimates suggest smaller effects than Table 3.1. Initial estimates indicate a 3.5 percentage point 

increase for LFP and a 3.9 percentage point increase for employment, while IV estimates indicate a 

4.51 percentage point increase for LFP and a 7.32 percentage point increase for employment, 

although the IV estimate for LFP is no longer significant. The effects on public transit, LFP for 

Hispanics, employment for Hispanics, and earnings do not differ much from the estimates in Table 

3.1, nor were they expected to, since there was not a spurious correlation between the tracts near 

historical routes compared to the tracts without historical routes. The first-stage F statistics are 

slightly stronger here, ranging from 19.42 to 32.54 depending on the sample size. 
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Table 3.2: Effect of Metro Stations on Labor Force Participation, Commuting, and Earnings (Restricted to Historical Routes) 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 

Variables 
Subway 
or Rail 

Bus LFP 
(All) 

LFP 
(Black) 

LFP 
(Hisp) 

LFP 
(< HS) 

Emp 
(All) 

Emp 
(Black) 

Emp 
(Hisp) 

Emp  
(< HS) Earnings 

I. Historical Route Test 

Historical*post -0.01 -0.05 1.24*** 2.77** 0.52 1.63** 0.97*** 2.60** 0.20 1.81** 361.12 
 [0.03] [0.09] [0.29] [1.08] [0.48] [0.76] [0.28] [1.07] [0.51] [0.77] [390.30] 

constant 0.47 4.73*** 64.41*** 47.57*** 72.81*** 75.49*** 57.78*** 29.80*** 67.32*** 72.32*** 27751.68*** 

 [0.29] [1.04] [2.65] [8.22] [3.36] [4.37] [2.53] [8.03] [3.54] [4.52] [2965.44] 

Observations 3600 3600 3600 3094 3596 3538 3600 3094 3354 3538 3596 
 

           
II. DiD - Main Specification 

New*post 0.36*** -0.66** 1.42** 3.48** 1.74** -0.32 1.52*** 3.86** 2.00** 0.07 -1164.38* 

 [0.08] [0.29] [0.59] [1.71] [0.81] [1.31] [0.58] [1.64] [0.90] [1.39] [597.68] 

Existing*post 0.40*** -0.11 1.64*** 2.23* 1.71*** 1.47** 1.76*** 2.57** 2.03*** 1.95*** 143.64 

 [0.06] [0.19] [0.36] [1.19] [0.48] [0.73] [0.37] [1.20] [0.55] [0.75] [355.57] 

constant 0.42 5.51*** 66.27*** 51.59*** 71.23*** 72.17*** 61.78*** 39.22*** 70.23*** 73.64*** 24205.32*** 

 [0.30] [1.22] [2.67] [7.67] [3.18] [3.81] [2.62] [7.92] [3.49] [3.98] [2502.15] 

            
III. IV - Main Specification 

New*post 0.48** -0.94 5.49*** 4.51 4.88*** -0.00 4.93*** 7.32** 4.31** -0.90 -3634.59** 

 [0.21] [0.83] [1.63] [3.07] [1.72] [2.75] [1.60] [3.11] [1.95] [2.92] [1634.36] 

Existing*post 0.41*** -0.13 1.87*** 2.33* 1.93*** 1.50** 1.95*** 2.92** 2.18*** 1.87** 5.78 

 [0.06] [0.19] [0.37] [1.22] [0.49] [0.73] [0.38] [1.22] [0.56] [0.75] [366.85] 

            

First-Stage F-Stat 32.54 32.54 32.54 19.42 30.66 29.53 32.54 19.42 26.36 29.53 32.53 

Endogeneity Test 
(p-value) 0.448 0.626 0.003 0.544 0.027 0.978 0.009 0.200 0.131 0.748 0.112 

Overidentification 
Test (p-value) 0.129 0.074 0.639 0.490 0.580 0.185 0.263 0.177 0.380 0.349 0.843 

Observations 3458 3458 3458 3016 3456 3416 3458 3016 3160 3416 3452 

Source: I. follows the specification in equation (3.4.5). Historical indexes whether a tract is within walking distance (0.8-kilometers) of a historical route or current 
railroad route. It uses the same control variables and weights as Table 3.1. II. and III. follow the same specifications as the regressions in Table 3.1, except restricting 
the control group to tracts where Historical = 1. The observations in the last row apply to both II. and III. The units for columns (1)-(9) represent percentage points 
from 0-100, and the units for column (10) is in US dollars. Standard errors are clustered by tract. *, **, and *** denote 0.1, 0.05, and 0.01 significance levels. 
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Table 3.3: Effect of Proximity to Metro Stations on Labor Force Participation, Commuting, and Earnings 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 

Variables 
Subway 
or Rail 

Bus LFP 
(All) 

LFP 
(Black) 

LFP 
(Hisp) 

LFP 
(< HS) 

Emp 
(All) 

Emp 
(Black) 

Emp 
(Hisp) 

Emp  
(< HS) 

Earnings 

            
1. DiD            
            
KmFromStation -0.136*** 0.075** -0.009* 0.005 -0.014** -0.004 -0.009 -0.003 -0.016* 0.003 -0.004 

 [0.029] [0.030] [0.005] [0.019] [0.007] [0.011] [0.006] [0.020] [0.008] [0.014] [0.009] 

constant 0.564*** 1.566*** 4.906*** 4.689*** 4.969*** 4.918*** 4.825*** 4.485*** 4.938*** 4.922*** 
10.701**
* 

 [0.207] [0.262] [0.053] [0.153] [0.064] [0.070] [0.057] [0.178] [0.079] [0.080] [0.067] 

            
II. IV            
            
KmFromStation -0.401*** -0.172 -0.199*** -0.273*** -0.190*** -0.148*** -0.186*** -0.246*** -0.171*** -0.156*** 0.021 

 [0.091] [0.121] [0.025] [0.064] [0.032] [0.044] [0.026] [0.067] [0.040] [0.051] [0.031] 

            
III. First Stage Equation (KmFromStation on Hypo Route Distance) 
 
Hypo Route 
Distance 

0.010*** 0.010*** 0.009*** 0.013*** 0.010*** 0.010*** 0.009*** 0.013*** 0.009*** 0.010*** 0.009*** 
[0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] 

            
            
First-Stage F Stat 203.76 203.76 203.76 87.25 136.76 123.09 203.76 87.25 129.43 123.09 203.38 
Endogeneity Test  
(p-value) 

0.003 0.031 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.395 

            
Observations 4604 4604 4604 4028 4600 4532 4604 4028 4248 4532 4598 

Source: American Community Survey (ACS) 5-year summary files, 2005-2009 ACS and 2012-2016 summary ACS files. This table reports DiD/IV estimates of 
equation (3.4.3) using a continuous treatment variable, KmFromStation, which measures how far the centroid of the tract is from the nearest Metro station, expressed in 
its inverse arcsine form. The outcome variables in columns (1)-(10) are also expressed in inverse arcsines. See Table 3.1 for description of control variables. All 
columns include tract fixed effects and a post period dummy variable. Standard errors are clustered by tract. The pre-period defined here is 2005-2009 and the post 
period is 2012-2016.The first stage estimates differ due to sample size differences from censored data in omitted tracts for subgroups. *, **, and *** denote 0.1, 0.05, 
and 0.01 significance levels.
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Additionally, I test the effects of a continuous distance to a Metro station on the above 

outcomes of interest, matching with equation (3.4.3), shown in Table 3.3.79 In the base specification 

using 𝐾𝑚𝐹𝑟𝑜𝑚𝑆𝑡𝑎𝑡𝑖𝑜𝑛𝑐𝑡, I expect the sign of the estimate on 𝐾𝑚𝐹𝑟𝑜𝑚𝑆𝑡𝑎𝑡𝑖𝑜𝑛𝑐𝑡 to be negative, 

because the positive effect of Metro stations should be decreasing as distance from the station 

increases. Therefore, I will be interpreting the effects in this section as an increase in proximity rather 

than distance, to make the interpretation of the estimates easier. For example, the IV estimate in the 

Table 3.3 suggests a one percentage increase in proximity to a Metro station increased subway or rail 

usage by 0.401 percent on average. The specification using the continuous distance measure also has 

the benefit of a stronger first stage – with a F-stat of 203.76 for the full sample.80  

Table 3.3 shows that subway or rail usage, labor force participation, Hispanic labor force 

participation, and Hispanic employment increases with increased proximity to stations, while bus 

usage decrease with increased proximity to stations. IV estimates in the distance-based specification 

are mostly consistent with the direction of the bias expected. For labor force participation, the IV 

estimates can be interpreted as for each one percent increase in proximity to the Metro station, labor 

force participation rate on average increases by 0.199 percent. The effects are largest for Black 

residents, who increase their labor force participation rate by 0.273 percent on average for each one 

percent increase in proximity. Similarly, the effect of proximity to station on employment is smaller 

in magnitude than labor force participation but follows the same pattern.  

In general, IV estimates using the continuous specification are consistent with the binary 

specification, with a few exceptions. The estimates for labor force participation and employment are 

significant for high school dropouts in the continuous case, but not the binary case. Additionally, the 

IV estimates for bus usage and earnings are not significant using the continuous specification. 

Overall, the IV may perform better in the continuous distance specification rather than the binary 

case, because the equation is just identified and the first stage F-statistics are much stronger, ranging 

from 87.25 to 203.76. Finally, the endogeneity test rejects the null that KmFromStation is exogenous 

at the 1% level, except in the earnings regression. I do not apply the restriction of historical tracts 

for a robustness check since I assumed of a 0.8-kilometer walking buffer around a historical streetcar 

 

 
79 I do not eliminate tracts where the Metro station is built in 2016 in the continuous specification, because this requires 
an assumption about walking distances that was used in the discrete case. Nevertheless, I do test the results when 
eliminating tracts using the walking distance assumption and conclude that the results do not change by much. 
80 Again, the first stage estimates are slightly different between each column due to different weights and control 
variables being used (i.e for the estimates of the labor force participation of Blacks, I use Black population as weights 
and omit race controls).   
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to be consistent with how I constructed the binary measures of 𝑁𝑒𝑤𝑐 and 𝐸𝑥𝑖𝑠𝑡𝑖𝑛𝑔𝑐  around Metro 

stations.81   

Overall, I have shown that there is robust evidence that Metro stations have a positive effect 

on labor force participation and employment for residents in the neighborhoods these stations are 

placed in. However, the lack of a strong uptick in public transit usage suggests that workers in these 

neighborhoods who were reliant on public transit were merely substituting between different types 

of transportation methods rather than being connected to distant jobs. If new workers who were at 

the extensive margin choose to participate in the labor force due to accessibility to distant jobs, the 

overall public transit share should increase at the same magnitude as employment. Thus, 

neighborhood changes may provide a better explanation. If the explanation is that Metro stations 

increased economic activity in neighborhoods near the stations, then the increased labor force 

participation and employment is a direct result of increased job density near the station. 

I turn to another the publicly available Longitudinal Employer-Household Dynamics Origin-

Destination Employment Statistics (LODES) in the absence of confidential ACS data on place of 

work to determine if proximity to Metro stations affects job density. Table 3.4 shows the results 

using the binary specification of tracts within walking distance (eq 3.4.2). I do not find any 

statistically significant results on number of jobs or number of jobs per resident population in the 

initial DiD estimates although most estimates are positive, except for medium income jobs and 

medium income jobs per population (Table 3.4 Panel I). There also is a sizable and statistically 

significant (at the 10% level) increase in high income jobs in tracts that have existing stations. The 

IV results are also not statistically significant, except for a decrease in low income jobs per capita. 

However, commuting distance decreases, with initial DiD estimates indicating an average drop of 

0.38 kilometers and IV estimates indicating a decrease in 2.71 kilometers in tracts with new stations, 

evidence that workers are now employed in jobs closer to their homes. Restricting to historical tracts 

(Table 3.5) yields similar, inconclusive results except for decreases in average commuting distances.  

 

 

 

 

 

 
81 I may consider applying different weights based on the distance of the tract from the nearest historical route, but that 
has not been implemented. 
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Table 3.4: Effects of Metro Stations on Jobs (Binary Specification)   
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)  

Data Source ACS LODES LODES LODES LODES Both Both Both Both LODES  

Variables 
Resident 
Population 

Total Jobs 
Low Inc. 
Jobs 

Med Inc. 
Jobs 

High Inc. 
Jobs 

Total Jobs 
/ Pop 

Low Inc. 
Jobs / 
Pop 

Med Inc. 
Jobs / 
Pop 

High Inc. 
Jobs / 
Pop 

Commute 
Distance 

 

            

I. OLS            

New*post -2.58 84.79 34.09 -12.66 63.36 0.03 0.01 -0.01 0.02 -0.38***  

 [40.14] [107.06] [52.04] [36.34] [49.32] [0.04] [0.02] [0.02] [0.02] [0.07]  

Existing*post 23.18 119.18 2.43 -21.11 137.86* -0.05 -0.03 -0.05** 0.03 -0.32***  

 [28.83] [123.07] [50.37] [31.14] [81.14] [0.10] [0.02] [0.02] [0.08] [0.07]  

constant 3715.78*** 1904.35*** 415.35*** 721.65*** 767.35** 1.06*** 0.17*** 0.30*** 0.59 18.04***  

 [190.82] [443.94] [142.77] [106.23] [380.59] [0.41] [0.05] [0.06] [0.39] [0.49]  

            

II. IV            

New*post -132.81 316.63 -154.87 18.18 453.33 -0.06 -0.13* -0.11 0.18 -2.71***  

 [139.56] [447.04] [149.90] [123.75] [307.81] [0.40] [0.08] [0.10] [0.31] [0.40]  

Existing*post 17.62 128.48 -5.15 -19.87 153.51* -0.06 -0.03 -0.06* 0.03 -0.42***  

 [30.12] [133.30] [49.19] [34.58] [90.75] [0.12] [0.02] [0.03] [0.09] [0.07]  

            

First Stage F Stat 33.30 31.38 31.38 31.38 31.38 31.38 31.38 31.38 31.38 31.38  

Endogeneity Test 
(p-value) 0.401 0.467 0.892 0.512 0.444 0.726 0.069 0.658 0.304 0.000 

 

Overidentification 
Test (p-value) 0.415 0.311 0.165 0.942 0.116 0.691 0.515 0.351 0.395 0.418 

 

            

Observations 4508 4508 4508 4508 4508 4508 4508 4508 4508 4508  

Source: Longitudinal Employer-Household Origin-Destination Employer Statistics (LODES) and ACS data. LODES data aggregated to tract level to match ACS 
specifications. Low-income jobs have earnings of $1250/mo or less, medium-income jobs have earnings of $1251/mo to $3333/mo, and high-income jobs have 
earnings with greater than $3333/mo. Robust standard errors clustered by tracts. *, **, and *** denote 0.1, 0.05, and 0.01 significance levels. 
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Table 3.5: Effects of Metro Stations on Jobs (Restricted to Historical Routes)   
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)  

Data Source ACS LODES LODES LODES LODES Both Both Both Both LODES  

Variables 
Resident 
Population 

Total Jobs 
Low Inc. 
Jobs 

Med Inc. 
Jobs 

High Inc. 
Jobs 

Total Jobs 
/ Pop 

Low Inc. 
Jobs / Pop 

Med Inc. 
Jobs / Pop 

High Inc. 
Jobs / Pop 

Commute 
Distance 

 

            

I. DiD            

New*post 8.98 62.82 31.66 -11.03 42.19 0.02 0.01 -0.00 0.02 -0.30***  

 [40.86] [109.93] [53.30] [37.16] [51.30] [0.05] [0.02] [0.02] [0.02] [0.08]  

Existing*post 31.60 100.88 1.54 -20.74 120.08 -0.06 -0.03 -0.05** 0.02 -0.25***  

 [29.64] [122.09] [50.68] [31.20] [79.12] [0.10] [0.02] [0.02] [0.07] [0.07]  

constant 3562.43*** 2082.47*** 436.68*** 790.12*** 855.66* 1.21** 0.18*** 0.34*** 0.69 16.80***  

 [209.11] [541.12] [166.08] [127.20] [476.12] [0.51] [0.06] [0.07] [0.49] [0.51]  

            

II. IV            

New*post -89.04 242.26 -137.03 -2.58 381.88 -0.07 -0.13 -0.11 0.17 -2.20***  

 [141.56] [449.50] [150.51] [125.75] [303.37] [0.40] [0.08] [0.10] [0.30] [0.35]  

Existing*post 25.82 110.89 -7.86 -20.27 139.02 -0.06 -0.04 -0.05* 0.03 -0.36***  

 [31.60] [136.75] [49.31] [36.14] [92.46] [0.12] [0.02] [0.03] [0.09] [0.07]  

            

First Stage F Stat 33.30 31.38 31.38 31.38 31.38 31.38 31.38 31.38 31.38 31.38  

Endogeneity Test 
(p-value) 0.401 0.467 0.892 0.512 0.444 0.726 0.069 0.658 0.304 0.000 

 

Overidentification 
Test (p-value) 0.415 0.311 0.165 0.942 0.116 0.691 0.515 0.351 0.395 0.418 

 

            

Observations 3458 3458 3458 3458 3458 3458 3458 3458 3458 3458  

See notes to Table 3.4. Table 3.5 follows the same specifications as the regressions in Table 3.4, except restricting the control group to tracts where Historical = 1. 
Robust standard errors clustered by tracts. *, **, and *** denote 0.1, 0.05, and 0.01 significance levels. 
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However, the results are more supportive of increased job density when using the 

continuous proximity to Metro station specification (Table 3.6). As proximity to a Metro station 

increases, the number of jobs increases although population seems to decrease as well. The IV 

interpretation is that for every percentage increase in proximity to a Metro station, on average, the 

total number of jobs in the tract increases by 0.32 percent, population decreases by 0.093 percent, 

and the total number of jobs per resident increases by 0.095 percent. Additionally, commuting 

distances also decrease by 0.183 percent for every one percent increase in proximity to Metro 

stations. Thus, the continuous specification provides stronger evidence of increased jobs in areas 

closer to Metro stations, possibly from increased economic activity. Specifications using continuous 

distance may be more appropriate for measuring the effect on job densities – as proximity to Metro 

stations may influence job growth beyond a 0.8-kilometer walking distance buffer. 

While the specification using continuous distance is consistent with the hypothesis that job 

growth within a tract is driving increased LFP and employment for residents, there is a contradiction 

with the ACS results. First, the LODES data suggests that most increased jobs is are in high income 

jobs (Table 3.6). However, recall in Table 3.1 and 3.2 that average earnings were decreasing for 

residents – although keep in mind this was only statistically significant in the binary treatment 

variable specification and not in Table 3.3 or 3.4 with the analogous continuous distance measure. 

Thus, the earnings effect is unclear. Graham et al. (2014) lists several reasons why the ACS and 

LODES data might not align and may differ substantially for some queries. In terms of earnings, 

ACS asks the respondent the total earnings for all jobs over the past 12 months, while LODES is a 

snapshot of one job at April 1st and requires a person to have positive earnings from January 

through June of the current year to appear in the LODES. A more flexible hourly wage measure will 

better capture the income distributional effects of public transit infrastructure, which does not exist 

in either LODES or the ACS.82  

Additionally, there are broader issues raised by Graham et al. (2014) that questions the 

reliability of relying using LODES data, or at least in conjunction with ACS, to address job density. 

For example, LODES data reports place of work based on federally administrative data rather than a 

 

 
82 The fixed intervals for classifying low income, medium income, and high-income jobs in LODES might not be 
appropriate as they are not adjusted to account for any changes in the earnings distribution in California. For example, 
consider minimum wage policy in California. A worker earning minimum wage in California in 2016 working full-time 
will equate to approximately $1,733 monthly earnings, well above the low-income threshold. Thus, the effect on low-
income jobs may be understated as minimum wage policy changes push workers out of the low-income jobs category 
although this should have less of an effect on high income jobs. 
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physical address reported by the individual surveyed. In the case of the former, for some workers, 

their primary workplace location may not be the same address as the administrative location, 

particularly for lower-income jobs. Some additional issues are the different methods of handling 

small sample sizes – LODES employ various noise infusion methods and small sample imputation 

methods while ACS typically suppresses output. Overall, due to different methods used in the data 

generating process, I interpret the results from Tables 3.4-3.6 with a degree of caution. 

To summarize, there is clear and convincing evidence that Metro stations lead to increased 

labor force participation and employment, which is robust to a variety of specifications specifying 

proximity differently or restricting to a feasible subset of tracts as the control group. However, it 

appears for public transit usage, existing workers reliant on public transportation are substituting 

buses for more efficient methods in tracts with new stations. Therefore, it is unlikely the 

employment boost can be explained by expanded usage of the new transit infrastructure. Increased 

residential employment is more likely a result from increased job densities in areas near transit 

stations is contributing to greater LFP and employment for residents, although the evidence using 

the LODES data to measure the effect on job density is less conclusive. 
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Table 3.6: Effects of Proximity to Metro Stations on Jobs 
 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

Data Source ACS LODES LODES LODES LODES Both Both Both Both LODES 

Variables Population Total Jobs Low Inc. 
Jobs 

Med Inc. 
Jobs 

High Inc. 
Jobs 

Total Jobs 
/ Pop 

Low Inc. 
Jobs / 
Pop 

Med Inc. 
Jobs / 
Pop 

High Inc. 
Jobs / 
Pop 

Commute 
Distance 

           

I. DiD           

KmFromStation 0.012* -0.074*** -0.045* -0.072** -0.163*** -0.020** -0.008 -0.003 -0.013** 0.011*** 

 [0.007] [0.027] [0.027] [0.030] [0.052] [0.010] [0.008] [0.005] [0.006] [0.002] 

Constant 8.959*** 7.558*** 6.370*** 6.687*** 6.005*** 0.479*** 0.185*** 0.239*** 0.187*** 3.496*** 

 [0.061] [0.189] [0.179] [0.205] [0.327] [0.060] [0.036] [0.034] [0.039] [0.025] 

           

II. IV 
 

    
   

  

KmFromStation 0.093** -0.320*** -0.142* -0.225** -0.824*** -0.095*** -0.018 -0.012 -0.063*** 0.183*** 

 [0.038] [0.085] [0.085] [0.092] [0.134] [0.025] [0.014] [0.013] [0.015] [0.018] 

 

         
 

III. First Stage Equation 

Hypo Line 
Distance 

0.009*** 0.009*** 0.009*** 0.009*** 0.009*** 0.009*** 0.009*** 0.009*** 0.009*** 0.009*** 

 [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] 

First Stage F-Stat 203.76 203.76 203.76 203.76 203.76 203.76 203.76 203.76 203.76 203.76 

Endogeneity Test 
(p-value) 

0.011 0.002 0.221 0.077 0.000 0.001 0.397 0.455 0.000 0.000 

           

Observations 4604 4604 4604 4604 4604 4604 4604 4604 4604 4604 
See Table 3.4 notes for data description and Table 3.3 notes for DiD/IV description notes. Robust standard errors clustered by tracts. *, **, and *** denote 0.1, 0.05, 
and 0.01 significance levels. 
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3.6 Conclusion 

Overall, the results indicate increases in labor force participation and employment from proximity to 

Metro stations, which shows that these stations may be reducing spatial mismatch. The preferred 

specification, using the binary treatment variable with the restricted subsample of tracts, indicates a 

5.49 percentage point increase in the labor force participation rate and 4.93 percentage point increase 

in employment. I attribute this potentially to increased job density in neighborhoods close to stations, 

although the evidence using the LODES data is not as conclusive as the ACS. Nevertheless, there is 

evidence that commuting distances are decreasing for workers and that number of jobs increases the 

closer a tract is to a Metro station. 

Further work on this topic is being conducted with confidential microdata data from the ACS. 

First, confidential data will allow for multi-period models, pooling together more expansions, 

including the completion of the Expo line and Gold line extension in 2016. The microdata allows 

more detailed demographic cuts on earnings for the different subgroups studied. Furthermore, it can 

provide a robustness check against neighborhood sorting mechanisms by removing out or controlling 

for individuals who migrated to the tract in the past year. Finally, it can expand more on both job 

densities and commuting patterns, as it provides detailed information about a person’s place of 

residence and work without sacrificing detailed demographic information (like the LODES data), 

which could provide a more complete spatial mismatch story.83  Nevertheless, the paper contributes 

to a sparse literature on the effects of public transit infrastructure on employment outcomes and 

distinguishes itself by addressing route placement endogeneity. 

 

 

 

 

 

 

 

 

 

 

 
83 For example, LODES only begins to report sex, race, ethnicity, and educational attainment breakdowns starting in 
2009.  
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Appendix A: Additional Figures 

 

Appendix Figure A1: One-year  Interstate In-Migration of 60-69 Year-Olds for Retirement-Related and Work-Related 
Reasons, as Percent of 60-69 Year-Old Population, 2008-2016 

  
Notes: Based on CPS Annual Social and Economic Supplement (ASEC) data, 2008-2016.  Data are constructed using survey weights    
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Appendix Figure A2: One-year Interstate In-Migration of 50-59 Year-Olds for Retirement-Related and Work-Related 
Reasons, as Percent of 50-59 Year-Old Population, 2008-2016 

 
Notes: Based on CPS Annual Social and Economic Supplement (ASEC) data, 2008-2016.  Data are constructed using survey weights. 
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Appendix Figure A3: One-year Interstate In-Migration of 25-49 Year-Olds for Retirement-Related and Work-Related 
Reasons, as Percent of 25-49 Year-Old Population, 2008-2016 

 
Notes: Based on CPS Annual Social and Economic Supplement (ASEC) data, 2008-2016.  Data are constructed using survey weights. 
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Appendix Figure A4: One-year Interstate In-Migration of 16-24 Year-Olds for Retirement-Related and Work-Related 
Reasons, as Percent of 16-24 Year-Old Population, 2008-2016 

 
Notes: Based on CPS Annual Social and Economic Supplement (ASEC) data, 2008-2016.  Data are constructed using survey weights. 
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Appendix Figure A5: Real Hourly Wages by Age Group, Over Time 

 
Source: Census Population Survey (CPS) monthly basic files and Outgoing Rotation Group (ORG) files (1979-
2016).  Hourly wages are used if available or constructed from average weekly earnings divided by usual hours 
worked if not available.  Individuals with wages below half a state’s minimum wage or above $200/hour in 
2016 dollars are dropped.  A state panel on wages is first constructed from the ORG files by aggregated hourly 
wages for each state and year for each age group.  The figure is created from a weighted averages of states’ 
average wages in 2016 dollars, weighted by state population. 

 

0
5

1
0

1
5

2
0

2
5

R
e
a

l 
H

o
u
rl

y
 W

a
g

e
 (

2
0

1
6

 D
o
lla

rs
)

1977 1987 1997 2007 2017
Survey year

16-24 25-49

50-59 60-69



 

110 

 

Appendix Figure A6: Wages and Cohort Shares by Age Group, Over Time 
 

A. 16-24 year-olds                                                           B. 25-49 year-olds 

 
C. 50-59 year-olds                                                          D. 60-69 year-olds 

 
Source: See notes to Figure 2.1 and Appendix Figure A5.  Pearson correlation coefficients for 16-24, 25-49, 50-
59, and 60-69 year-olds are 0.599, −0.547, 0.894, and 0.627 respectively.
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Appendix Figure A7: Labor Force Participation Rates and Cohort Shares by Age Group, 1977-2016 Changes by State 
 

A. 16-24 year-olds                                                         B. 25-49 year-olds 

 
C. 50-59 year-olds                                                         D. 60-69 year-olds 

 
Source: Data source and series construction are explained in notes to Figure 2.1.  These figures plot the 1977 to 
2016 changes, by state. Fitted values are from regressing the changes in LFP on changes in cohort share 
differences, weighted by state population through 1977-2016. Regression coefficients and standard errors (given 
in parentheses) for the 16-24 year-old, 25-49 year-old, 50-59, and 60-69 year-old cohorts are −0.979 (0.490), 
−0.244 (0.198), −0.052 (0.368), and −0.366 (0.346) respectively.
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Appendix Figure A8: Wages and Cohort Shares by Age Group, 1979-2016 Changes by State 
 

A. 16-24 year-olds                                                        B. 25-49 year-olds 

 
 

C. 50-59 year-olds                                                       D. 60-69 year-olds 

 
Source: Data source and series construction are explained in Figure 2.1 and Appendix Figure A5.  Regression 
coefficients and standard errors (given in parentheses) for the 16-24 year-old, 25-49 year-old, 50-59 year-old, and 
60-69 year-old cohorts are 18.83 (11.65), 21.02 (12.50), 8.18 (27.89), and −37.08 (17.46) respectively.  (Note that 
the implied effect of a one percentage point change in the cohort share is 1/100th of these coefficients.) 
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Appendix B: Additional Tables 

 

Table B1: Stereotype Threat Language 

Authors Field Group Task Stereotype Threat Language 

Steele and Aronson 
(1995) 

Psych Race GRE 
Verbal 

Diagnostic of ability 

Aronson et al. (1999) Psych Race GRE Math Packet of info about high 
performance of Asians in math  

Spencer et al. (1999) Psych Gender GRE Math Test has shown gender 
differences in the past 

Stone et al. (1999) Psych Race Athletic "Sports intelligence" vs 
"Natural athletic ability" 

Cadinu et al. (2005) Psych Gender Math "Clear differences in the scores 
obtained by men and women in 
logical-mathematical tasks" 

Hoff and Pandey 
(2006) 

Econ Socioeconomic Mazes Person's caste revealed (India) 

Fryer et al. (2008) Econ Gender SAT Math "Some academic findings about 
gender differences in math 
ability" 

Desert et al (2009) Psych Socioeconomic Puzzles Diagnostic of ability (children) 

Irriberri and Rey-Biel 
(2017) 

Econ Gender Mental 
Rotation & 
Digital 
Substitution 

Own and rival's gender and/or 
score performance in first 
round revealed 
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Table B2: Mental Rotation Score Improvement from Pre-Treatment & Post-Treatment 
Rounds 

 (1) (2) (5) (6) 

Payment Style PR PR Tourn Tourn 

     

A. Mental Rotation     

     

Perception Treatment 0.375 0.53 -0.125 0.036 

 [1.074] [1.087] [1.051] [1.090] 

Update Treatment -0.5 -0.52 0.938 0.954 

 [1.074] [1.102] [1.051] [1.105] 

Perception Treatment*Update Treatment 0.75 0.915 -0.563 -0.805 

 [1.519] [1.598] [1.486] [1.602] 

female -0.25 -0.525 0.25 0.84 

 [1.074] [1.145] [1.051] [1.148] 

Perception Treatment*female -0.5 -0.598 -1.688 -2.088 

 [1.519] [1.533] [1.486] [1.537] 

Update Treatment*female 0.813 1.504 -0.813 -0.288 

 [1.519] [1.608] [1.486] [1.613] 

Perception Treatment*Update Treatment*female -1.5 -2.101 2.375 1.774 

 [2.148] [2.278] [2.102] [2.284] 

constant 2.125*** 1.391 2.125*** 3.674 

 [0.759] [3.391] [0.743] [3.400] 

     

Covariates Included No Yes No Yes 

N 128 128 128 128 

R-Squared 0.022 0.164 0.053 0.151 
The dependent variable is the score difference from the post-treatment and pre-treatment rounds (either piece-rate or 
tournament rounds). Perception and Update treatments are dummy variables that take the value of 1 if the treatment is 
applied. Included covariates when specified are whether one participates in competitive activity, enjoy competition (1-5), 
good at competition (1-5), how anxious they felt (1-5), age, whether they are an international student, whether they were 
a STEM major, and race dummy variables. 
 
 
 



 

115 

 

Table B3: GRE Verbal Score Improvement from Pre-Treatment & Post-Treatment Rounds 

 (1) (2) (5) (6) 

Payment Style PR PR Tourn Tourn 

     

A. Mental Rotation     

     

Perception Treatment -0.063 -0.026 0.25 0.349 

 [0.575] [0.603] [0.567] [0.591] 

Update Treatment -0.438 -0.625 -0.313 -0.025 

 [0.575] [0.612] [0.567] [0.599] 

Perception Treatment*Update Treatment -0.062 0.015 0 -0.492 

 [0.813] [0.886] [0.802] [0.868] 

female -0.25 -0.711 -0.063 0.083 

 [0.575] [0.635] [0.567] [0.622] 

Perception Treatment*female 0.188 0.376 0.125 0.1 

 [0.813] [0.850] [0.802] [0.833] 

Update Treatment*female 0.125 0.757 0.563 0.412 

 [0.813] [0.892] [0.802] [0.874] 

Perception Treatment*Update Treatment*female -0.125 -0.726 -0.313 -0.143 

 [1.149] [1.264] [1.134] [1.238] 

constant 0.813** 1.947 0.375 0.517 

 [0.406] [1.881] [0.401] [1.843] 

     

Covariates Included No Yes No Yes 

N 128 128 128 128 

R-Squared 0.022 0.101 0.017 0.109 

The dependent variable is the score difference from the post-treatment and pre-treatment rounds 
(either piece-rate or tournament rounds). Perception and Update treatments are dummy variables that 
take the value of 1 if the treatment is applied. Included covariates when specified are whether one 
participates in competitive activity, enjoy competition (1-5), good at competition (1-5), how anxious 
they felt (1-5), age, whether they are an international student, whether they were a STEM major, and 
race dummy variables. 
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Appendix Table B4: Percent Retired within Age Group, 2012-2017 
Age Group Percentage Retired 

16-24 0.26% 

25-49 0.81% 

50-59 6.14% 

60-69 40.94% 

Source: Census Population Survey (CPS) 2012-2017.  The percentage retired is computed 
from the employment status question, which captures respondents saying that they are not 
in the labor force due to retirement. 

 
 

Appendix Table B5: Dates States Joined the Birth Registration System 
1915 1916 1917 1919 

Connecticut 
District of Columbia 
Maine 
Massachusetts 
Michigan 
Minnesota 
New Hampshire 
New York 
Pennsylvania 
Rhode Island* 
Vermont 

Maryland 
 

Indiana 
Kansas 
Kentucky 
North Carolina 
Ohio 
Utah 
Virginia 
Washington 
Wisconsin 

California 
Oregon 
South Carolina** 

1920 1921 1922 1924 

Nebraska Delaware 
Mississippi 
New Jersey 

Illinois 
Montana 
Wyoming 

Florida 
Iowa 
North Dakota 

1925 1926 1927 1928 

West Virginia Arizona 
Idaho 

Alabama 
Arkansas 
Louisiana 
Missouri 
Tennessee 

Colorado 
Georgia 
Oklahoma 

1929 1931 1932 1933 

Nevada 
New Mexico 

Hawaii*** South Dakota Texas 

1945    

Alaska    
Source: National Center for Health Statistics (1947, 1968).   
* Rhode Island disappeared from the birth registration for 1919 and 1920.  
** South Carolina disappeared from the birth registration for 1925-1927.  
*** Hawaii had number of births from individual U.S. Vital Statistics Reports in 1931 as a territorial supplement 
but does not report crude birth rates until 1950. 
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Appendix C: Experiment Screenshots 

Below contains the following instructions for the experiment and screenshots of the experiment as it 

is being conducted through zTree. In the rounds where subjects are asked to answer questions, I show 

the first and last question of that round.  

 

Check In: 

Subjects arrive at the Experimental Social Science Laboratory (ESSL) lab and sign in. For this 

experiment, we provide them a group number that is designed to contain two males and two females 

in each group. Subjects are not explicitly told the composition of their group but are told to sit in 

desks next to other members in their group. Students are read a standardized script prior to the 

experiment for the Experimental Social Science Laboratory (ESSL) that reminds them of their 

voluntary participation, the duration of the experiment, and rules of conduct before z-tree is initialized.  

During the instructions and prior to opening the dividers, I inform subjects  

“Some rounds will involve competition within your group where you get paid based on being the 

highest performer and other rounds you will get paid based on your own performance. Please pay 

close attention to the payoff structure in each round. Please raise your hand if you are in group 1. 

Group 2? Group 3? … Group 8?” 

I ask subjects to raise their hand as their group number is called so they can see their group 

members are sitting next to each other. 
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General Instructions: 
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Note: I’ve had zero issues with incorrect group numbers being entered. 
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Mental Rotation Practice Round: 
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Scores below vary depending on correct answers. Practice round is not formally recorded nor counted towards payoff. The practice rounds are the only time 

where subjects are given feedback on their performance. 
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Mental Rotation Round 1 Instructions: 

Note: Odd-numbered groups will begin with the piece-rate payoff structure and even-numbered groups will begin with the tournament pay-off structure. 

However, the following questions are the same for all subjects. 
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Mental Rotation Round 1 Questions: 
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129 

 

Mental Rotation Round 2 Instructions: 

Note: Odd-numbered groups will continue with the tournament payoff structure and even-numbered groups will continue with the piece-rate payoff structure. 

However, the following questions are the same for all subjects. 
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Mental Rotation Round 2 Questions: 
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GRE Verbal Practice Round: 
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Scores below vary depending on correct answers. Practice round is not formally recorded nor counted towards payoff. The practice rounds are the only time 

where subjects are given feedback on their performance. 
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GRE Verbal Round 1 Instructions: 

Note: Odd-numbered groups will begin with the piece-rate payoff structure and even-numbered groups will begin with the tournament payoff structure. 

However, the following questions are the same for all subjects. 
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GRE Verbal Round 1 Questions: 
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141 
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GRE Verbal Round 2 Instructions: 

Note: Odd-numbered groups will continue with the tournament payoff structure and even-numbered groups will continue with the piece-rate payoff structure. 

However, the following questions are the same for all subjects. 
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GRE Verbal Round 2 Questions: 
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146 

 

 
 

 

 

Control Group: 

If subjects are in the control group, they see the screen below before proceeding to the next stage 
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Treatment 1: Perception Treatment 

If subjects are in Treatment 1, the perception treatment, they will see the following screens and be asked to answer the following: 
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Below is an example of a subject who entered in “12” and “10” for the preceding screen: 
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Treatment 1 and Treatment 2 Interaction: Perception Treatment and Update Treatment 

If subjects are exposed to both treatment 1 (perception treatment) and treatment 2 (update treatment), they will see the above screens and the screen below. 

Below is an example of a subject who entered in “12” and “10” for the preceding screen. The belief in the score difference will vary depending on responses: 

If subjects are exposed to treatment 2 (update treatment) exclusively, they will only see the phrase “While observing … in each round.” on this page 
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Mental Rotation Round 3 Instructions: 

Note: Odd-numbered groups will begin with the piece-rate payoff structure and even-numbered groups will begin with the tournament payoff structure. 

However, the following questions are the same for all subjects. 
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Mental Rotation Round 3 Questions: 
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Mental Rotation Round 4 Instructions: 

Note: Odd-numbered groups will continue with the tournament payoff structure and even-numbered groups will continue with the piece-rate payoff structure. 

However, the following questions are the same for all subjects. 
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Mental Rotation Round 4 Questions: 
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Treatment 1: Perception Treatment 

If subjects are in Treatment 1, the perception treatment, they will see the following screens and be asked to answer the following: 

 
 

Below is an example of a subject who entered in “5” and “7” for the preceding screen: 
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Treatment 1 and Treatment 2 Interaction: Perception Treatment and Update Treatment 

If subjects are exposed to both treatment 1 (perception treatment) and treatment 2 (update treatment), they will see the above screens and the screen below. 

Below is an example of a subject who entered in “5” and “7” for the preceding screen. The belief in the score difference will vary depending on responses: 

If subjects are exposed to treatment 2 (update treatment) exclusively, they will only see the phrase “While observing … scores.” in this page. 
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GRE Verbal Round 3 Instructions: 

Note: Odd-numbered groups will begin with the piece-rate payoff structure and even-numbered groups will begin with the tournament payoff structure. 

However, the following questions are the same for all subjects. 
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GRE Verbal Round 3 Questions: 
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GRE Verbal Round 4 Instructions: 
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Note: Odd-numbered groups will continue with the tournament payoff structure and even-numbered groups will continue with the piece-rate payoff structure. 

However, the following questions are the same for all subjects. 
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GRE Verbal Round 4 Questions: 
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Post-Experiment Questionnaire: 
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Payment Form: 
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Appendix E: LODES Data on the Overall “Connectedness” of the Route 

The origin-destination pairs in the LODES data can be used to evaluate the effect of the overall 

connectedness of the Metro system in residency to workplace pairs. To do this, I redefine the panel 

variable from tracts to all origin-destination tract-pairs of every worker that either lives or works in 

L.A. County.  Then, I can evaluate the effect of a connected route, defined as when the tract of 

residency and the tract of work both contain a Metro station, on the number of connected jobs. I use 

the entirely of the LODES data from 2002-2016 to evaluate multiple expansion routes. A proposed 

specification for this is as follows:  

    𝑌𝑧𝑡  =  𝛼 +  𝛽1 ∗ 𝑀𝑒𝑡𝑟𝑜𝑊𝑜𝑟𝑘𝑧𝑡 ∗ 𝑀𝑒𝑡𝑟𝑜𝐿𝑖𝑣𝑒𝑧𝑡  +  𝛽2 ∗ 𝑀𝑒𝑡𝑟𝑜𝐿𝑖𝑣𝑒𝑧𝑡  + 𝛽3 ∗

𝑀𝑒𝑡𝑟𝑜𝑊𝑜𝑟𝑘𝑧𝑡  + ϒ𝑐 +  𝜆𝑡  +  𝜀𝑐𝑡         (E.1) 

𝑀𝑒𝑡𝑟𝑜𝐿𝑖𝑣𝑒𝑧𝑡 indexes whether the origin, or place of residency, of an origin-destination pair z contains 

a Metro station within walking distance in time t and 𝑀𝑒𝑡𝑟𝑜𝑊𝑜𝑟𝑘𝑧𝑡 indexes whether the destination, 

or place of work, of the origin-destination pair z contains a Metro station within walking distance in 

time t. When both 𝑀𝑒𝑡𝑟𝑜𝐿𝑖𝑣𝑒𝑧𝑡 and 𝑀𝑒𝑡𝑟𝑜𝑊𝑜𝑟𝑘𝑧𝑡 are equal to one, the origin-destination pair 

contains a Metro station in both the place of residency and work. Therefore, β1 identifies the overall 

effect of having a connected route from residency to work on the number and type of jobs. ϒz are 

dummy variables for all origin-destination pairs and λt are year dummy variables from 2002-2016. 

There are 139,588,875 origin-destination commuting pairs rather than by tract to connect both 

commuting characteristics and the number and type of job (Appendix Table E1). This table shows 

that the connectedness of the route matters. When origin-destination pairs contains a Metro station 

in the place of residence and work, on average, the total number of commutes along this route 

increases by 0.023. However, when the route is not connected but contains either a place of residency 

with a Metro station or a place of work with a Metro station, there are generally statistically significant 

decreases in the number of commutes. Thus, these results show that the connectedness of the route 

matters. 
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Appendix Table E1: Metro on Number and Type of Jobs (for all Origin-Destinations) 
Variables Total Jobs Low Inc. Jobs Med Inc. Jobs High Inc. Jobs 

      

LiveAtMetro*WorkAtMetro 0.023*** -0.015*** -0.029*** 0.067*** 

 [0.007] [0.003] [0.003] [0.004] 

WorkAtMetro -0.016** 0.008*** -0.014*** -0.011*** 

 [0.002] [0.001] [0.001] [0.001] 

LiveAtMetro -0.006*** -0.003*** -0.004*** 0.001 

 [0.001] [0.001] [0.001] [0.001] 

constant 0.522*** 0.144*** 0.190*** 0.188*** 

 [0.000] [0.000] [0.000] [0.000] 

      

Observations 139,588,875 139,588,875 139,588,875 139,588,875 

R-Squared 0.823 0.666 0.697 0.762 

The unit of observation is all origin-destination pairs with at least one origin or one destination in Los Angeles 
County. Robust standard errors clustered by origin-destination pairs. *, **, and *** denote 0.1, 0.05, and 0.01 
significance levels.   

 




