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We present the first large-acceptance measurement of event-wise 〈pt〉 fluctuations in Au-Au col-
lisions at

√
sNN = 130 GeV. Significant nonstatistical fluctuations are observed. The measured

fractional r.m.s. width excess of the event-wise 〈pt〉 distribution for the 15% most-central events for
charged hadrons within |η| < 1 and 0.15 ≤ pt ≤ 2 GeV/c is 13.7 ± 0.1(stat) ±1.3(syst)% relative
to a statistical reference. The variation of charge-independent fluctuation excess with centrality is
non-monotonic but smooth. Charge-dependent nonstatistical fluctuations are also observed.

PACS numbers: 24.60.-k, 24.60.Ky, 25.75.-q, 25.75.Gz

Fluctuation analysis of heavy-ion collisions has been
advocated to search for critical phenomena near
the quantum-chromodynamic (QCD) phase boundary.
Strong dependence of nonstatistical fluctuations on cen-
trality, energy, or projectile size could form a direct indi-
cation of a transition to a quark-gluon plasma (QGP) [1,
2, 3, 4, 5, 6]. Nonstatistical fluctuations could also be
produced in systems which are incompletely equilibrated

following initial-state multiple scattering [7] or minijet
production [8]. The discovery and study of these mecha-
nisms and possibly others require a multifaceted analysis,
of which this work is an initial component.

Ultrarelativistic nuclear collisions can be separated
into transverse and axial (collision axis) phase spaces.
Transverse phase space (including transverse momen-
tum magnitude pt and azimuth angle φ) for a small
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pseudorapidity (η) interval is here treated as a quasi-
independent thermodynamic system, for which the event-
wise global variable 〈pt〉 is a temperature estimator.
For a single event with multiplicity N , it is defined as

〈pt〉 ≡ 1/N
∑N

i=1 pt,i, where i is a particle index. Its
distribution over an event ensemble depends on colli-
sion dynamics and the extent of equilibration. In this
Letter we report the first large-acceptance measurement
of 〈pt〉 fluctuations in unidentified charged hadrons for
central and minimum-bias ensembles of Au-Au collisions
at

√
sNN = 130 GeV per nucleon-nucleon pair obtained

with the STAR detector at the Relativistic Heavy Ion
Collider (RHIC). The STAR results are also compared
with the PHENIX experiment at RHIC and experiments
at the CERN Super Proton Synchrotron (SPS).

Data for this analysis were obtained with the STAR
detector using a 0.25 T uniform magnetic field parallel
to the beam axis. Event triggering with the central trig-
ger barrel (CTB) scintillators and zero-degree calorime-
ters is described in [9], along with discussions of charged-
particle kinematic measurements with the time projec-
tion chamber (TPC). Tracking efficiency was determined
to be 80 - 95% within |η| < 1 and pt > 200 MeV/c by
embedding simulated tracks in real-data events [10], and
was uniform in azimuth to 3% (r.m.s.) over 2π. Split-
track removal required the fraction of valid space points
in a track fit to be > 50%. A primary event vertex within
75 cm of the axial center of the TPC was required. Valid
TPC tracks fell within the full detector acceptance, de-
fined here by 0.15 < pt < 2.0 GeV/c, |η| < 1 and 2π in
azimuth. Primary tracks were defined as having a dis-
tance of closest approach less than 3 cm from the recon-
structed primary vertex, including a large fraction of true
primary hadrons and some background contamination.

This analysis consists of graphical and numerical com-
parisons of data to a precision statistical reference based
on the central limit theorem (CLT). The CLT relates
cumulants of a mean-value distribution of independent

n-samples from a fixed parent distribution (CLT condi-
tions) to cumulants of the parent distribution [11]. Such
a mean-value distribution, equivalent to an n-folding of
the parent distribution, constitutes the CLT reference.
The parent distribution for this analysis is estimated by
the inclusive pt distribution (all accepted particles from
all events in a centrality bin) and for the present pur-
pose is well approximated by a gamma distribution with
folding index α0 ≈ 2. Differences between this gamma
and the parent data distribution in the higher cumulants
due to pt acceptance cuts and physics correlations are
strongly suppressed in the mean-value distribution com-
parison by inverse powers of event multiplicity and are
not significant for central Au+Au collisions. Because the
n-folding of a gamma distribution is itself a gamma dis-
tribution, the 〈pt〉 reference distribution is [12]

gn̄(〈pt〉) =
α0

p̂t
· e−α0 n̄〈pt〉/p̂t

Γ(α0 n̄)
·
(

α0 n̄
〈pt〉
p̂t

)α0 n̄−1

, (1)

where p̂t and σ2
p̂t

are respectively the mean and variance

of the inclusive pt distribution, α0 ≡ p̂2
t /σ2

p̂t
and n̄ is the

mean event multiplicity.
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FIG. 1: Upper panel: Event-number distribution on√
n(〈pt〉 − p̂t)/σp̂t

for 80% of primary charged hadrons in
|η| < 1 for 183k central events (histogram) compared to CLT
gamma reference (dashed curve), Monte Carlo CLT refer-
ence (solid curve underlying gamma reference), and broad-
ened gamma distribution (solid curve underlying data) [13].
Lower panel: Difference in upper panel between data and
gamma reference (histogram) or between broadened gamma
and gamma reference (solid curve) divided by Poisson error.

Fig. 1 (upper panel) shows a histogram of the number
of events on

√
n(〈pt〉 − p̂t)/σp̂t

for all accepted primary
charged particles in 183k central Au+Au events at

√
sNN

= 130 GeV (15% most-central events triggered by scintil-
lator hits in the STAR CTB [9]), a CLT-reference gamma
distribution (dashed curve - Eq. (1)), a Monte Carlo ref-
erence of means computed from n-fold sampling of an
interpolated histogram of the experimental inclusive pt

distribution (solid curve underlying dashed curve), and
a broadened gamma distribution (solid curve underly-
ing data histogram) with width determined by the nu-
merical analysis described below [13]. Curves are nor-
malized to match data near the peak value, emphasiz-
ing the width comparison – the main issue of this pa-
per. Variable

√
n(〈pt〉 − p̂t)/σp̂t

in Fig. 1 minimizes bias
due to multiplicity fluctuations by exploiting CLT condi-
tions in its definition [11]. Parameters of Eq. (1) for the
dashed curve are n̄ = 735, p̂t = 535.32±0.05 MeV/c,
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and σp̂t
= 359.54±0.03 MeV/c (both uncorrected for

pt acceptance cuts and inefficiencies). Data represent
80±5% of the actual primary particles within the accep-
tance. Fig. 1 lower panel shows the difference between
data and gamma reference normalized to Poisson stan-
dard deviations, emphasizing the large bin-wise signifi-
cance of the variance excess. We observe very signifi-
cant nonstatistical charge-independent fluctuations rela-
tive to the CLT gamma reference, but no significant devi-
ations (bumps) from the broadened gamma distribution
in Fig. 1 which might indicate the presence of anomalous
event classes [1].

We apply the same central-limit approach to a numeri-
cal analysis of 〈pt〉 fluctuations, employing as reference an
algebraic analog to the gamma distribution. The statis-
tic Φpt

[14, 15] was proposed to measure nonstatistical
〈pt〉 fluctuations in heavy-ion collisions. In [16] Φpt

was
identified as an invocation of the central limit theorem.
The related difference factor ∆σpt n is used in the present
data analysis for reasons explained below. A numerical
measure of the variance increase in Fig. 1 is defined by

∆σ2
ptn ≡ 2σp̂t

∆σptn ≡ 1

ε

ε
∑

j=1

nj [〈pt〉j − p̂t]
2 − σ2

p̂t
,(2)

where ε is the number of events in a centrality bin, j is the
event index, and nj and 〈pt〉j are respectively the number
and mean-pt of accepted particles in event j. Eq. (2)
is based on the CLT as a statement of scale (bin size)
invariance [16], and is motivated as follows.

If detector acceptance ∆x is divided into bins of size
(scale) δx (e.g., ∆η, ∆φ acceptance ranges and δη, δφ
bin sizes), fluctuations of pt,α(δx) ≡ ∑

i pt,αi (scalar pt

sum over all particles in bin α) relative to nα(δx) (mul-
tiplicity in bin α) could be measured by ratio 〈pt〉α =
pt,α(δx)/nα(δx). However, to minimize systematic error
(bias) caused by fluctuations in nα(δx) we introduce, as
in Fig. 1, difference variable pt,α(δx) − nα(δx) p̂t which
is much less prone to this bias than ratio 〈pt〉α. The total

variance of this difference variable is defined by

Σ2
pt n(∆x, δx) ≡

M(∆x,δx)
∑

α=1

(pt,α(δx) − nα(δx) p̂t)2, (3)

where α is a bin index, M(∆x, δx) is the event-wise num-
ber of occupied bins in the acceptance, and the bar de-
notes average over all events. Total variance is invariant
on δx (at fixed acceptance) when CLT conditions are
met, equivalent to the n-folding property of the gamma
distribution, and is approximately factorized by

Σ2
ptn(∆x, δx) ≃ N̄(∆x)(pt(δx) − n(δx) p̂t)2/n(δx).(4)

The bar in Eq. (4) denotes an average over all occupied
bins in all events, N̄(∆x) is the mean total event multi-
plicity in the acceptance, and the second factor in Eq. (4)
is equivalent to the first term in Eq. (2), when evalu-
ated at the acceptance scale. Factorization of acceptance

and scale dependencies in Eq. (4) is desirable [17]. At
small enough scale all non-vanishing bin occupancies go
to unity and Σ2

pt n(∆x, δx ≈ 0) → N̄(∆x) σ2
p̂t

, which also

defines the inclusive variance σ2
p̂t

. The total-variance dif-

ference between two scales integrates correlations (due to
nonstatistical fluctuations, quantum statistics, dynamics,
etc.) within the scale interval: ∆Σ2

pt n(∆x, δx1, δx2) ≡
Σ2

pt n(∆x, δx2) − Σ2
pt n(∆x, δx1). ∆Σ2

pt n ≡ 0 for CLT
conditions in [δx1, δx2] which establishes the numerical
reference for fluctuation measurement. Taking the limit-
ing case δx1 ≈ 0 and δx2 → δx, the total variance differ-
ence is given by ∆Σ2

pt n(∆x, δx) ≃ N̄(∆x) · ∆σ2
pt n(δx),

with variance difference ∆σ2
pt n(δx) and difference factor

∆σpt n(δx) defined by Eq. (2) for δx → ∆x.
It follows from ∆σ2

pt n ≃ (Φpt
+ σp̂t

)2 − σ2
p̂t

[16]

that Φpt
(δx) ≃ ∆σpt n(δx). Fluctuation measure

σ2
pt,dyn(∆x, δx) ≡ 〈(pt,i − p̂t)(pt,j − p̂t)〉i6=j [18] is related

to ∆σ2
pt n by σ2

pt,dyn(∆x, δx) ≃ ∆σ2
pt n(δx)/(N̄ (∆x) − 1)

for approximately constant event-wise multiplicities. Φpt

and σ2
pt,dyn may include significant dependence on mul-

tiplicity fluctuations in the case of small bin multiplici-
ties (e.g., for any bins within peripheral A-A events or
for small-scale bins within central events). Variance dif-
ference ∆σ2

pt n(δx) is minimally biased compared to the
preceding quantities.

If pt,α(δx) and nα(δx) are separable by charge species
then total variances for like- and unlike-sign factors in
Eq. (4) are related by Σ2(±) = Σ2

++ + Σ2
−− ± 2Σ2

+−,
yielding the basic relationships for this analysis:

N̄ ∆σ2(±) ≡ N̄+ ∆σ2
++ + N̄− ∆σ2

−− ± 2
√

N̄+N̄− ∆σ2
+−,(5)

with ∆σ2(±) ≡ 2σp̂t
∆σ(±) and ∆σ2

ab ≡
2
√

σp̂t,a σp̂t,b∆σab ≡ [(pta − na p̂ta)(ptb − nb p̂tb)/
√

na nb

−σ2
p̂t,aδab], where a, b = ±,± and δab is a Kronecker

delta. Variance difference ∆σ2(+) (like+unlike charges,
also defined in Eq. (2)) measures charge-independent
fluctuations, while ∆σ2(−) (like− unlike charges)
measures charge-dependent fluctuations.

In this first large-acceptance analysis of 〈pt〉 fluctu-
ations we apply Eqs. (2) and (5) at the acceptance
scale (δx → ∆x) to 15% most-central events (based
on CTB hits) and to a minimum-bias ensemble. The
object of study is the correlation state of all primary
charged hadrons emitted into the detector acceptance.
We estimate the effects of background and inefficien-
cies and extrapolate to the ‘true’ number of primaries.
Difference factors for observed primary charged parti-
cles for the 15% most-central events and full accep-

tance are ∆σ
(+)
ptn = 52.6 ± 0.3(stat) MeV/c and ∆σ

(−)
ptn =

−6.6 ± 0.6(stat) MeV/c. Charge independent values of
Φpt

and σ2
pt,dyn are respectively 52.6 ± 0.3(stat) MeV/c

and 52.3 ± 0.3(stat) (MeV/c)2 (note units) for the same
data; multiplicity fluctuation bias effects are small in this

case. ∆σ
(+)
ptn for N̄ = 735 was used to determine the solid

curves in Fig. 1 underlying the data histograms, which
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demonstrates consistency between the graphical results
in Fig. 1 and the numerical analysis. The correspond-
ing r.m.s. width increase relative to the CLT reference

is 13.7 ± 0.1(stat)±1.3(syst)%. ∆σ
(±)
ptn were estimated to

be a factor 1.26 larger in magnitude for extrapolation
to 100% of primary particles for most-central events, re-
sulting in a corrected charge-independent r.m.s. width
increase of 17 ± 2(syst)%.

N

NN

/ N
0

D
s

p
t 
n
(M

e
V

/c
)

-40

-20

0

20

40

60

80

100

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

x 3

STAR Au-Au    s = 130 GeVNN

FIG. 2: Mean-pt difference factors ∆σ
(±)
ptn for 205k minimum-

bias Au+Au events at
√

sNN = 130 GeV versus relative multi-
plicity N/N0 [10, 19]. Charge-independent (solid points) and
charge-dependent (open points - multiplied by 3 for clarity)
difference factors include statistical errors only (smaller than
symbols). Parameterizations (dashed curves), extrapolation
to true primary particle number (solid curves) and systematic
uncertainties (bands) are discussed in the text.

Eight centrality classes (equal fractions of 87 ± 2%
of σtot) for 205k minimum-bias events were defined by

track multiplicity in |η| ≤ 0.5 [10, 19]. ∆σ
(±)
ptn values

are shown as points in Fig. 2 plotted at mean multiplici-
ties N̄ in |η| ≤ 1 for each centrality class relative to N0,
the multiplicity distribution endpoint [19]. Data points
include statistical errors only (typically ±0.5 MeV/c)
and were fit with parameterizations (dashed curves) ex-
trapolated by amounts varying from 1.17 to 1.26 (for
peripheral to central events respectively) to 100% of
primary charged hadrons (solid curves). The charge-
independent difference factor has a very significant non-
monotonic dependence on centrality, but with no sharp
structure. The charge-dependent difference factor is sig-
nificantly negative and approximately constant in mag-
nitude with centrality. Charge symmetry, ∆σptn++ =
∆σptn−− within statistical errors, is observed. Φpt

and

σ2
pt,dyn(N̄ − 1)/2σp̂t

agree with ∆σ
(±)
ptn within statistical

errors for the upper six centrality classes, but both dif-

fer from ∆σ
(±)
ptn and each other by amounts much greater

than statistical uncertainty for the two most peripheral
bins, as expected from multiplicity fluctuation bias.

Systematic errors from two-track inefficiency, primary-
vertex transverse position uncertainty, TPC drift
speed/time-offset uncertainty and conversion electrons
were estimated by Monte Carlo [20] as less than 4% of re-
ported values. Stability of results against primary-vertex
axial position variation, momentum resolution, and TPC

central membrane track crossing was determined to be
5% of stated values. Effects of detector time dependence
were studied by analyzing sequential run blocks (con-
sistent within statistical error). An upper limit of 1%
of reported values from collision azimuthal asymmetries
within the full STAR acceptance was established by re-
ducing the effective azimuth acceptance with track cuts
to maximize sensitivity to a possible quadrupole compo-
nent, mentioned further in the PHENIX comparison dis-
cussed below. Nonprimary background (∼7%) [10] added
±7% systematic error due to uncertainty in correlation

content. Total systematic uncertainty for the ∆σ
(±)
pt n data

in Fig. 2 is ±9%. Detection inefficiency due to imperfect
tracking and cuts was compensated in the estimate of

∆σ
(±)
pt n for 100% of primary particles by extrapolating

a trend determined by discarding tracks randomly. Ex-
trapolation uncertainty (±8%) is dominated by uncer-
tainty in the actual primary particle yield [10]. Total un-
certainty in extrapolated values is about ±12% (shaded
bands in Fig. 2). Systematic error in the most peripheral
bin is larger by an additional ∼ ±1 MeV/c due to possible
primary-vertex reconstruction bias. Data in Fig. 2 were
not corrected for two-track inefficiencies, which would in-
crease all results in a positive sense by up to 3 MeV/c.
Variations (≈ 10%) in p̂t and σ2

p̂t
with collision central-

ity were accommodated by independent analyses in small
centrality bins. Monte Carlo [20] estimates indicate that
combined corrections for quantum and Coulomb correla-
tions, resonances (ρ0, ω), and p̂t centrality dependence
would increase the absolute magnitudes of all data in
Fig. (2) by as much as ≈ 6 MeV/c.

SPS (
√

sNN ≈ 17 GeV) charge-independent Φpt

measurements for central A+A collisions include 0.6 ±
1.0 MeV/c for N̄ ≃ 270 in yπ,cm ∈ [1.1, 2.6] [15] and

3.3 ± 0.7+1.8
−1.6 MeV/c for N̄ ≃ 162 in ηlab ∈ [2.2, 2.7] [21].

STAR measures ∆σ
(+)
ptn ∼ 14 ± 2 MeV/c for N̄ ∼ 180 at

the CERES [21] η acceptance. All three measurements
were corrected for small-scale correlations and two-track
inefficiencies. STAR results for ∆σ

(+)
ptn at RHIC represent

a striking increase over SPS results. In contrast, STAR

∆σ
(−)
ptn is not significantly greater than the NA49 result

−8.5 ± 1.5 MeV/c in yπ,cm ∈ [1.1, 2.6] [22]. PHENIX
reports charge-independent Φpt

≈ 6 ± 6 (syst) MeV/c
for top 5% central events with acceptance |η| < 0.35,

∆φ = 58.5◦ [23]. STAR measures ∆σ
(+)
ptn ∼ 9 ± 1 MeV/c

at the PHENIX η, φ acceptance, which is greater than
would be expected from a naive scaling argument be-
cause of substantial nonlinear azimuth-scale-dependent

〈pt〉 fluctuations. hijing [8] predicts a range of ∆σ
(+)
ptn

values up to one-half the reported measurements, de-
pending on jet production and quenching options, all of
which are constant with collision centrality [24].

This first large-acceptance measurement of 〈pt〉 fluc-
tuations at RHIC reveals intriguing deviations from a
central-limit statistical reference. We observe a striking
17 ± 2% (stat+syst) r.m.s. excess of charge-independent
fluctuations in

√
n(〈pt〉 − p̂t)/σp̂t

(extrapolated to 100%
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of primary charged particles in the acceptance for the
15% most-central events). The fluctuation excess varies
smoothly and nonmonotonically with centrality. Charge-
dependent fluctuations are smaller in magnitude and
show little centrality dependence. We speculate that
these fluctuations may be a consequence of hierarchical
pt production (initial-state scattering followed by parton
cascade) in the early stage of the collision which have
not fully equilibrated prior to kinetic decoupling [24].
Charge-dependent 〈pt〉 fluctuations reveal nontrivial
isospin-dependent correlations. Comparison with SPS
experiments indicates that charge-independent fluctua-
tions are qualitatively larger at RHIC, whereas charge-
dependent fluctuations are not. A recent PHENIX result

for charge-independent fluctuations, although compati-
ble with zero within their systematic error, is consistent
with a significant non-zero STAR measurement restricted
to the PHENIX acceptance.
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