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ABSTRACT OF THE DISSERTATION

Control of Spin Waves via Spin-Orbit Coupling in Magnetic Nanostructures

By

Amanatullah Khan

Doctor of Philosophy in Physics

University of California, Irvine, 2022

Professor Ilya N. Krivorotov, Chair

Manipulation of magnetization dynamics in nanoscale systems is critical for developing en-

ergy efficient, fast information processing systems. Spin orbit coupling (SOC), the interac-

tion between an electron’s spin and its orbital momentum, produces numerous interesting

phenomena that can be used to control these dynamics. This dissertation presents a num-

ber of studies utilizing SOC to control spin waves in magnetic nanostructures. First, thin

yttrium iron garnet (YIG) films were discovered to carry non-reciprocal spin waves. Char-

acterization of the non-reciprocity reveals that it stems from SOC at the interface between

YIG and gadolinium gallium garnet (GGG) substrate. The analysis was repeated in thin

GGG/Pt/YIG systems to find that the non-reciprocity increased by 50%. Then, gated de-

vices utilizing the spin flexo-electric interaction (SFEI) on GGG/Pt/YIG were studied. The

effect is predicted to yield tuneable non-reciprocity in spin waves. Characterization of prop-

agating spin waves through the electric field gate reveal however that the effect is negligibly

small in this system. The phenomenological constant related to SFEI was extracted. In

ultra-thin CoFeB nanowire systems, the effects of voltage controlled magnetic anisotropy

on propagating spin waves were measured. Specifically, a nanoscale spin wave field effect

transistor is realized. In this device, a voltage applied to the gate efficiently modulates the

amplitude of spin waves propagating between the source and drain of a ferro-magnetic spin

wave channel. Finally, magneto-mechanical nanodevices that allow the study of the effects

xii



of magneto-elastic coupling on propagating surface acoustic waves were developed.

In ferromagnet/non-magnetic heavy metal bilayer nanowires, charge current generates a

transverse spin current through SOC (called the spin Hall effect). This spin current can

apply a torque that negates the damping in a ferromagnet and drives auto oscillations (AOs)

which emit microwave power. This dissertation includes two studies regarding these systems.

The dimensional crossover of such nanowire systems between quasi-one-dimensional to quasi-

two-dimensional wires was investigated. Analysis of the nanowire AOs show that increasing

the wire width results in an increase of the number of excited AO modes accompanied by

a decrease of the amplitude and coherence of each mode. Thus revealing that there is an

optimal wire width that maximizes power output. This is because the increasing number of

modes leads to an increase in non-linear interactions between them which lowers the overall

amplitude and phase coherence. Such spin Hall oscillator systems however do not have the

ideal configuration for maximum torque because their magnetization is not orthogonal to

the spin Hall current polarization. A new nanowire system where the magnetization prefers

an easy-plane that is orthogonal to the spin torque is realized. This easy-plane configuration

exhibits large angle dynamics and enhanced phase coherence. Micromagnetic simulations

reveal that this is achieved through balancing the energy landscape of the nanowire such

that there is a near-degeneracy along the wire and out of plane.
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Chapter 1

Introduction

1.1 Preamble

When a graduate student successfully defends their dissertation and moves on from the re-

search group, a great deal of critical knowledge pertaining to that lab has moved on with

them. Even with careful documentation, lab journaling, log-books, post-it notes, living

documents, and fleshed out theses, there is still valuable knowledge that evaporates from

the group only to be rediscovered a couple years later, often through an identical process

of troubleshooting and development. One of my main motivations behind the structure of

this dissertation is to serve as a means to pass on as much useful knowledge as I can to

my successors in Professor Ilya Krivorotov’s research group. My goal is to provide suffi-

cient detail such that future grad students can spend less time troubleshooting or developing

already documented issues/solutions and spend more time tackling newer, more engaging

problems. Unfortunately in journal publications, discussions of what methods don’t work

and why are not incentivised and thus seldom discussed. I intend to take advantage of

the dissertation format to help fill at least a little of that knowledge gap. This tome has
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three main parts to it: microwave spectroscopy of non-reciprocal wave propagation in mag-

netic systems (Chapter 3,4,5), micromagnetic simulations of electrically excited spin waves

in nanostructures (Chapter 6,7,8), and the Appendix. In Chapter 3, I design and fabricate

spin wave antennas which then I use to measure/characterize non-reciprocity in thin yttrium

iron garnet (YIG) films. In Chapter 4, I use the previously developed techniques to fabricate

gated YIG on Pt devices to measure the spin flexo-electric phenomenological constant and

characterize tuneable non-reciprocity if present. In Chapter 5, I design and fabricate surface

acoustic wave devices meant to measure non-reciprocity imprinted onto them via magneto-

elastic interaction from a synthetic anti-ferromagnetic interface. In Chapter 6, I simulate

auto oscillations in a spin Hall oscillator to understand the origin of the loss of power and

coherence of spontaneous microwave emission from wide-based spin Hall oscillators upon the

dimensional crossover from one- to two-dimensional active magnetic regions. In Chapter 7,

I simulate achieving large angle dynamics in a spin Hall oscillator through the balancing of

perpendicular magnetic anisotropy with shape anisotropy to compare to experimental data.

Finally, in Chapter 8, I simulate spin wave eigenmode spectra and propagating spin wave

spectra under varying perpendicular magnetic anisotropy in the active region of a CoFeB

nanowire. The appendix will have all standard operating procedures, extended laboratory

notes, and simulation code/scripts. I have written all chapters in a modular and pedagog-

ical fashion. The end of each chapter will have any personal notes or potentially useful

information relevant to that particular study.

1.2 The physical limit of electronics.

Moore’s Law, which describes the exponential growth of computational power for integrated

chips, has notably slowed to a crawl. The main contributor to this is the underlying fact

that all electronics rely on charge transport. The current paradigm of designing and packing
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smaller electrical components onto an ever shrinking area has faced serious challenges. As

long as the industry continues to try and scale down charge based computation components,

certain issues worsen and incur more expenses:

• Gate leakage⇒ components are so small they are susceptible atomic scale defects and

even quantum tunnelling and thus become unstable.

• Joule heating ⇒ scales inversely with the cross sectional area of the conductor, which

quadratically rises with decreasing dimensions, increases chances of self-destruction

and requires expensive cooling.

• Unsustainable power demand ⇒ increased component density dramatically increases

the required power to operate, cool, and maintain.

• Economically inefficient ⇒ all previously mentioned issues lower the overall reliability

of the chips which then require huge amounts of resources to overcome and make

consumer friendly.

The current bleeding edge technology leaders are dumping billions of dollars to only achieve

marginal improvements in newer generations of devices. Yet these problems will only con-

tinue to get worse. While the paradigm was quite effective for scaling down to the micrometer

scale, the rapidly growing issues strongly motivates searching for new physics in condensed

matter that can address these issues.

1.3 Spin orbit coupling, magnonics, & non-reciprocity.

Spin waves (whose quanta are magnons) are a highly attractive candidates to answer this

dilemma. They are information carriers that require no charge transport (eliminates Joule

heating), are very easy to excite (energy efficient, ∼ µeV), have continuous phase (encoding
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complexity), can be non-interacting (can be multiplexed or paralleled), and are compatible

with today’s complementary metal-oxide-semiconductor (CMOS) technology.

In the context of spin waves, the relativistic interaction between the spin and the orbital

momentum of an electron (dubbed spin-orbit coupling, SOC) has been the underlying mech-

anism in numerous useful and interesting phenomena that can be used to manipulate the spin

state. Some effects (of which I will cover a number of in this dissertation) include: magneto-

crystalline anisotropy, magnetic damping, spin Hall effect, spin orbit torques, magneto-

elastic coupling, spin-flexoelectric interaction, Dzyaloshinskii-Moriya interaction, and more

[142, 118, 57, 91, 99]. In an effort to advance our understanding of spin wave phenomena

and how to harness their properties, it is vital that we investigate these effects in various

configurations and circumstances.

Magnonics, the application of spin waves in electronic devices, is an exciting subfield of spin-

tronics which utilizes propagating spin waves for nanoscale transmission and processing of

information [25]. Magnonics offer a promising alternate route towards faster, more efficient

computational and signal processing hardware. One aspect of pushing the boundaries of

magnonics is that of non-reciprocity, where spin waves behave differently when travelling

in opposite directions in a magnetic media. Non-reciprocal radio-frequency (GHz band)

electronic devices, for example, have yet to be developed at the integrated chip scale (cur-

rently they are still bulky components). Spin wave non-reciprocity opens up a huge space of

magnonics applications such as logic gates, spin wave transistors, analogue computing, and

low noise information busses to name a few [84]. The effects of SOC have already offered us

many potential methods of achieving non-reciprocal microwave devices. This thesis explores

some of those effects in novel nanofabricated structures and discusses their results.
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Chapter 2

Background

2.1 Magnetism and Magnetization Dynamics

The origin of ferromagnetism, which is the spontaneous alignment of magnetic moments

in a material, lies nearly entirely in the interaction of the spin of electrons (through the

exchange interaction). Spin is angular momentum that all electrons carry with themselves

(specifically they are spin 1/2). The origin of spin however is a very deep, unresolved topic

and will not be discussed here. Before we discuss further how this angular momentum turns

into magnetism, we will take a quick tangent into gyroscopic motion.

There is a popular physics demonstration where a bike wheel is spinning on an axle and one

side is hung to a rope (shown in Fig. 2.1). When released, the spinning wheel will keep itself

suspended horizontally and begin precessing around the point it is hanging from on the rope.

What’s going on here is that the spinning wheel has angular momentum, and has gravity

trying to pull the center of mass downward, but because it is fixed on one side, gravity’s

force on the center of mass is actually applying a torque to the spinning wheel. This torque
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Figure 2.1: Initial set-up for gyroscopic motion demonstration. Illustration show-
ing initial configuration to demonstrate gyroscopic motion due to gravity. A wheel is
spun up and suspended on one side to a hanging rope as shown. When released, gravity
subsequently causes the wheel to precess around the rope (red arrow) instead of hang-
ing straight down as intuitive linear mechanics would naively imply. Image found at
https://www.exploratorium.edu/snacks/bicycle-wheel-gyro.

actually leads to precessional motion (the revolution around the hanging point):

τ = r× Fg (2.1)

where r is the vector from the fixed point to the center of mass.

Torque is the rate of change of angular momentum (Lclassical), which looks like:

τ =
dLclassical

dt
= r× Fg (2.2)

A cross product will always result with a vector pointing perpendicular to both vectors

involved. If you consider Fig. 2.1, this torque is continuously pointing tangentially to the

circular path because gravity is constantly downward and r is constantly rotating. This is

also the same mechanism behind why a spinning top precesses as it is tipping over due to

6
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gravity.

Now, torques are fundamental to the dynamics of magnetism. When we go to the atomic

scale, the total angular momentum that an electron has is:

J = L+ S (2.3)

where L is the angular momentum from the electron motion around atoms (orbital) and S

is the intrinsic angular momentum that electrons simply have (spin).

We can treat these electrons semi-classically by considering their orbital angular momentum

as an electric current which then generates a magnetic field or magnetic moment. This

yields:

µ = γLL (2.4)

γL =
q

2me

(2.5)

where γL is the gyromagnetic ratio, i.e. a conversion factor between (orbital) angular mo-

mentum and magnetic moment. Its constituents are the fundamental constants q of electric

charge and me of electron mass.

The contribution to µ from spin angular momentum S requires a quantum mechanical ap-

proach [125], but it turns out that it differs from γL by a factor of 2. This yields overall:

µ = γL(L+ 2S), (2.6)

often however the magnetic moment for an electron will be written in this form:

µ = −µB

h̄
(L+ 2S), (2.7)
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where µB is the Bohr magneton, a natural unit for magnetic moment of an electron.

Now, if one wants to rotate the magnetic moment of an electron, a torque must be acted on

the electron, in this case, a magnetic field H does this [61]:

τ = µ×H . (2.8)

This description however is for a single atom. To promote our equation to something macro

scale we use the continuum approach by looking at a body of many magnetic moments,

summing them up (N), and dividing by the volume V to produce a new parameter M which

is magnetization:

M =
N

V
µ , (2.9)

which now finally yields our gyroscopic analog for magnetism:

∂M

∂t
= −γM×H . (2.10)

Eq. (2.10) is the Landau Lifshitz equation for gyroscopic precession of ferromagnets [74].

Note that this equation has no dissipative term, meaning that the gyroscopic motion would

ensue indefinitely. We knew however from simple experiments that when a ferromagnetic

material is in a magnetic field the magnetization M eventually becomes parallel to the

external field. Therefore there must be an additional torque that pullsM towardsH. Landau

and Lifshitz actually proposed an additional term to achieve this:

∂M

∂t
= −γM×H+

γλ

M2
M× (M×H) . (2.11)

Where λ is the dissipation parameter. This description for small damping works, however for

infinite damping seems to fail (the torque goes to infinity!). Another theorist T.L. Gilbert
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(unaware of this failure actually) proposed that instead the phenomenological term should

operate like a viscous term (viscous meaning it scales with the rate of change itself, like wind

resistance for example) [46]:

∂M

∂t
= −γM×Heff +

α

MS

M× ∂M

∂t
, (2.12)

where α is the Gilbert damping parameter, MS is the saturation magnetization (maximum

magnetization of the system), and H has been promoted to Heff to include all present fields

in the system. The viscous term doesn’t diverge when damping is high, which resolves the

former issue. Thus the Landau-Lifshitz-Gilbert (LLG) equation was born. In literature, often

the first term is the “field-like” term while the second is “damping-like”. Since the damping-

like term in Eq. (2.12) goes to 0 for infinite damping (which intuitively makes sense), it is

accepted as more accurate and has been widely used ever since.

Finally, it is important to point out the microscopic origins of magnetic damping. One

source of dissipation is due to the interplay between the lattice vibrations (phonons) and

the magnetization dynamics (magnons) between atoms. Since magnetic interactions can

contribute to the vibrational motion of atoms, energy can be lost in this way. Another source

of dissipation is the generation of eddy currents from the changing magnetic moments, which

generate a reactive magnetic field that mitigates the magnetic dynamics (since nature does

not like changing magnetic fluxes). There is also the scattering of magnetization dynamics

with itself (two-magnon scattering) [60]. Finally, the combination of spin orbit coupling and

electron-lattice scattering leads to the electron energy states changing under the precessing

magnetization which then form electron-hole pairs near the fermi surface (hence called the

breathing Fermi surface) which finally scatter and decay [65]. This is not an exhaustive list

of damping sources.
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2.2 Spin Waves

Naturally, magnetic atoms (magnetic due to their outer shell electrons) in a lattice will

influence each others orientation since they are packed together. In other words, the atoms

are magnetically coupled to their neighbors. Two main mechanism of coupling are dipole-

dipole (long range) and exchange (short range) interactions. If precessional perturbations

are generated in one part of the lattice, those perturbations will propagate through the rest.

These collective excitations of magnetic moments are called spin waves. Fortunately, some

of the intuition one may have regarding sound waves or even water waves are transferable

to spin waves. Fig. 2.2 shows an instantaneous snapshot of spin waves in a lattice driven

by an antenna. If time were to progress, we would observe a literal ‘wavefront’ travelling

away from the antenna towards both edges. Although the spins are spatially not moving,

information of their orientation is, this is a key attractive feature in that they can transmit

information without any ballistic like motion of electrons.

Figure 2.2: Snapshot of spin waves on a lattice. An instantaneous snapshot of propa-
gating spin waves. Spins (blue and red arrows) placed in a lattice with a gold antenna at
the middle (which drives the precession), each column of spins away from the center is in a
progressing phase of the spin wave. The distance between two columns of spins oriented in
the same direction would be the wavelength of the spin wave. The direction of propagation
is labeled by ±k.
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Before we dive into the mathematical derivation, I want to notify the reader that there is

a quantum theory that yields the dispersion relation of magnons, this is called the method

of Holstein and Primakoff, which gives a nice quasi-particle picture of spin waves and their

interactions. I will defer this derivation to the reference textbook by Stancil and Prabhakar

[125]. In this section we will look at the semi-classical treatment which yields a more direct

solution in which we utilize in our experiments.

2.2.1 Linearizing the torque equation.

In our pursuit to understand spin waves under an external source of excitation (like a spin

wave antenna) we must begin with Eq. (2.10) (lossless LL equation) and introduce a small

time varying magnetic field.

∂M

∂t
= γµ0M×Heff (2.13)

where

Heff = H+Hex +Hk. (2.14)

Here we absorb the minus sign into the γ. The Hex and Hk represent the exchange field

and effective anisotropy field, respectively. Note that Hex = λex∇2M. The exchange field

actually has a linear M term but is omitted since M×M = 0 in our differential equation.

For now we will actually ignore the exchange and anisotropy terms to make things a little
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easier and get a feel for the solution. We introduce the time varying components:

M = M0 +m(t) (2.15)

H = H0 + h(t) (2.16)

We plug this into Eq. (2.13) to get

dm

dt
= γµ0[M0 ×H0 +M0 × h+m×H0 +m× h] (2.17)

Now we will make some assumptions and linearize the equations so it is solvable. In the case

of magnetic saturation or near saturation, we can throw out the first term since they will be

parallel. Next, since h and m are small, the last term can also be removed (since it is small

squared). Finally, we will assume the static equilibrium will be along a particular direction

−lets say ẑ, this then means that its components will have small deviations and M0 ≈ MS.

With the time dependence set to look like e(−iωt) we get an equation of motion like

−iωm = ẑ× [−ωMh+ ω0m] (2.18)

with

ωM ≡ −γµ0MS (2.19)

ω0 ≡ −γµ0H0 (2.20)

We solve the linearized torque equation Eq. (2.18) for h 1:

hx
hy

 =
1

ωM

 ω0 iω

−iω ω0


mx

my

 . (2.21)

1This is presented as a 2 × 2 matrix since our calculation only cares about the x and y.
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This description then can be condensed into:

m = χ̄ · h (2.22)

where χ̄ is known as the Polder susceptibility [125] and looks like:

χ̄ =

χ −iκ

iκ χ

 (2.23)

where

χ =
ω0ωM

ω2
0 − ω2

(2.24)

κ =
ωωM

ω2
0 − ω2

(2.25)

The resonance condition presents itself here with the denominator of χ: as ω approaches

ω0, the susceptibility diverges, which implies that small perturbations of that frequency can

lead to a uniform precession. For a lossless system, this kind of result is typical, and to

first order the frequency doesn’t change when the damping term is included (the shifting is

usually on the order of α2, which for most spin wave media, where damping is typically low,

is negligible).

2.2.2 Spin waves with exchange and anisotropy fields.

Now with the inclusion of exchange and anisotropy the derivation gets a little more compli-

cated, but is still doable. The additional complexity is:

Hk = H0k + hk(t) (2.26)

Hex = H0ex + hex(t) (2.27)
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which, like before, can be plugged into Eq. (2.13):

1

γµ0

dm

dt
= M0 × [H0 +H0k +H0ex] +M0 × [h+ hk + hex] (2.28)

+m× [H0 +H0k +H0ex] +m× [h+ hk + hex] (2.29)

We use similar linearizing assumptions like having small perturbations in the time variation,

static equilibrium along ẑ, M0 being uniform and approximately parallel to H0, and finally

having |H0| ≫ |H0k|:

iωm = ẑ×
[
h+ λex∇2m+ N̄a ·m− (Z0 + Zk)m

]
(2.30)

with

Ω = ω/ωM (2.31)

Z0 = H0/MS (2.32)

Zk = H0k · ẑ/MS (2.33)

Once again solving for h and then condensing everything down 2:

h = Āop ·m (2.34)

where

Āop =

Z0 + Zk −Na
xx − λex∇2 iΩ−Na

xy

−iΩ−Na
yx Z0 + Zk −Na

yy − λex∇2

 (2.35)

where the N scripted terms arise from the crystalline anisotropy.

2Here there are higher order terms ignored for Zk because we are working with small perturbations and
everything is pointing along the ẑ axis, if one would like to see non-linear effects, those higher order terms
can’t be ignore and thus the derivation will deviate from here.
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If we consider neglecting exchange and inverting the matrix to get our Polder tensor back

(now with anisotropy effects included), we get:

χ̄ =
1

D

Z0 + Zk −Na
yy −iΩ +Na

xy

iΩ +Na
yx Z0 + Zk −Na

xx

 (2.36)

where

D = [Z0 + Zk −Na
yy][Z0 + Zk −Na

xx]− [iΩ +Na
yx][−iΩ +Na

xy] (2.37)

Like before, making our susceptibility diverge requires D = 0, which gives us our resonance

condition. From this we can extract a general uniform precession (wavevector k = 0)

resonance frequency. Let’s consider an example case, where our external field is along the ẑ

axis and the easy axis for the uniaxial anisotropy is along x̂. Then we find:

hku = Hkumx/MX x̂ (2.38)

Na
xy = Na

yx = Na
yy = Zk = 0 (2.39)

Na
xx = Hk/MS (2.40)

and finally our FMR frequency

ωR = γµ0

√
H0(H0 −Hk) (2.41)

where

Hk = 2Ku1/(µ0MS) (2.42)

Now, in actuality, we will be neglecting anisotropy in our dispersion relation calculation for
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nonzero k, regardless, I think it is valuable to observe how the crystalline anisotropy deforms

the susceptibility matrix by having a term present in every index (Eq. (2.37)).

2.2.3 Propagating spin waves under exchange.

Walker’s Equation and Dipolar Spin Waves.

In order to build upon our formulation, we need to consider Maxwell’s equations to constrain

our solutions, this will yield magneto-static solutions called Walker’s equations :

∇× h = 0 (2.43)

∇ · b = 0 (2.44)

∇× e = iωb (2.45)

Then the relation between b and h is

b = µ̄ · h (2.46)

Where µ̄ = µ0(̄I+ χ̄) which turns out to be:

µ̄ = µ0


1 + χ −iκ 0

iκ 1 + χ 0

0 0 1

 (2.47)

This is again based on a bias field along the ẑ direction, but works similarly for any other

defined magnetic direction.

16



Now with ∇× (∇ψ) ≡ 0, we can write under Maxwell’s constraints

h = −∇ψ (2.48)

and

∇ · (µ̄ ·∇ψ) = 0 (2.49)

Finally we can plug in µ̄ and get

(1 + χ)

[
∂2ψ

∂x2
+
∂2ψ

∂y2

]
+
∂2ψ

∂z2
= 0 (2.50)

Which is our desired Walker’s equation. This describes the magneto-static modes of the

system in a simple ferromagnet (we must be careful since this was done with small time

variations of m and h). Now calling back to our assumed plane wave solutions we can turn

all the second partial derivatives into k’s

(1 + χ)(k2x + k2y) + k2z = 0 (2.51)

We can use the relative angle between the propagation axis and the external field to add

angular dependence

k2x + k2y = k2 sin2 θ (2.52)

k2z = k2 cos2 θ (2.53)

When substituted in and simplified

χ sin2 θ = −1 (2.54)
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which finally yields (when placed back into our Eq. (2.24) equation:

ω = [ω0(ω0 + ωM sin2 θ)]1/2 (2.55)

A couple remarks about this: It is independent of |k| (so the resonance can have any wave-

length!), this is because we effectively solved an electromagnetics problem in an unbounded

system where the susceptibility was determined by our original derivation for a lossless torque

equation without exchange and anisotropy fields, the angular dependence here informs us

of the asymptotic solutions for large-k parallel and perpendicular to the external field. The

resonances here can be dubbed dipolar spin waves as they are the result of merely imposing

Maxwell’s constraints (which is like imposing long range dipole-dipole interactions). Once

we introduce exchange and boundary conditions do these modes get lifted out of degeneracy

and we observe a ω(k) dispersion relation.

Exchange Spin Waves

If we take Eq. (2.35) and neglect Hk, we get the form:

Āop =
1

ωM

ω0 − ωMλex∇2 iω

−iω ω0 − ωMλex∇2 iω

 (2.56)

When we consider plane wave solutions e(ik·r), the∇2 becomes −k2 terms. Since we observe a

familiar matrix equation where ω0 simply has a new additive term attached to it everywhere,

we can simply take our previous solution for ω and add that term without going through

the whole derivation again!

ω =
[
(ω0 + ωMλexk

2)(ω0 + ωM(λexk
2 + sin2 θ)

]1/2
(2.57)
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Thus we see the effects of exchange lifting the degeneracy of different wavelength modes and

observe the shifting of frequency with increasing k. Furthermore, we can see that k can

rapidly dominate the dispersion relation when it is sufficiently large. These spin waves are

called exchange spin waves (since they stem from the exchange term).

2.2.4 Dispersion Relation of Surface Waves (M ⊥ k in plane)

Figure 2.3: Boundary conditions for M ⊥ k in plane. Schematic from Stancil and
Prabhakar [125] showing boundary conditions for tangentially magnetized ferrite film.

Up to this point, we started with the (linearized) torque dynamics, then added in Maxwell’s

equations, and finally included exchange interactions, all that remains are the boundary

conditions. Since we are studying spin waves in a thin film, we need to consider the fact

that there are three regions, the air above (I, which is in +y), the film itself (II, which is

at the origin to ±d/2), and the air below (III, which is in −y). Furthermore, we’re looking

at the configuration of having spin waves propagating perpendicular to an in plane external

field, i.e. along the ±x direction Fig. 2.3. We will first make some assumptions of what the

potentials will look like in these regions (remembering standard wave intuition like decaying
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at infinity, not diverging anywhere, should be oscillatory everywhere, etc.)

ψI(r) = C e−ky+iνkx (2.58)

ψII(r) =
[
ψ0+e

ky + ψ0−e
−ky
]
eiνkx (2.59)

ψIII(r) = D eky+iνkx (2.60)

Normally there are component subscripts for the k’s above, but we drop those subscripts

because in the magnetic region (II), Eq. (2.51) becomes

(1 + χ)(k2x + k2y) = 0 (2.61)

whose solutions requires that k2y = −k2x (which implies kx = |ky| ≡ k). This also brings up a

point about ψII , if we want kx to be real, then ky must be imaginary, this is the reason why

ψII is a linear combination of exponentials.

Next we consider the boundary conditions at the film interfaces, which requires ψ to be

continuous at y = ±d/2 where d is the thickness of the film.

Ce−kd/2 = ψ0+e
kd/2 + ψ0−e

−kd/2 , (2.62)

De−kd/2 = ψ0+e
−kd/2 + ψ0−e

kd/2 . (2.63)

Finally, we need by to be continuous at the interfaces as well, this imposes (from Eq. (2.46):

by = iµ0κhx + µ0(1 + χ)hy . (2.64)
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Which we plug our potentials into

Ce−kd/2 = νκ
[
ψ0+e

kd/2 + ψ0−e
−kd/2

]
− (1 + χ)

[
ψ0+e

kd/2 − ψ0−e
−kd/2

]
, (2.65)

De−kd/2 = −νκ
[
ψ0+e

−kd/2 + ψ0−e
kd/2
]
+ (1 + χ)

[
ψ0+e

−kd/2 − ψ0−e
kd/2
]
. (2.66)

Apply the previous boundary conditions:

(χ+ 2− νκ) ekd/2 − (χ+ νκ) e−kd/2

− (χ− νκ) e−kd/2 (χ+ 2 + νκ) ekd/2


ψ0+

ψ0−

 = 0. (2.67)

From this system of equations we can set the determinant = 0 and simplify:

e−2kd =
(χ+ 2)2 − κ2

χ2 − κ2
. (2.68)

Observe that the ν has canceled, implying that this dispersion relation is symmetric over

flipping the direction of propagation. With a final substitution of χ and κ (from Eq. (2.24)

and Eq. (2.25)) and solving for ω2 we reach our goal:

ω2 = ω0 (ω0 + ωM) +
ω2
M

4

[
1− e−2kd

]
. (2.69)

This is our dispersion relation for a ferromagnetic film polarized in the plane of the film

and perpendicular to the direction of propagation. These spin waves are generally called

magneto-static surface waves (MSSW) or Damon Eshbach modes.

A remark about our solution, k here is positive definite, and usually for redundancy will

be embedded as |k|. More importantly, even though ν fell out of the solution, the mode

fields still flip when the direction of propagation is the other way. Flipping the direction of

propagation leads to the surface waves actually propagating on the opposite surface. Which

is called field displacement non-reciprocity. Finally, our solution decays the further into the
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film one goes, hence why these are surface spin waves. In our case with sufficiently thin

films however, we have the magnetization effectively pinned across the thickness, which in

principle removes the aforementioned non-reciprocity.

While the derivation is quite lengthy and has many layers, I felt that it was necessary to leave

as little out as possible, as most papers (understandably) present only Eq. (2.69) and then

cite a paper or reference text. Unfortunately, those references usually have terse derivations

or unfamiliar notation that makes them difficult to follow.

2.3 Spin-Orbit Coupling

Maxwell’s unified theory of electromagnetism tells us that, depending on your frame of

reference, the electromagnetic field will ‘seem’ more electric or more magnetic. The electrons

in atomic orbitals are subjected to electric fields primarily from the nucleus, in the rest frame

of the moving electron, an effective magnetic field is observed and interacts with the electrons

own spin. The interaction between the spin of an electron and its orbital motion is the spin

orbit interaction. As mentioned before, spin orbit interaction (or spin orbit coupling,

SOC) has been the origin of a huge number of phenomena and is one of the central parts of

condensed matter physics. The general form of SOC can be written as:

HSO =
eh̄

4m2c2
σ̂ · [∇V (r)× p] (2.70)

where e is the electric charge, m is the electron mass, c is the speed of light, σ̂ is the vector

of Pauli spin matrices, p is the momentum operator, and V (r) is the electric potential. From

this we can see that any presence of an electric field E = ∇V (r) then leads to a deformation

of the energy landscape. By extension then anything that can manipulate/modulate the

local effective fields will then contribute to the SOC energy in the total Hamiltonian. This is
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why it is responsible for so many effects in condensed matter systems as they generally have

to do with orbitals or the nuclei. Recently, however, there has been an explosion of academic

effort into studying spin orbit coupling under the added condition of broken spatial inversion

symmetry, which has fostered all kinds of fascinating results and phenomena, some of which

are covered in this dissertation [17].

2.4 Non-reciprocity

A non-reciprocal system is defined as a system that exhibits different received-trans-

mitted field ratios when its sources and detectors are exchanged [15]. In other

words, when you swap the ports on a non-reciprocal device, you observe different behavior.

Note that non-reciprocity however is a general description, and can be found in literature of

many other topics in physics outside of spintronics.

Non-reciprocity has been critical in the development of numerous electronic components that

are ubiquitous in the world today. A diode is a simple example, as it is a one-way current

carrier. Isolators and circulators are other popular examples, where the former is similar

to a diode but for AC signals (usually microwave), and the latter operates like a traffic

roundabout (shown in Fig. 2.4). Many non-reciprocal devices also aim to take advantage of

the resulting suppression of reflection/back-action to improve the fidelity of transmission.

A system can exhibit non-reciprocity through a number of means like non-linear materials

and movable media [41, 50]. One primary approach is to simultaneously break the time-

reversal and spatial inversion symmetry of a system. Time reversal symmetry (TRS) is when

a system is identical to itself when time flows in the opposite direction. Mathematically, it

does not change under a sign change for all time t’s present in an equation. Fig. 2.5 shows

an example of TRS breaking and why magnetism breaks it. The simple case of a loop of
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Figure 2.4: Schematic of isolator/circulator. Diagram of how a non-reciprocal device
like a circulator works. In a circulator signals can only transmit to the adjacent port going
clockwise, i.e., 1→ 2,2→ 3,3→ 1. If any of the ports are terminated to absorb any signal,
then the device becomes the RF analog of a diode (one way of transmission only). Such a
device permits the simultaneous transmitting and receiving of information, which wireless
communications benefit greatly from.

current generating a magnetic field gets flipped when time is reversed.

Spatial inversion symmetry is when the system looks the same under flipping from a right-

handed coordinate system to a left-handed one (or vice versa). More specifically, the system

is inversion symmetric if flipping the sign of any single coordinate axis does not change the

system. Fig. 2.6 demonstrates an example of breaking spatial inversion symmetry. The

generation of electrical dipoles break inversion symmetry, this is because under the axis sign

flip, the position of positive and negative charges swap, which then flip the polarization

vector P. Breaking spatial inversion symmetry is required for ferroelectricity, which is the

electric polarization analog of magnetism (where electric dipoles align with electric field).

Inducing broken inversion symmetry can be done through a number of different ways. To

achieve a net polarization in the lattice for example, an electric field can be applied (cov-

ered in Chapter 4). Another, more general, method that can be employed is by having a
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Figure 2.5: Cartoon of time reversal symmetry breaking. A loop of current going
counter clockwise generates an upwards magnetic field. When time is reversed, the current
now flows in the opposite direction, also flipping the field. This is an example of TRS
breaking.

Figure 2.6: Cartoon of spatial inversion symmetry breaking.

spatial gradient present in the media. This can be achieved through an interface (this is

how interfacial Dzyaloshinskii-Moriya interaction is manifested), spatially varying material

parameters (gradient anisotropy or varying superlattice structures), or meta materials (pe-

riodic nanoscale structures) [42, 82]. The main idea is that as long as there is an axis that

fails the reflection symmetry, the condition is satisfied.
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Part I: Microwave Spectroscopy of

Non-Reciprocal Wave Propagation in

Magnetic Systems

The recent decade has experienced an explosion of interest in studying spin waves for data

transmission and wave-based computing. For many practical applications, short wavelength

spin waves that are also non-reciprocal are required. Ergo, methods of exciting and charac-

terizing propagating spin waves are highly motivated. In this part of my thesis I present the

development of nanodevices that enable microwave spectroscopy of propagating waves and

discuss studies carried out with them. Here is a quick overview of these chapters.

Chapter 3 covers the design and fabrication of spin wave antennas used to characterize spin

waves in thin yttrium iron garnet (YIG) and Pt/YIG films. Measurements of spin waves in

thin YIG reveal that they are non-reciprocal. Characterizing the non-reciprocity revealed

that it came from the interfacial Dzyaloshinskii-Moriya interaction (a consequence of spin

orbit coupling) between the YIG and substrate gadolinium gallium garnet interface. When

the measurements were repeated on Pt/YIG, the non-reciprocity was higher by 50%.

Chapter 4 presents a study of the spin flexo-electric coupling in Pt/YIG systems. The

nanofabrication and measurement of gated spin wave devices are discussed. The theory
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claims that the perpendicular electric field from the gate breaks inversion symmetry and

induces non-reciprocity, where it scales with the strength of the electric field. The measure-

ments however show that this effect is small. The upper bound of the associated phenomeno-

logical constant is calculated and discussed.

Lastly, Chapter 5 covers the progress towards achieving non-reciprocal surface acoustic waves

(SAWs) through magneto-elastic coupling. The basics of surface acoustic waves are covered

along with the critical theory proposed by our collaborators. Design and fabrication of SAW

resonators are discussed and preliminary measurements of early devices are presented.
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Chapter 3

Non-Reciprocity in Thin YIG and

Pt/YIG Films

3.1 Motivation and Introduction

Non-reciprocal spin wave devices are critical in the community effort of exploring scalable

microwave signal processing solutions. Some future applications that are possible with non-

reciprocal spin waves are integrated chip GHz filters, spin wave logic devices, circulators,

and mixers to name a few. Few of these applications have already been developed using

conventional semi-conductor approaches, but they are active and require power. While

passive non-reciprocal microwave components require large ferromagnetic components and

cannot be scaled down (and their bulkiness consumes a lot of valuable real estate in their

applications). Therefore, exploring non-reciprocal media opens the floor to explore novel

non-reciprocal devices (like a spin wave diode or phase shifter) and is pertinent towards

progressing the field. In this chapter, I will cover the surprising result that thin YIG films

(one of the best spin wave mediums out there), can be intrinsically non-reciprocal.
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3.1.1 Yttrium Iron Garnet

The main character of our study is a magnetic oxide that has been used in a plethora of high

end microwave equipment since the 50’s: Y3Fe5O12 (YIG). It is a synthetic mineral that is

well known for it’s exceptionally high quality factor and, more importantly for us, it’s ultra

low magnetic damping [124]. Its complicated unit cell yields quenched orbital moments (so

all of its magnetic moment comes purely from intrinsic spin) and a ferrimagnetic lattice

(described in Fig. 3.1(c)). YIG’s damping coefficient is usually on the order of 10−4 and can

even reach down to 10−5, because of it’s low damping, it can carry spin waves across very

long distances (up to millimeters or even centimeters). YIG is also an insulator, so pure spin

wave studies can be conducted without worrying about shorts or charge transport related

issues, furthermore there are no Joule heating losses which makes it highly efficient (and is

mainly the reason why it is such low damping since there are no conduction electrons to

scatter, i.e. no spin orbit interaction) [86]. This makes YIG a popular media in magnonics

research.

Figure 3.1: YIG unit cell and lattice. (A) Yttrium iron garnet unit cell [100]. (B)
Sublattice components that form the unit cell. It is believed that the yttrium serves as
a ‘Goldilocks’ spacer atom that allows the material to become ferrimagnetic, the orbital
moments to be quenched, and have low damping. (C) Diagram showing what a ferrimagnetic
lattice looks like. It resembles an anti-ferromagnetic configuration but with a net magnetic
moment.

It wasn’t until this recent decade that < µm thin film YIG has become accessible. Since
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their discovery of low damping and high quality factor resonances, bulk YIG crystals and

thick YIG films have been the workhorse media for spin wave research. Thin YIG films

however allow magnonics researchers to truly explore prototype applications of spin waves

and to better understand the fundamental dynamics of them in a virtually dissipationless

environment.

3.2 YIG Sample Details

Our samples were films grown via YIG target magnetron sputtering on gadolinium gallium

garnet (GGG) substrates, the reason for the substrate is that it is very closely lattice matched

to YIG which promotes proper, single crystalline growth. Our collaborators in Mingzhong

Wu’s group from Colorado State University grew 40 nm thin YIG on GGG and 40nm YIG

on GGG/Pt(10nm) for us to perform this study on [18].

Prior to nanofabrication, we characterized the film via broadband ferromagnetic resonance

with field modulation [94]. Which allows us to extract the FMR spectra and subsequently

the magnetic properties of our films. An example spectra with the fitting is shown in Fig. 3.2.

The use of field modulation with a lock-in amplifier means we are measuring the change in

RF absorption, so we fit the derivative of the absorption line shape equation and extract the

line width (∆H) and resonance field (HFMR) at each fixed frequency. The fitting function

is as follows [94]:

F (H) = A

(
− cos(ϕ)

2∆H (H0 −HFMR)(
(H0 −HFMR)

2 +∆H2
)2 + sin(ϕ)

∆H2
(
∆H2 − (H0 −HFMR)

2)(
(H0 −HFMR)

2 +∆H2
)2

)
(3.1)

With a series of resonance fields we can fit their relationship with frequency f to get 4πMeff ,
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Figure 3.2: Ferromagnetic resonance of Pt/YIG with fit. Example film absorption
FMR taken for GGG/Pt(10nm)/YIG(40nm) at 3 GHz. The fit (Eq. (3.1)) provides the
resonance field and line width. We repeat the fit for a series of fixed frequencies in order to
extract 4πMeff , damping parameter α, and g-factor g.

g-factor, and α, this is demonstrated in Fig. 3.3. The linear fit is:

ω

γ
=
√
HFMR(HFMR + 4πMeff ) (3.2)

where the g factor is embedded within γ. The g factor seldom deviates from 2, so it also

serves as a solid sanity check when measuring and fitting data. When there is strong spin

orbit coupling or non-zero orbital momentum, then g may sensibly deviate.

Similarly, the damping parameter α can be found using [4]:

∆H(ω) = α
ω

γ
+∆H(0) (3.3)

where ∆H(0) is the zero frequency line width intercept. This usually is due to inhomogeneity

within the sample (so you can imagine there is a non-zero spread of resonance frequencies due

31



to the variation throughout the magnetic media). The table of values for our two measured

films are in the table below.

Figure 3.3: Fitting of resonance frequencies and line width for Pt/YIG. (a) Using
Eq. (3.2) to extract 4πMeff and g-factor from a series of measured HFMR like in Fig. 3.2.
(b) Using Eq. (3.3) to extract the damping parameter of Pt/YIG

GGG/YIG(40) GGG/Pt(10)/YIG(40)

4πMeff ≈ 1700 kOe 4πMeff ≈ 1170 kOe

g = 2.020 g = 2.010

α = 1.2× 10−3 α = 1.8× 10−3

These values will come in handy when we characterize our propagating spin waves.

3.3 Propagating SW Spectroscopy

Studying non-reciprocity of spin waves requires exciting and characterizing short wavelength

spin waves. The reason being that non-reciprocal phenomena generally scale with decreasing

wavelength (equivalently increasing k). Coupling to short wavelength spin waves however

requires structures that are of similar scale to the wavelengths themselves. This warrants
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nanofabrication of fine features which is a relatively new and challenging approach for spin

wave spectroscopy. In this section I will cover the design and fabrication of devices that

allow for characterizing propagating spin waves.

3.3.1 Damon Eshbach Configuration

The configuration in which we make our measurements involve the ferromagnetic layer be-

ing magnetized in plane and perpendicular to the direction of propagation (determined by

the antenna structure). This configuration results in magnetostatic surface waves (MSSW)

shown by Fig. 3.4, and is also known as the Damon Eshbach Configuration.

Figure 3.4: Cartoon depiction of exciting spin waves. Diagram showing in plane
external field Hbias magnetizing the film while the fabricated signal line emits an AC driven
oscillating field that applies a magnetic torque and excites spin waves in the ferromagnet for
both directions of k.

One detail to note is that short wavelength (where k >> 1/d) surface waves actually will

travel on opposite surfaces depending on the direction of k. In Fig. 3.4, the positive k
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spin waves travel on the top surface, while the negative k spin waves travel on the bottom.

When the ferromagnetic layer is sufficiently thin (< 50 nm), the magnetization dynamics

are exchanged locked across the thickness, meaning that the MSSW’s for highly thin films

are expected to be reciprocal.

3.3.2 Spin Wave Antenna Design

Figure 3.5: SW antenna types. Diagram of some antenna types which all have different
spectra of excitation, where s is the antenna gap and w is the signal width. The micro-
stripline antenna (MSL) is broadband but less coupling to higher modes. The coplanar wave
guide (CPW) will have some bands but will couple more strongly to modes with wavelength
closest to it’s feature size. Finally the coplanar stripline (CPS) will operate similarly to
CPW but with less required space at the expense of less output.

Various antenna designs can be used for exciting spin waves, often the choice is strongly

influenced by a mix of fabrication limitations and desired spectra of excitation. Since we

aim to excite as short of spin waves as we can, we aim for a form factor that can couple
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more efficiently to shorter wavelengths. We choose to go with the coplanar stripline antenna

so that we can space the antennas more closely together. If one has access to COMSOL or

any antenna design software, taking the spatial fourier transform of the fields emitted by the

antennas yields the f vs coupling strength of each design.

Figure 3.6: Colorized micrograph of SW antennas on YIG. Scanning electron micro-
scope image of spin wave antennas (gold) fabricated on top of thin yttrium iron garnet film
(blue). The distance s denotes the propagation length.

3.3.3 Nanofabrication on Charging Substrate

Electron beam lithography (EBL) is the method we use to nanopattern devices. It involves

using high velocity electrons to hit a special film, called an e-beam resist, to draw out the

patterns. The areas exposed in the film have their chemical composition changed (usually

through ionization of the resist polymer resulting in cross-linking chains). Depending on the

kind of resist, the exposed regions either become soluble or insoluble when placed in their

respective developer agent (positive photoresist like PMMA and MMA are soluble when

exposed, negative photoresist like ma-N2401 become insoluble). Since a large electron beam

is involved in this process, insulating samples become problematic in that they do not allow
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Figure 3.7: Example of pattern distortion due to charging substrate.

charge to easily dissipate. The build up of charge leads to a repulsive field that then deflects

the e-beam and distorts whatever pattern was being generated.

Fig. 3.7 shows an example of when there is charging on the sample, patterns become deformed

and the straight lines become curved and nonuniform. Microwave antennas are sensitive to

edge defects so this must be addressed.

Sometimes depositing a thin metal layer on top of the resist prior to EBL can work, but

this runs the risk of redepositing on top of your chip when submerged in the developer.

Furthermore, the additional surface physics that the metal introduces to the resist can cause

issues for high resolution features.

In the past I have tried to use the ion mill to etch the conductive metal off of the resist after

exposure but before development, this however does not work for thin photo-resists, as the

ion beam burns the resist and makes it develop extremely poorly (see Fig. 3.8). Micrometer

thick resists on the other hand has shown to work since the resist does not burn all the way

through.

The commercial solution to this is to use a special conductive polymer that can be spin

coated on top the resist. These special conductive polymers however are quite expensive

(can go for thousands of dollars for 100 mL for example).

Fortunately, a cheaper alternative is easily available. Since the issue was getting the conduc-

tive layer off of the resist after e-beam exposure, we can employ a water soluble ‘sacrificial’

layer like PSSA between the metal and resist. Michael Rooks at Yale informed me of some
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Figure 3.8: Burned PMMA from ion milling.

quick steps to make a nice ‘fake e-spacer’ as he calls it (https://nano.yale.edu/sites/

default/files/files/pssa.pdf):

1. Dilute PSSA from Sigma-Aldrich (part #561223-500G) in 1:1 deionized water to get

a 4.5% solution.

2. Add 1% Triton X100 surfactant (by volume)

3. Stir.

The solution is stable at room temperature and is recommended to use a filter syringe when

dispensing. The surfactant is critical in making the PSSA properly soluble.

When depositing the conductive layer, it is worth knowing how thick of a layer is required

to actually get a electrically continuous surface. I have employed 3 nm Pt or 7 nm Au,

depending on whichever is in the sputter chamber at the time, it doesn’t really matter what

material you use but you may need to perform some dosage tests to ensure good patterns.

Also, if the deposited conductive layer is too thin, it may form nano-clusters or islands and

thus remain insulating.
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Figure 3.9: Enumerated lithography steps for lift-off on charging substrates.

3.3.4 Nanofabrication Recipe

Making thin width antennas on a charging substrate with non-reductive processes is chal-

lenging. These devices were fabricated via a lift-off procedure that involved a bilayer resist

undercut and e-beam evaporated deposition. Fig. 3.9 shows the condensed procedure for the

fabrication. MMA e-beam resist is more sensitive to exposure than PMMA, thus, the bottom

layer forms a nice undercut when developed. This undercut is crucial as the metal deposition

process becomes considerably less likely to deposit on the side walls and risk ripping off the

main features when removed in the final step. Usually for macro-scopic features like leads or

contact pads, using a deposition process like magnetron sputtering is fine. For fine features

however, side wall deposition becomes a serious issue. In magnetron sputtering, the deposit-

ing atoms have a short mean-free path due to the ambient plasma and low vacuum, meaning
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that side-wall deposition is statistically much higher. For this reason, e-beam evaporation is

employed for the deposition step. This is because e-beam evaporation is performed at high

vacuum and has a considerably larger mean-free path for the deposition atoms to land on

the substrate as oppose to the side walls, this makes the final step of lifting off the resist +

excess metal considerably more likely to be successful.

3.3.5 Itemized Nanofabrication Steps

1. Clean sample in Acetone, sonicate for 3 minutes.

2. Quickly move sample over to IPA, sonicate for 3 more minutes.

3. Dry using N2 gun

⇒ Be sure that liquid does not flow from your tweezers onto the substrate as that

accumulates dirt. You can flow the N2 towards the tweezers until dry, be careful to

not let the tweezers slip or chip fly away. Visually inspect for dirt or residue using

reflection of the surface.

4. Oxygen plasma ‘etch’ sample at 40W for 3 minutes (can skip this step if you think it

doesn’t matter or if the sample is sensitive to O2 plasma).

5. Turn on hot plate, set to 180◦ C

⇒ If sample permits, can pre-bake to remove ambient moisture before next step (I did

not pre-bake).

6. Place sample on spin coater vacuum chuck and turn on vacuum.

7. Spin coat MMA at 4000 rpm for 45 seconds (program 6)

⇒ When dispensing MMA, make sure to not touch the pipette tip, blow out with N2

including towards the inside, squeeze the pipette while N2 cleaning so it doesn’t suck
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in any dust/dirt, while still squeezed, carry to resist bottle and fill with couple drops

of MMA, dispense couple drops onto chip.

8. One finished, release vacuum and post-bake on hot plate at 180◦ C for 90 seconds.

9. Remove chip from hot plate and let it cool by placing it on the foil covered glass plate

in the front of the fume hood. Usually 20-30 seconds is enough time.

10. Spin coat PMMA at 1800 rpm for 45 seconds (program 8).

11. Post-bake on hot plate at 180◦ C for 90 seconds.

12. Let cool for 20 seconds. Change hot plate temperature to 90◦ C.

13. Spin coat ‘fake e-spacer’ (PSSA + Triton X) at 3600 rpm for 45 seconds (program 9).

14. Post-bake on hot plate at 90◦ C for 3 minutes.

⇒ Keep sample in dark place or wrapped in foil until EBL time, be sure to follow

standard fume hood/spin coater SOP to clean up after yourself.

15. Evaporate or Sputter 7 nm Au or 3 nm Pt.

16. Perform EBL

⇒ For GGG/YIG(40nm) 125µC/cm2 at 13 pA for fine features seem to work, this

will vary from substrate to substrate up to 250µC/cm2, higher current can be done

for larger features.

17. Submerge in deionized water for 45-60 seconds to remove the PSSA and conductive

layer.

⇒ You can visually see the metal peel off, let it do its thing when it happens. Note

DI water slightly develops the resist.

18. Develop in MIBK:IPA (1:3) for 20-40 seconds

⇒ Pick a consistent time like 30 seconds for dose testing and development.
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19. Rinse with IPA for 45 seconds, can also nozzle squirt the surface.

20. Use optical to inspect resist, can SEM to image progress.

⇒ Can reset fab and start over by doing the initial cleaning steps (Acetone, IPA,

O2 plasma) if the patterns look bad. Be weary your chip is thermally cycling when

repeatedly being fabricated on.

⇒ Prior to next step, it has been recommended to do a ‘descumming’ step by doing

a short O2 plasma etch (15-20W for 30 seconds) to remove surface organics and in

principle aid in adhesion of the evaporated metal. I found that skipping this step

made devices stick better for some reason.

21. E-beam evaporate Ti(5nm) then Au(125nm)

⇒ Use IMRI evaporator for > 15 nm deposition, the ion mill evaporator is ONLY for

passivation, not leads or thick structures.

22. Lift-off with 60◦ C Acetone for 45 minutes followed by 3-5 second sonication.

Apparently ultra fine features with positive photoresist can be achieved via cold development,

I was not aware of this during the development of this recipe but it is worth looking into for

future recipe development [59].

3.3.6 Experimental Methods

The coplanar stripline antennas fabricated on top of the thin YIG films require a microwave

frequency (RF) input at one port to generate spin waves and an RF spectral analyzer at the

other port to observe the propagating spin waves. In order to characterize non-reciprocity, we

either must swap the port connections, which reverses the direction of k, or flip the direction

of the Hext, which flips the dispersion relation for k (but not both). Swapping the port
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connections will introduce circuit based artifacts in the spectrum data due to displacement

of cables and re-mating of port connectors. Flipping Hext on the other hand will include

artifacts from any error in the field calibration or field controller. Ideally both of these

aspects of the experiment should remain fixed and stable during data collection to improve

quality of the measurement and uphold quantitative fidelity of the characterization.

A Vector Network Analyzer (VNA) helps to resolve this by measuring both forwards and

backwards microwave signals (in our case propagating spin waves) without needing any

changing of cables. Internally the port output and inputs are electrically switched, which

allows us to observe and characterize non-reciprocity if there is any. The VNA sweeps a

designated set of frequencies and measures the reflection and transmission for each frequency

(usually in units of dB and phase or in real and imaginary components of voltage). It then

electrically swaps the ports and repeats the measurement. Such measurements are assembled

into a scattering matrix called an S-matrix, which represents the reflective and transmissive

response of a network. For each frequency a 2-port VNA collects this matrix, which looks

like: S11 S12

S21 S22

 , (3.4)

where Sxy means the response at port x from port y. This data is usually represented either

through magnitude (either log or linear scale) and phase, or as real and imaginary parts. If

there are n-ports in a network, the S-matrix is an n×n matrix, where all off diagonal terms

represent port to port transmission. When there is a difference between Sxy and Syx, there

is non-reciprocity in the network.

Fig. 3.10 shows the experimental set-up of our measurement. In order to map our spin wave

spectra, we must collect the electrical response for a range of frequencies over a series of set

external fields Hext. To be clear, we fix Hext, have the VNA collect an S matrix for a series
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Figure 3.10: Experiment set-up diagram (VNA). Vector network analyzer connected
to spin wave antennas. Having the external field parallel to our antennas yields surface spin
waves.

of frequencies, then increment Hext by a small step, and repeat. In doing so we collect a

trace Sxy (f) at every set field. We then can take these traces and compile them together to

generate a 2 dimensional plot Sxy (f,Hext) for each term in the S-matrix.

It is almost always required to do a calibration of the VNA prior to connecting your sample

(calibration procedure is found in Smith [122]). Otherwise, the VNA output will introduce

artifacts in your frequency swept traces. In our case however, we employ a measurement

(and post-processing) technique that allows one to ignore the need to calibrate, assuming

our field steps are sufficiently small (on the order of ≤ 5 Oe).

Fig. 3.11(a) shows a raw frequency vs field colorplot. If you look closely, you can see some

systematic features. Due to the large background however, it is quite difficult to see, much

less to characterize (indicated by Fig. 3.11(b)). Since we are studying the response to a

magnetic stimulus, we need only to see the changes with respect to a changing magnetic

field. This means that we can subtract out a trace measured at high field (where the spin

wave frequencies would be outside the frequency range we are measuring) from all other

traces. This method is often employed and is quite reliable for quick measurements and
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Figure 3.11: Raw spectroscopy data collected with calibrated VNA. (a) Colorplot
of raw VNA traces collected over a series of Hext, signals are visible near 1 GHz band, but
difficult to see, even with calibration of microwave circuit. (b) Shows the trace taken at
−78Oe (cross section of dashed line in (a)), area circled in red is the ‘spin wave’ signal.

stable experimental set-ups. This approach however is still susceptible to any non magnetic

drift (such as frequency dependent properties of the microwave circuit) as it will introduce

and compound artifacts across the traces. It turns out, with small enough steps in field, one

can isolate the magnetic response by taking the field derivative of the VNA traces [85]. This

has shown to be quite effective in removing significant background as shown in Fig. 3.12,

where the ripple pattern and large signal to noise ratio is evident (the non-reciprocity is also

quite evident in this case too). In principle this removes the need for any kind of 2-port

calibration for the VNA, since our derivative analysis does not require knowledge of the

reference plane for the microwave circuit and removes any non-magnetic background.

With the data cleaned out and our signal quite clear, we can now perform quantitative

analysis on our spectra. Fig. 3.12(a) has two notable features that we are interested in. One

is the striping pattern, which when looked at via taking a cross section (VNA trace) like

in Fig. 3.12(b), we observe that there is a systematic amplitude oscillation of the frequency

swept trace across a small band of frequencies. This is indicative of propagating spin waves.
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Figure 3.12: Spectroscopy data after field derivative. (a) Data in Fig. 3.11 after
taking field derivative (note we switched to real and imaginary components, but the signal
improvement was the same for phase data). Signal to noise ratio is considerably better. (b)
Trace taken at −78Oe. Signal is good enough to characterize.

As the detection antenna is inductively coupling to spin waves of increasing k (equivalently

shorter and and shorter wavelengths). The amplitude will cycle continuously through 2π

phase, which are the oscillations in the measured trace. Fig. 3.13 illustrates this effect.

The other feature is the clear asymmetry across Hext = 0, this is indicative of non-reciprocity

since flipping the external field flips the dispersion relation for the same sign of k. We

will show that for quantitative analysis however it is more reliable to compare across S12

and S21 for the same field, as the two data sets are collected one after another (whereas

for opposite fields the measurement can introduce magnet control related artifacts or any

possible temporal drift in data).

3.4 Results and Analysis for 40nm YIG

Fig. 3.14 Shows the f vs H color plot for each part of the S-matrix measured on GGG/

YIG(40nm). The embedded cartoon shows physically which signal it represents. The S11
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Figure 3.13: Oscillations in frequency swept trace. Coupling to shorter and shorter
wavelength spin waves leads to a continuous cycling through 2π for signal amplitude. The
region between the dashed lines shows how varying the wavelength will vary the phase of
inductive pickup. This cartoon also illustrates why smaller geometry is needed in order to
detect shorter wavelength spin waves. When the SW wavelength is below a certain length
(like k3), the effective pickup drops precipitously due to excessive oscillations within the
coupling region. This is similar to when aliasing occurs in signal processing systems in
general.

and S22 represents the reflection observed at the each port. In other words, it informs us at

which frequencies there are power losses, usually in the form of being absorbed or radiated

by an element in the network. The quasiuniform mode (a.k.a. the FMR or k = 0 mode), is

most notably visible in these spectra. There are more (considerably fainter) modes visible,

which are likely due to some spin waves returning to the source antenna. The signals shown

indicate that the antenna is radiating energy via excitation of spin waves. The S11 and

S22 data in this context can be considered very similar to the standard absorptive FMR

techniques used, where in this case the radio frequency source is on the micrometer scale.

The S12 and S21 plots represent our transmission spectra. Here we observe any spin waves

that are excited from one antenna and detected at the other. It is important to note that

if there is any RF leakage (like cross talk or capacitive shunting), it will show up in these
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Figure 3.14: S matrix color plot for YIG on GGG. VNA traces measured across varying
Hext compiled together to form colorplots. Inset cartoons clarify which antenna response the
colorplot measures. The vertical dashed lines indicate the slices used in the trace comparison
plot in Fig. 3.16.

VNA measurements (our field derivative approach however mitigates this).

As mentioned before, we observe nice oscillations which are indicative of exciting high wave

number propagating spin waves. We also observe for the same field significant visual asym-

metry (i.e. non-reciprocity) at higher order modes. We can take the film parameters we

extracted from doing film level absorption FMR prior to nanofabrication and overlay the

expected dispersion relation on our S21 color plot. The Eq. (2.69) is shown here again for
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convenience:

f (H, k) =
γ

2π

√
(H +Dk2)(H +Dk2 + 4πMeff ) + (

4πMS

2
)2(1− exp(−2|k|d))

Fig. 3.15 shows this equation plotted over the colorplot, and serves as a sanity check on the

legitimacy of the results (validation of FMR mode agreement). It also tells us how short the

wavelengths are for our highest order detectable modes (about 400 nm). Which makes sense

considering the dimensions of our antennas.

Figure 3.15: Dispersion of Propagating SW in YIG(40nm) on GGG. Spin wave
dispersion relation for various k overlaid on S21 color plot. We use 4πMeff = 1.7 kOe,
g = 2.02, and assumed exchange stiffness D = 5.2×10−8 Oe cm2 with thickness d = 4×10−8

m. The FMR curve is with k = 0, while the dashed curves are with k ̸= 0. We confirm we
can detect spin waves down to roughly 400 nm in wavelength.

In order to quantify the non-reciprocity we see, we compare the group velocity for forwards

and backwards propagating SW. This is extracted from the frequency separation ∆f between
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two adjacent peaks of oscillations and plugged into this relation:

vg =
∂ω

∂k
≈ 2π∆f

2π
s

= ∆f · s (3.5)

Where s is the propagation length. We demonstrate this comparison in Fig. 3.16.

Figure 3.16: Quantifying non-reciprocity of SW at fixed field for GGG/YIG. VNA
traces for S21 and S12 at −78 Oe which represents the signal for forwards and backwards
propagating SW, respectively. The dashed lines in Fig. 3.14 correspond the fields that these
traces were pulled from. We observe an amplitude non-reciprocity factor of 2/3 and δvg of
26± 5m/s.

We calculate vg(S12) ≈ 725± 3m/s and vg(S21) ≈ 699± 3m/s, giving us a nonreciprocity δvg

of 26± 5m/s, about a 4± 1% difference.

This result is actually quite surprising, as the system of GGG/YIG(40nm) does not have

any particularly obvious indicators of being non-reciprocal. The ferrimagnet is sufficiently

thin to be exchange locked and thus uniform along the thickness, there is no active region

with any modulation of features, and the device configurations are symmetrical.
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3.4.1 Interfacial Dzyaloshinskii-Moriya Interaction

We propose that perhaps the reason behind the non-reciprocity is that the interface with the

GGG can actually introduce an effect called the interfacial Dzyaloshinskii-Moriya Interaction

(iDMI)[36, 98, 99]. This effect occurs when there is an interface with a high spin orbit cou-

pling material. The fundamental idea behind iDMI is that the presence of spatial inversion

symmetry breaking (like an interface) with spin orbit coupling leads to anti-symmetric ex-

change interaction terms that favors neighboring magnetic spins to be canted. The strength

of the interaction was calculated with super-exchange and strong spin orbit coupling [98].

Fig. 3.17 shows a nice schematic of iDMI from [38]. The energy term is:

D12 · (S1 × S2) , (3.6)

where D12 is the DMI vector relating to the coupling between the neighboring spins and the

large SOC interfacial atom. One can see that Eq. (3.6) is minimized when two spins (S1 and

S2) are perpendicular to each other (hence favoring canted magnetic textures).

Figure 3.17: Cartoon schematic of iDMI. The two spins (gray) become coupled through
the heavy metal (blue) in the interfacial layer. Cartoon is from Fert et al. [38].

In context of this chapter, the effects of iDMI lead to a linear term in the dispersion relation,

50



which means that the difference in group velocity with respect to iDMI looks like:

δvg =
[(

n̂× Ĥ
)
· k̂
] γ

MS

DiDMI (3.7)

Where n̂ is the direction normal to the interface, Ĥ is the external field direction, k̂ is the

wave vector, γ is the gyromagnetic ratio, MS is the saturation magnetization, and finally

DiDMI is the phenomenological constant accounting for the strength of iDMI in the system.

Plugging in δvg and our previously measured MS = 140 kA m−1, we have determined that

DiDMI = 5.17µJ m−2 in our GGG/YIG system. We can take this idea and ask whether we

can enhance this effect by inserting a known heavy metal layer like Pt between the YIG and

GGG.

3.5 Results for GGG/Pt/YIG

Fig. 3.18 Shows the propagating spin wave spectra for GGG/Pt(10nm)/YIG(40nm). Due to

the Pt enhancing the damping in the system (since it is an effective spin sink) [93], there is

some loss of resolution for the spectroscopy measurement, regardless, we are able to resolve

spin waves down to 1.4µm in wavelength.

We repeat the analysis procedure and compare the forwards (S21) and backwards (S12)

propagating spin wave VNA traces for the same fixed field of ∼ 78Oe. Fig. 3.19 shows

this comparison. We observe a larger amplitude non-reciprocity factor of 5 and extract the

calculated group velocities to be vg(S12) ≈ 822 ± 4m/s and vg(S21) ≈ 775 ± 4m/s. Which

yielded a δvg of 47 ± 6m/s, which yields a nonreciprocity of 6 ± 1%. If we attribute this

non-reciprocity to iDMI, we calculate the constant to be DiDMI = 8.01µJm−2
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Figure 3.18: Dispersion of Propagating SW in GGG/Pt/YIG. We observe similar
qualitative features to Fig. 3.15, but with less wavelength resolution. We use 4πMeff = 1.2
kOe, 4πMS = 1.5 kOe, g = 2.01, and assumed exchange stiffness D = 5.2 × 10−8 Oe cm2

with thickness d = 4× 10−8 m. The FMR curve is with k = 0, while the dashed curves are
with k ̸= 0.

3.6 Discussion

We have shown that the field derivative technique works for propagating spin waves in a VNA

measurement, the significantly enhanced signal to noise ratio (from Fig. 3.11 to Fig. 3.12)

allows us to not require VNA calibration and quantitatively characterize spin waves.

The amplitude non-reciprocity in our results is well understood as it has to do with the

proximity of the spin wave antenna to the surface of propagation. Mentioned at the end of

Section 2.2.4, field displacement non-reciprocity points to the fact that there will always be

a non-zero difference in coupling of the spin wave antenna to the surface directly interfacing

it and the surface on the other side of the film thickness. This actually has some implication

that perhaps our films were not thick enough to be truly exchange locked.
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Figure 3.19: Quantifying non-reciprocity of SW at fixed field for GGG/Pt/YIG.
VNA traces for S21 and S12 at −78 Oe. We observe an amplitude non-reciprocity factor of
1/5 and δvg of 47± 6m/s.

As mentioned in Section 3.4.1, we propose that the dispersion non-reciprocity we see may be

due to the GGG substrate introducing interfacial DMI to our system. It is argued that the

GGG and YIG interface induces a Rashba effect (splitting of bands due to the interaction

between momentum and spin) which then is manifested as a DMI-like term in the dispersion

relation [7]. This work motivates looking more deeply into Rashba induced non-reciprocity

in other films, as it may have potential in engineering highly non-reciprocal media.

Alternatively, the dispersion non-reciprocity in GGG/YIG may be attributed to some specific

sources, one may be that the difference in surface anisotropy between the GGG and air

interfaces. Since our configuration excites surface spin waves (Eq. (2.69)), the different

interfacial anisotropies will shift the dispersion relation asymmetrically by some constant

value. Additionally, it has been shown in literature that YIG films can have a magnetically

dead layer [62], which can vary the surface anisotropy or even the damping. In other words,
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even though the film is thin, it may not be thin enough to be treated as a homogeneous

magnetic material throughout. This means that the Damon Eshbach surface waves can be

thought of as travelling in two different mediums for their corresponding directions.

By repeating the measurement in GGG/Pt/YIG, we have observed an enhancement of the

dispersion non-reciprocity. The comparison is shown in the table below. We see the group

velocity difference is doubled from bare YIG to Pt/YIG, we also see that the non-reciprocity

was raised from ∼ 4% to ∼ 6%, which is a 50% increase. This supports our working theory

that the non-reciprocity is stemming from iDMI.

GGG/YIG(40) GGG/Pt(10)/YIG(40)

δvg ≈ 26± 5m/s δvg ≈ 47± 6m/s

MS ≈ 140 kA/m MS ≈ 120 kA/m

DiDMI = 5.17µJ/m2 DiDMI = 8.01µJ/m2

Despite our iDMI factors being quite small (many materials with characterized iDMI are on

the order of mJ or hundreds of µJ [42]), we discover a very clear effect in our system. The

fact that it is clearly visible in our low damping, single crystal system is promising for future

spin wave research and applications.

It would be interesting to see the effects of other underlayers on the non-reciprocity of YIG,

in our case, we have observed considerably enhanced damping due to the Pt, which required

challenging fabrication to make measurable. With improved nanofabrication techniques

however, characterization of non-reciprocal spin waves in higher damped systems will become

accessible. Such systems may have other attractive features that are not present in low

damping systems like YIG. With non-reciprocity induced by the media itself, passive non-

reciprocal magnonic devices can be explored.
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3.7 Additional Notes

3.7.1 Comments regarding spin wave antennas

Spin wave antennas

When designing spin wave antennas it is a good idea to make sure the impedance of the

structures do not deviate from 50 Ohms, several COMSOL like softwares can do these

calculations for your exact geometry. Alternatively can do a preliminary check with the

length and cross sectional area of the signal line in the antenna and the material (usually

gold) it is made of, as the signal line will be the most resistive part of the circuit. The

simulation suggestion is nice though if you want the RF related values of your design.

Antenna Health

The spin wave antennas have been pretty robust to electrostatic discharge, I’ve only had one

device ‘explode’ ever. Prior to hooking up the sample to the VNA, I did some quick DC

resistance measurements on the ports. To do so, I connected SMA to banana adapters on the

sample holder ports and used banana cables to check each permutation of port connections.

For a two port sample this means:

• (After wirebonding only the signal lines to the antennas)

Port 1 signal ⇒ Port 2 signal (should be open, if there is resistance then there is a

short somewhere).

• Port 1 signal ⇒ Port 1 ground (ideally 50 ohms)

• Port 2 signal ⇒ Port 2 ground (ideally 50 ohms)
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• Port 1 signal ⇒ Port 2 signal (should be sum of above resistances since it routes

through both)

• Port 1 ground ⇒ Port 2 ground (∼ 1 ohms)
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Chapter 4

Spin Flexoelectric Gate on

GGG/Pt/YIG

4.1 Motivation

Most of Chapter 3 was accomplished as a means of developing fabrication and measurement

techniques toward this study, where the goal is not only to achieve non-reciprocity but to

be able to tune it via external control like voltage. In this study we aimed to use the spin

flexo-electric interaction (SFEI) to create a spin wave device where the applied voltage can

change the non-reciprocity. Such an effect would open many new application routes like spin

wave logic gates, multiplexed spin wave busses, and more [63].

4.1.1 Spin Flexoelectric Interaction

One of the ways in which non-reciprocity can be manifested is through simultaneous breaking

of time reversal and spatial inversion symmetry. This warrants studying electric fields in
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ferromagnetic media, as the electric field breaks inversion symmetry and the ferromagnetism

breaks time reversal symmetry. The electric field results in a nonzero electric polarization

of the media, which then leads to a Doppler -like shift in the spin wave spectra. In other

words, the electric field couples to the gradient of magnetization and modulates the spin

wave dispersion relation through a new energy term.

The mathematical representation of this effect is as follows: we construct the ‘flexo-electric’

induced field term, append it as a modulation of the base Hamiltonian H0, which already

contains the exchange, anisotropy, and dipole interaction terms, and proceed to solve the

system of torques and boundary conditions using linearization and perturbative approxima-

tions. I will only present the mathematical starting point to present the intuition and the

end result to provide the quantitative motivation.

The spin flexoelectric interaction manifests itself as a coupling like [91]:

V
(1)
E = b1

∫
d3r [E ·M(r)] [∇ ·M(r)] (4.1)

and

V
(2)
E = b2

∫
d3rE · {M(r)× [∇×M(r)]} (4.2)

where b1 and b2 are phenomenological constants associated with the effect. These terms result

in an overall combined effective energy VE that gets included in the complete Hamiltonian

H = H0 + VE in calculation. Through linearization and some simple assumptions (similar

to Section 2.2.4), the resulting dispersion with their vector relationships intact is:

ωE(k) = ω0(k)− γbk · [E×MS] , (4.3)

where ω0 is the non-electric field portion of the dispersion relation (includes exchange, ap-
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plied, and anisotropy fields), and b is the combined phenomenological constant (which is our

goal to measure).

Figure 4.1: Effect of flexo-electric interaction on spin wave dispersion. The blue
dashed curve is the reciprocal spin wave dispersion relation when E = 0, which has a
symmetric parabolic shape. When a linear term is introduced, the curve is canted (red solid
curve), leading to non-reciprocity. Measuring spin wave group velocity in opposite directions
informs us whether there is non-reciprocity, as shown by the slope of the dispersion curve
for equal and opposite k0.

Note that when E is ⊥ to both MS and k, we get:

ωE(k) = ω0(k) + γbE⊥MSkx, (4.4)

where x is the axis of spin wave propagation. Here we have shown that the introduction

of an electric field leads to a linear shift in the the dispersion relation, it is important to

see here that it depends on the sign of k and E. So for a fixed electric field, our dispersion

relation would experience a linear shift like in Fig. 4.1.
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The critical quantitative feature that we will utilize is the group velocity dω
dk
:

vg(E) =
dω

dk
= vg0 +−γbMSE⊥ (4.5)

Where vg0 is the base group velocity without SFEI present. This informs us that for a fixed

applied field, we can change the electric field and measure the variation in spin wave group

velocity, this is our objective.

4.2 Device Design and Nanofabrication

Like in Chapter 3, we are performing spin wave spectroscopy measurements. In this project

we have one additional complication: inclusion of a gated active region. So everything covered

in there is relevant here. Furthermore, the GGG/Pt/YIG samples measured in Chapter 3

were used for this study as well.

4.2.1 SW Antennas with Gated Active Region

The spin wave antennas will follow the same coplanar stripline design used in Chapter 3.

Since SFEI and it’s calculated non-reciprocity scales with increasing k (shorter wavelengths),

we must still aim for fine width antennas so that we can couple to these higher wave vectors

and see a more pronounced effect.

The spin wave non-reciprocity from SFEI requires an electric field perpendicular to the plane

of the ferromagnetic film. This is why we are fabricating on top of GGG/Pt/YIG. Since YIG

is insulating, a deposited Au gate on top of film surface would then form a parallel plate

capacitor between the Au and Pt, generating the desired electric field configuration when

a voltage is applied across the Au gate and the Pt underlayer. Fig. 4.2 shows a general
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schematic for the electric field gate, where the metallic underlayer serves as the back plate

for our effective parallel plate capacitor.

Figure 4.2: General schematic of generating perpendicular electric field.
Top gate metal and back plate generate an out of plane electric field (black arrows)

through the ferromagnet. If M is into or out of the page, and k is pointing perpendicular
to both M and E, then then Eq. (4.4) describes the resulting effect on the dispersion
relation. In our case, since the FM is insulating in our system, we do not require an

insulating layer between the top gate and FM.

Since the Pt is everywhere underneath the YIG film, we must pattern a working area in

which we do not have to worry about any electrical shorting across the Pt underlayer for

the antenna leads. This is achieved by patterning and etching a trapezoid that is 100 × ∼

400 µm with 45◦ angled edges to absorb any spin waves travelling to the ends (shown in

Fig. 4.3). Our leads are patterned off of the Pt/YIG trapezoid so that wire bonds only land

on Au pads. The mesa size is also deliberately large such that one wire bond can land on

the edge, puncture through the thin YIG into the Pt, and ground it to become back plate

of the electric field gate.

The Pt underlayer however also increases the magnetic damping in adjacent films, which

means that shorter wavelength spin waves may be harder to detect and thus the group

velocity characterization may be more difficult. Ideally growing YIG on top of a non-heavy

spin orbit coupling material like Au would improve measurement fidelity.

Two spin wave antennas are fabricated down the center of the mesa, with a large ‘gated’

area between the spin wave antennas. Fig. 4.4 shows an SEM of the device up close.
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Figure 4.3: SEM of etched Pt/YIG mesa. Scanning electron micrograph image of etched
trapezoid of Pt/YIG, the edges are angled to be 45◦ to absorb spin waves. Spin wave antennas
and gates are then fabricated such that the wire bond pads are off of this area. The mesa
is large so that one wire bond can land on one of the edges, puncture the thin YIG, and
connect the Pt under layer to ground.

4.2.2 Nanofabrication Procedure

The fabrication procedure is similar to that of Section 3.3.5 but with some minor modifica-

tions. Since the antenna leads must be off of the mesa, there is a small chance of shorting

to the Pt underlayer near the edges, to prevent this, an insulating layer must be deposited

prior to deposition of the antennas. Otherwise most of the process is the same, I will list the

steps in a more concise manner with additional comments specific to this fabrication.

One thing worth stressing is that since the spin wave antenna patterning step is non-

destructive (everywhere but the exposed area is still protected), fabrication can be repeated

over the same chip from one mesa to mesa. This is extremely useful if you have a limited

number of films to nanofabricate on. As long as the film is not susceptible to repeated

thermal cycling to 180◦ C, a lot can be done on a single film.
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Figure 4.4: SEM of SFEI devices on PtYIG. Scanning electron micrograph image of spin
wave antennas with electric field gate in the center, dimensions are measured and displayed.

4.2.3 Itemized Nanofabrication Steps

Refer to Section 3.3.5 for additional commentary on the bilayer lift-off section of fabrication.

Etching the Pt/YIG mesa.

1. Acetone clean, 3 min sonication.

2. IPA clean, 3 min sonication.

3. N2 Dry

4. Spin coat ma-N24xx negative photoresist at 3500 rpm for 45 seconds (program 5)

⇒ The thicker the hard mask the better, YIG etches pretty slowly, so the mask must

survive the entire etching time.

5. Post-bake at 90◦ C for 60 seconds.

6. Protect sample from natural lighting until EBL (wrap in foil or keep in drawer).
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7. EBL sample

⇒ About 300µC/cm2 should be sufficient, the more mesas on a chip the better, exposed

ma-N24xx is difficult to remove though so this is a semi-permanent step.

8. Develop in maD-525 for 60 seconds, then rinse in DI water for 3 minutes.

9. See in optical for confirmation of structures.

10. Etch in ion mill all the way down to the substrate GGG

⇒ For GGG/Pt(10nm)/YIG(40nm), total etch time was 16 minutes at 65 degrees with

25% duty cycle (ion mill program 5)

⇒ (YIG etches at 3.7 nm/min at 65 degrees, Pt etches at 9 nm/min)

Bilayer Lift-off of SW Antennas and Gate

1. Clean sample in Acetone, sonicate for 3 minutes.

2. Quickly move sample over to IPA, sonicate for 3 more minutes.

3. Dry using N2 gun

⇒ Be sure that liquid does not flow from your tweezers onto the substrate as that

accumulates dirt. You can flow the N2 towards the tweezers until dry, be careful to

not let the tweezers slip or chip fly away. Visually inspect for dirt or residue using

reflection of the surface.

4. Spin coat MMA at 4000 rpm for 45 seconds (program 6)

⇒ When dispensing MMA, make sure to not touch the pipette tip, blow out with N2

including towards the inside, squeeze the pipette while N2 cleaning so it doesn’t suck

in any dust/dirt, while still squeezed, carry to resist bottle and fill with couple drops

of MMA, dispense couple drops onto chip.
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5. Post-bake on hot plate at 180◦ C for 90 seconds.

6. Cool for 20 seconds

7. Spin coat PMMA at 1800 rpm for 45 seconds (program 8).

8. Post-bake on hot plate at 180◦ C for 90 seconds.

9. Let cool for 20 seconds. Change hot plate temperature to 90◦ C.

10. Spin coat ‘fake e-spacer’ (PSSA + Triton X) at 3600 rpm for 45 seconds (program 9).

11. Post-bake on hot plate at 90◦ C for 3 minutes.

⇒ Keep sample in dark place or wrapped in foil until EBL time, be sure to follow

standard fume hood/spin coater SOP to clean up after yourself.

12. Evaporate or Sputter 7 nm Au or 3 nm Pt.

13. Perform EBL, you can use alignment steps or execute the proper ∆x and ∆y for the

specific mesa.

⇒ For GGG/YIG(40nm) 125µC/cm2 at 13 pA for fine features seem to work, this

will vary from substrate to substrate up to 250µC/cm2, higher current can be done

for larger features.

14. Submerge in deionized water for 45-60 seconds to remove the PSSA and conductive

layer.

⇒ You can visually see the metal peel off, let it do its thing when it happens. Note

DI water slightly develops the resist. Can sonicate if necessary.

15. Develop in MIBK:IPA (1:3) for 20-40 seconds

⇒ Pick a consistent time like 30 seconds for dose testing and development. Can do 15

second increments to gauge progression of features.
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16. Rinse with IPA for 45 seconds, can also nozzle squirt the surface.

17. Use optical to inspect resist, can SEM to image progress.

⇒ Can reset fab and start over by doing the initial cleaning steps (Acetone, IPA,

O2 plasma) if the patterns look bad. Be weary your chip is thermally cycling when

repeatedly being fabricated on.

⇒ Prior to next step, it has been recommended to do a ‘descumming’ step by doing

a short O2 plasma etch (15-20W for 30 seconds) to remove surface organics and in

principle aid in adhesion of the evaporated metal. I found that skipping this step

made devices stick better for some reason.

18. E-beam evaporate (in order from top):

Al2O4(4nm) at 0.5 Å/s

Ti(5nm) at 0.5 Å/s

Au(125nm) at 2.0 Å/s

⇒ Use IMRI evaporator for > 15 nm deposition, the ion mill evaporator is ONLY for

passivation, not leads or thick structures.

19. Lift-off with 60◦ C Acetone bath for 45 minutes followed by 3-5 second sonication.

⇒ Can apply mechanical force via Acetone nozzle squirting after the bath.

4.3 Gate Controlled Spin Wave Spectroscopy

Fig. 4.5 shows how one can attempt to measure the gate effects on propagating spin waves.

With the use of a VNA however, the scope and microwave source can serve as the same

instrument connection.

The method of measurement is similar to the spectroscopy performed in Chapter 3, we

additionally add a voltage source to apply a voltage V across the d = 40 nm thick YIG
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Figure 4.5: Schematic of SFEI measurement. Diagram showing how to measure SFEI
on a gated spin wave device. We use a VNA to serve as an oscilloscope and microwave source
simultaneously with the added benefit of being able to measure forwards vs backwards spin
waves.

which generates our electric field E:

E =
V

d
(4.6)

We perform the measurements first by mapping the entire SW spectra when the gate is

disconnected (V = 0, methods discussed in Chapter 3), then choose a fixed field where

the propagating spin wave oscillations are clearest. Next, we take VNA traces for one

direction of spin waves under varying gate voltages. From the traces measured we extract

the group velocities by measuring the frequency separation between adjacent peaks (just like

in Chapter 3):

vg =
∂ω

∂k
≈ 2π∆f

2π
s

= ∆f · s (4.7)

where s is the propagation length, and see if any variation has resulted. In order to average

out any temporal drifting as the set voltage is changed, we measure traces with the gate

voltage steps alternating from positive to negative. We also average the group velocity

measurement for each set gate voltage over multiple measurements.
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Finally, to map the results to the phenomenological constant b we measure the group velocity

for different gate voltages relative to when the gate is off. Assuming that the shifting is linear,

we can combine Eq. (4.6) and Eq. (4.5) to form

vg(E) = vg0 +−γbMS
V

d
(4.8)

and fit for b.

4.4 Results and Discussion

Figure 4.6: VNA traces of SW under ± V applied to gate. Measurements of prop-
agating spin waves under different gate voltages for 2 devices. Qualitatively an effect
seems visible, but almost within noise. (a) Device measured under 89Oe at ±2 V, where
∆vg2+ = +3m/s and ∆vg2− = −3m/s. (b) Device measured under −112Oe at ±5 V, where
∆vg5+ = −12m/s and ∆vg5− = −0.7m/s. Fitting of the data is shown in Fig. 4.7.

Fig. 4.6 shows the results of two devices under different gate voltages. We observe little

variation in the peak to peak separation of our spin wave signal oscillations, indicating that

the effect is very small. Qualitatively, we visually see some nonzero effect. Fig. 4.6(a) shows

a device that yields a shift of +3 ± 5m/s for 2 V and −3 ± 3m/s for −2 V over multiple

measurements. We fit our group velocities as a function of voltage using Eq. (4.5) and
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Eq. (4.6) with γ = 2.8MHz/Oe, MS = 120 kA/m, and d = 40 nm. The fitting is shown

in Fig. 4.7(a). This yields us an upper bound for the phenomenological constant value of

b ≤ 1.54× 10−17m2/V.

The process was repeated for a different device (Fig. 4.6(b)) for ±5 V. In this measurement,

we measure and calculate ∆vg+ = −12±4m/s and ∆vg− = −0.7±5m/s which were averaged

across numerous traces. The lack of shifting direction for opposite voltages does not meet

our expectations and is not understood. Regardless, when fitted for (shown in Fig. 4.7(b)),

we obtain an upper bound b ≤ 1.30× 10−17m2/V.

Figure 4.7: Fit plots for SFEI constant. Fitting of average group velocities extracted
from peak to peak separation in Fig. 4.6. The data points for nonzero gate voltages are
averaged across 5 measurements, the zero voltage data point was averaged across 10. (a)
Fitting for ±2 V applied at the gate yields b ≤ 1.54 × 10−17m2/V. (b) Fitting for ±5 V
applied at the gate b ≤ 1.30× 10−17m2/V.

The lack of significant effect is consistent across multiple devices. Even with high averaging

(×100 per point in Fig. 4.6) and repeated measurements, the variation (Fig. 4.7) in the

extracted group velocities under an active gate was on the order of the variation with no gate

voltage. Due to this, it was difficult to quantify, especially due to the enhanced damping and

non-reciprocity from the Pt. While qualitatively an effect seems visible, the standard error
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from our measurements (shown in Fig. 4.7) places it fairly close to within noise. Zhang et al.

[141] measured a similar set-up but on a 30 mm scale that calculated b = 1.095×10−16m2/V,

which is almost an order of magnitude larger than our fitted upper bound. When their value

is used to calculate the expected shifts for our devices, we expect a shifted group velocity of

∼ 23m/s for 2 V and ∼ 58m/s for 5 V. It is surprising to not see a significant shift as their

measurements exhibited a clear effect even with smaller wave vector (60 cm−1 compared to

our 1.5µm−1) and electric field (∼ 106V/m compared to our ∼ 108). According to that

measurement and the theory, our experiment should have yielded largely tuneable non-

reciprocity because we are operating at two orders of magnitude larger for both k and E.

We suspect that perhaps something else is at play for their observable effect, since it involves

long wavelength spin waves, huge propagation distances (30 mm), kV range voltages applied

to the top and bottom of the entire chip (0.5 mm thickness), and thick YIG samples (5µm).

Using the developed nanofabrication and microwave spectroscopy techniques, we have mea-

sured and extract an upper bound for the SFEI constant in thin Pt/YIG systems. We

find that the effect on group velocity, specifically the induced non-reciprocity, is negligibly

small. We believe this is because YIG is a centrosymmetric material, which means its unit

cell (which has cubic symmetry) strongly suppresses polarization from the electric field and

thus does not sufficiently break spatial inversion symmetry required for significant induced

non-reciprocity [8]. This then motivates future studies in using the techniques in measure-

ment and nanofabrication to investigate SFEI in non-centrosymmetric films like LiFe5O8

[44], Cu2OSeO3 [126, 116], or thickness gradient ferrites like MgAlxFe2−xO4 [37] to name a

few.
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4.5 Additional Notes

4.5.1 Low frequency modulation of the electric field gate for high

sensitivity detection.

To enhance signal quality it may be worth trying to apply a < 20 kHz modulation frequency

onto the electric gate and use a lock-in amplifier to pick up the detector signal amplitude

after it is converted to DC through a microwave diode. If there is any electric field effect, the

modulation should allow the transmitted spin waves to be filtered out of the background.

This requires testing however.

4.5.2 Electric field effect in the non-linear regime.

It may also be interesting to see the electric field effects when pushed into the non-linear

regime, this however will require utilizing a set-up similar to the previous section with an

RF generator that can sweep frequency continuously (to characterize the fold-over).
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Chapter 5

Wide Band Non-Reciprocity via

Magneto-elastic Coupling

5.1 Motivation

The application of surface acoustic waves (SAWs) have already been implemented in a num-

ber of signal processing devices like sensors and filters [16, 97]. SAWs have been very attrac-

tive to technologists due to features like low losses in the MHz to GHz range, high efficiency

in excitation, and considerably shorter wavelengths compared to electromagnetic radiation

which make them scalable. SAWs however are intrinsically reciprocal, this is because the

mechanical origin, i.e. the vibrational Hamiltonian, is time-reversal symmetric. Develop-

ment of non-reciprocal SAWs would accelerate its evolution into critical scalable on-chip

communication components such as microwave valves, circulators, and isolators. Achieving

non-reciprocity for SAWs however is difficult, and have found success under conditions that

require moving media or power dependent non-linearities [56, 41], both of which are not all

that practical for scalable solutions. SAWs however can interact with spin waves through
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another spin orbit coupling mediated effect called magneto-elastic interaction. With this

interaction, the non-reciprocity of spin waves can be imprinted onto SAWs and thus make

them also non-reciprocal by proxy. In this chapter, I present the theory of achieving non-

reciprocal SAWs (specifically wide-band, unidirectional non-reciprocity) developed by col-

laborators Verba et al. [133] and discuss some nanofabrication and measurements already

done towards accomplishing this goal.

5.1.1 Surface Acoustic Waves

Surface acoustic waves are Rayleigh waves, which are visually presented by Fig. 5.1. The

Figure 5.1: Schematic of a surface acoustic wave. Oscillatory deformations in the media
leads to a propagating surface wave. The red arrows indicate how the lattice itself oscillates.
SAWs have the majority of their energy on the surface and decay rapidly into the bulk.

general starting point for the mathematical description of SAWs starts with the elastic

deformation of a non-piezoelectric media, this is the generalized Hooke’s law 1:

Tij = cijklSkl (5.1)

1Repeated indices are implied summations
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where Tij is the stress tensor and Skl is the strain component represented by

Skl =
1

2

(
∂uk
∂xl

+
∂ul
∂xk

)
(5.2)

where uk is the particle displacement in the k direction and xl is the lth position coordinate.

Finally, cijkl is the elastic stiffness tensor for a medium.

However, since we are interested in a piezoelectric media (which couples the electric field to

the mechanical strain), additional coupling terms must be included and Eq. (5.1) is modified:

Tij = cijklSkl − eijmEm (5.3)

Dn = enklSkl + ϵnmEm (5.4)

where eijm are elements of the piezoelectric tensor, Em is the electric field, Dn is the electric

displacement, and ϵnm is the dielectric permittivity tensor. When these equations are applied

to Newton’s Law, we get:

ρüi = ekij∂j∂kϑ+ cijkl∂j∂kul (5.5)

where E = −∇ϑ, and ϑ being the scalar potential.

With the imposition of surface boundary conditions, the stress tensor simplifies Txz = Tyz =

Tzz = 0|z=0. Further imposing that the substrate is an insulator (no free charges) gives

∇ ·D = 0 and grants another constraint [103]:

ϵijϑ+ eijk∂i∂juk = 0 (5.6)

It is important to note that piezoelectric media are inherently anisotropic, which renders

much derivation beyond this point only feasible via numerical methods. Still, the intuition

74



behind the formation of these 4 coupled differential equations (Eq. (5.3), Eq. (5.4), Eq. (5.5),

Eq. (5.6)) are present. The rest of the derivation is deferred to Oliner [103]. The punchline

is that the surface wave solutions turn out to be a linear combination of four partial waves

that all decay exponentially into the bulk, furthermore, its relative group velocity is slower

than the bulk wave group velocities (meaning, combined with the linearity of the dispersion

relations, they are excited at lower frequencies). Generally though, the spectrum for SAWs

turn out be simply (which can be extracted from solving Eq. (5.5) for an isotropic media

and assuming plane wave solutions):

ωSAW = cSAW |k| (5.7)

which is linear, gapless, and reciprocal.

5.1.2 Magnetoelastic coupling

Since the lattice of a ferromagnet is intrinsically tied to the orbitals of the atoms that make

it up, deformations in the lattice can induce deformations of orbitals. If there is spin orbit

coupling present in the system, then deformations in the lattice modify the spin energies

via SOC and induce magnetic dynamics (magnetoelastic coupling, MEC). Conversely, the

lattice can deform in response to the magnetization changing (magnetostriction). Fig. 5.2

shows the latter at work, where the changing external field reorients the magnetization in

the 1-D lattice, but this as a result changes the overall length of the chain.

MEC can manifest itself as an energy term that relates the strain of a system to the mag-

netization (as the name suggests), similar to the SAW calculation, the introduction of MEC
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Figure 5.2: Cartoon of magnetostriction. One dimensional lattice under an external
field. When the field is zero (top) the length of the change is shorter. When the external
field pulls the spins along a direction (bottom), the changing magnetization elongates (i.e.
deforms) the chain.

modifies Eq. (5.5):

ρüi − cijkl∂j∂kul = fme (5.8)

1

γ
Ĵ · ṁ−

∫
Ω̂ ·m′dr′ = bme (5.9)

where m is the time dependent (normalized) deviation of magnetization from equilibrium,

J = e·µ is the angular momentum operator (which involves the Levi-Civita antisymmetric

tensor e and the unit vector pointing along static magnetization µ), and Ω̂ is the operator of

magnetic interactions. The dependence on position and time were removed to de-clutter the

equations. The RHS of the first equation is the effective force that stems from the effective

magnetic field bme arising from deformations in the lattice. The strain Skl then becomes

coupled with the magnetic field through a magnetostriction tensor which is present in the

magnetoelastic energy density:

Wme =
1

M2
S

bijlnSijMlMn (5.10)

From this energy density the effective field b = ∂MW and the effective force f = ∂xi
∂SijW
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are extracted through linearization. Further explicit derivation is deferred to Verba et al.

[132]. I present the theory up to this point to mainly illustrate how the magnetoelastic effect

is modeled mathematically.

5.2 Imprinting Non-reciprocity through SW and SAW

Interaction

When the dispersion relation of two quasi-particles cross, i.e., they have the same energy,

then the particles interact resonantly (with conservation of energy and momentum), leading

to the (excitation) hybridization of the interacting particles, this is a general phenomenon. In

the context of SAWs and spin waves (SWs), one can imagine that propagating SAWs along

a surface that is interfaced with a ferromagnet can scatter into SWs at the right frequency.

This new magnon will either scatter back to a phonon or decay in the ferromagnet. When

the dispersion relation for magnons in the interfacing layer is canted (i.e. non-reciprocal), the

crossing points between the two dispersion relations have become asymmetric (Fig. 5.3(b))

with respect to k = 0. The imprinting of non-reciprocity for SAWs arises because the reso-

nant interaction frequency is now different for forwards and backwards propagating SAWs.

The predicted narrow band non-reciprocity for SAWs has already been accomplished using

non-reciprocal ferromagnetic layers with iDMI [112]. Due to the non-reciprocity being fixed

in ferromagnets with iDMI at growth, the band of interaction is severely constrained by

both the group velocity of the piezoelectric and the group velocity of these spin waves near

the resonant interaction band. This motivates seeking alternative materials where the (non-

reciprocal) spin wave group velocity (i.e. the crossing point between dispersion relations) can

be manipulated in situ. Additionally, one can question whether there exists a non-reciprocal

ferromagnetic material that has its dispersion relation overlap with the dispersion relation

of SAWs, leading to a wider band of frequencies in which they interact and thus achieve
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Figure 5.3: Diagram showing non-reciprocal interaction. (a) Zoomed out view of
the spin wave (red curve, SW) and surface acoustic wave (blue curve, SAW) dispersion
relations. Their intersections are points of interest. (b) Zooms into the points of interest,
the non-reciprocal feature of the spin wave dispersion relation is now apparent, the interaction
‘frequency’ is now different for forwards and backwards propagating waves, diagram is from
Verba et al. [132].

wide-band non-reciprocity.

5.3 Synthetic Antiferromagnet for Tuneable Disper-

sion.

In order to achieve our goal, we require a ferromagnetic structure that is non-reciprocal,

gapless, and linear. Collaborators Verba et al. [133] have presented that synthetic antifer-

romagnets (SAFs) satisfies these requirements. An SAF is a pair of ferromagnetic layers

with a nonmagnetic spacer layer of precise thickness in between that stabilizes the anti-

ferromagnetic coupling between the two layers (hence being synthetic). The mechanism

that enables the anti-ferromagnetic coupling is called the Ruderman-Kittel-Kasuya-Yoshida

(RKKY) interaction, which arises from the interaction of itinerant, conduction electrons and

localized magnetic moments [110]. The exchange coupling that arises from this interaction
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oscillates in sign with increasing spacer thickness (hence it must be of a certain thickness for

it to be anti-ferromagnetic).

Figure 5.4: Plot and schematic of SW dispersion in SAF. Plot showing the different
SW dispersions for different orientations of the SAF structure. The solid curves (ϕ = 90◦)
exhibit maximum non-reciprocity. With a weak external field, M1 and M2 can be rotated
and thus the non-reciprocity is tuned.

SAFs have strong non-reciprocity when the relative angle ϕ between the direction of k and

the SAF magnetization (which will be collinear with external field) is nonzero. Furthermore,

varying ϕ modulates the SW dispersion relation. Fig. 5.4 shows a plot of the SW dispersion

relation for an SAF under different angles of relative propagation. In other words, we can

actively change the SW group velocity by rotating the external field.

The SAF structure our collaborators Verba et al. [133] calculated the spectra for is

Co(15nm)/Ru(0.9nm)/Co(15nm). They have derived the SW dispersion as a function of ϕ:

ωk = ωM tFM

[√
l2

t2FM

+
1

3
sin2 ϕ+

1

2
sinϕ sign k

]
|k| (5.11)

where ωM = γµ0MS, MS is the saturation magnetization, tFM = t1 = t2 is the thickness of
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the ferromagnetic layers, and l is the exchange length, which is the characteristic distance

associated with the relative strength of exchange and self-magnetostatic energies. From this

relation we can mathematically see that the dispersion is non-reciprocal (dependent on sign k

and ϕ), gapless (when k = 0, ω = 0), and linear (ωk = cϕ|k|). Fig. 5.5 shows the dispersion

relation for ϕ = 36◦ when considering SAWs propagating in Y−cut Lithium Niobate (LNO)

along the Z axis.

Figure 5.5: Plot of ideal SAF spin wave angle dispersion on LNO. Plot showing the
dispersion relation for Co(15nm)/Ru(0.9nm)/Co(15nm) with ϕ = 36◦. There is huge overlap
between spin waves and SAWs on Y−cut, Z direction LNO for positive kx. This implies
wide band interaction and thus wide band non-reciprocity. Figure from Verba et al. [133].

One final thing to note is unbalanced vs balanced films. The balanced films (where both

ferromagnetic layers are same thickness), while gapless (Fig. 5.5 dashed dark blue curve),

will be vulnerable to thermal noise and thus ϕ will be not be homogeneous throughout the

propagation area. The unbalanced films, with a moderately small external field, remedy this

issue as the imbalanced magnetization under the external field leads to quasi-uniform, stable

alignment across the sample. This however comes at the cost of a gap opening up in the

dispersion relation (Fig. 5.5 solid light blue curve), this however is not an issue if the SAWs

excited are above the gap frequency.

Fortunately, we have access to LNO/Ta(5)/Co(15/16)/Ru(0.9)/Co(15)/Ta(5) SAF films
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(layers are in units of nm) grown by our collaborators R. Salikhov and co-workers at the Insti-

tute of Ion Beam Physics and Materials Research in Helmholtz-Zentrum Dresden-Rossendorf,

Germany. We will perform our nanofabrication and measurements on these.

5.4 SAW Device Design and Nanofabrication

5.4.1 Interdigital Transducers

In order to drive surface acoustic waves, there must be a source of mechanical oscillations

in the media. Since piezoelectric materials respond to applied electric fields by mechanically

flexing, we can employ nanofabrication techniques to create periodic structures that, when

applied with AC signals, provide the mechanical oscillations and excite SAWs.

Figure 5.6: Diagram of interdigital transducers. Single finger IDTs (left) reflect incident
SAWs in phase, distorting the received signal. When split fingers are employed (right), the
reflected SAWs are out of phase and cancel themselves, mitigating the distortion. Note the
required increase in feature resolution (p is reduced by half) for the split finger design. Figure
is from Morgan [97].

Fig. 5.6 shows an example pair of structures that can drive SAWs, these are called interdigital

transducers (IDTs). The structure involves two combs with their fingers alternating between
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each other with no electrical shorting. When an AC signal is applied to the IDT, the

alternating fingers (a.k.a. electrodes) generate a periodic electric field, which then results in

a periodic elastic strain. Reciprocally, mechanical oscillations will generate an AC signal in

the transducer, so IDTs also work as a SAW detector.

The pitch separation of the fingers determine the wavelength λ0 of SAWs that the IDT

will couple most to. So it is imperative to design the IDTs such that they will operate

within the desired frequency band f0 ∝ 1/λ0 (because IDTs behave like bandpass filters).

Furthermore, impedance mismatching will reduce the efficiency of exciting SAWs. IDTs are

also bidirectional, meaning that half of the power transmitted will go in each direction so

there is an inherent 3dB loss. This is also the same for detecting SAWs, so a total insertion

loss of a 2 port IDT system will be at least -6dB. This motivates careful design of the IDT

to ensure that there is appreciable signal within the desired band.

There is also the issue of internal reflection, the standard ‘single finger’ (or single-electrode)

IDT design will reflect SAWs in phase, which is undesirable for detecting SAWs as the

reflected waves then distort the initial signal. One way to address this is to employ a ‘split’

finger design, where there are a pair of fingers for each alternating electrode. Fig. 5.7 from

Morgan [97] illustrates the designs and concept. The drawback for using the split finger

design is that the pitch length p must be halved to operate at the same frequency. This then

makes the fabrication more challenging and may reduce the overall yield.

The reflection however can be utilized in the form of Bragg reflectors on the far ends of

the device (shown in Fig. 5.8). The idea is to reflect the SAWs propagating in the wrong

direction to reflect back in phase with the SAWs going in the correct direction. This then

can aid in mitigating the minimum -6dB loss mentioned earlier.
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Figure 5.7: Single finger vs split finger IDTs. Figure is from Morgan [97].

5.4.2 Lithium Niobate

The efficiency of exciting SAWs also highly depends on the piezoelectric material itself,

in particular, the relative surface velocities for a metallized and free surface (vm and vf )

characterizes the piezoelectric coupling to the wave. Normally, a coupling constant K2 is

defined such that:

(vf − vm)
vf

≡ K2

2
(5.12)

It turns out that this coupling coefficient can also be defined:

K2 =
e2

cϵ
(5.13)

where e is the piezoelectric coefficient, c is the stiffness coefficient, and ϵ is the dielectric

permittivity. The anisotropic nature of piezoelectrics implies that K2 will vary based on the

crystallographic cut that the SAWs propagate on. One of the more popular piezoelectrics

used for SAW applications is lithium niobate (LiNbO3 or LNO), which is among the higher

K2 materials. The table below shows some notable piezoelectric substrates.
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Material Crystal Cut SAW Axis Velocity (m/s) K2 (%)

Quartz ST X 3158 0.11

LiNbO3 Y Z 3488 4.5

LiNbO3 128◦ X 3992 5.3

Bi12GeO20 110 001 1681 1.4

LiTaO3 Y Z 3230 0.72

GaAs ⟨001⟩ (110) <2841 <0.06

In this study we use Y−cut LiNbO3 and fabricate our IDTs such that the propagation axis

is along Z. With the SAW velocity, our SAW frequency relationship is as follows,

f0 =
vSAW

λ0
(5.14)

For example, if we wish to excite SAWs of 3.488 GHz on our substrate (λ0 = 1µm), our single

finger pitch length must be 500 nm. If using split finger, then it must be 250 nm. The pitch

also includes the finger width and spacing between them, meaning that the finger and spacer

width would be 250 nm and 125 nm respectfully. With conventional nanofabrication means

of lift-off (like in Section 3.3.5), this is quite challenging. Most SAW resonators actually are

fabricated to operate in the sub-GHz bands. Through our developed method (which we will

cover later), we can easily fabricate devices well above this into 1-10 GHz band (down to

sub 100 nm pitch and finger widths).

5.4.3 IDT parameters

The points that should be considered in designing IDTs are as follows, some parameters are

in reference to Fig. 5.8 [137]:
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Figure 5.8: Parameters of IDT design. Parameters of single finger IDT structure. Where
w is the finger width, p is the electrode pitch length, λ0 is the coupling SAW wavelength, A
is the aperture, and D is the reflector separation.

• Shorter wavelength ⇒ higher frequency.

• Higher transmission efficiency ⇒ better signal to noise ratio.

• Smaller total pattern exposure area ⇒ shorter write times per device which allows

more devices to be patterned (increased yield).

• Finer features ⇒ increased chance of failed devices (reduces yield).

• Higher yield ⇒ more measurable devices and data to collect.

• Single finger width (assuming gaps are same width) w1f = λ0/4

• Split finger width (assuming gaps are same width) w2f = λ0/8

• Finger width and pitch w + p = nλ0

2
where n is the number of fingers per alternating

electrode (e.g. n = 1 for single finger and n = 2 for split).

• Length of finger overlap (aperture A) increases performance of resonator, should be

about 50λ0 to 100λ0

• If using reflectors, make sure they receive the SAWs at the peak D =
(
n− 1

2

)
λ0

2

• The number of fingers (total) increases the quality factor of the resonators.
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• The thickness of the electrodes have an impact on the excitation frequency (mass

loading effect), heavier electrode materials will downshift the frequency [27].

5.4.4 NR-SAW Device Layout

Figure 5.9: Initial NR-SAW device layout. Where A = 24µm, p = 125 nm, w = 125
nm, λ0 = 450 nm, off-Z angle θ = 35◦, and IDT separation d = 12µm. The lower left inset
shows the center zoomed in with the active region SAF included and the top right inset
shows the center zoomed in without the SAF. The device was rotated 35◦ to try and observe
the effect with little rotation needed for the chip.

Fig. 5.9 shows one of the lithographic layouts that I used to for our initial set of devices. Half

were fabricated with the SAF in the center and half without. The pad structure was designed

so that the chip can be rotated and still allow the microwave probes to connect to the device.

The IDT parameters are as follows: A = 24µm, p = 125 nm, w = 100 nm, λ0 = 450 nm,

off-Z angle θ = 35◦, and IDT separation d = 12µm. The slightly smaller w is to account for

bloating of the resist patterns. This results in an f0 = 3488 m
s
/450 nm ≈ 7.75GHz
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5.4.5 One-Step Nanofabrication

Since fabrication of many fine features ≤ 100 nm is required for high frequency (> 5GHz)

resonators, it was clear that application of high resolution hydrogen silsesquioxane (HSQ)

electron-beam resist would be beneficial in this project. Since HSQ is a negative resist (e-

beam exposure hardens and makes insoluble, forming a mask) however, it often requires a

reductive process like ion beam milling to utilize it. Furthermore, the SAF films grown on

LNO will require ion milling anyways to create the active region SAFs and not short the

entire chip. Finally, patterning lift-off structures (which is standard for SAW resonators) on

bare LNO can be challenging due to its insulating nature, even with the developed charge

mitigation techniques discussed in Chapter 3. This warrants patterning the IDT, landing

pads, and SAF active region all in one step. A diagram of the process is shown in Fig. 5.10.

Since the SAF is metallic, etching them into IDTs is a viable strategy, we believe that the

magnetic properties of the metals in the IDTs will not interfere with the excitation of SAWs.

There is still, however, some mass loading that will occur since Co and Ta are heavier than

say, Al (which is commonly used for IDTs), but this effect is not expected to be significant

since the Co multilayer is fairly thin (about 30 nm).

Figure 5.10: Illustration of one step fab for NR-SAW devices. Procedure is one-step
because it involves performing e-beam lithography (EBL) only once. Beneficial as EBL can
be quite volatile in its behavior.

By including the entire structure into a single EBL session and using HSQ which requires high

dosage, the total writing time becomes a limiting factor in the amount of devices that can
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be written. Using a dosage of 1700 µC/cm2 at 50 pA for example takes 0.34 µs/nm2. HSQ

must be developed within 2 hours of spin coating (longer times have not really been tested,

but the data sheet says this), this maximum time limit, plus the usual 20 to 30 minutes it

takes to prep the EBL, gives usually a total writing time of 60 minutes. This yields a total

writing area of roughly 8,823 µm2 if writing entirely with 50 pA current. Increasing the

current linearly reduces the time it takes, at the risk of excessive proximity exposure and

bloating (but this can be dose tested for). For the larger features like the pads, I use the

12.6 nA beam to quickly write them, since they are not writing any fine features, bloating

is not an issue.

5.4.6 Itemized Nanofabrication Recipe

This recipe is written in context of UC Irvine’s Krivorotov Group Laboratory, it is recom-

mended that you begin the process roughly 40 minutes before your scheduled EBL time.

Prior to even booking make sure that you have HSQ, MF-319, both salty developers, HPLC

water, and a non-empty nitrogen tank connected to the spin-coater. The crux of the pro-

cedure is that the sample must be ‘primed’ by being cleaned in MF-319 and HPLC water

before spin coating. After EBL, a 3-step development process is necessary to prevent ripping

off fine resist structures, this procedure should work for any HSQ related step in general.

It seems that developing with the least aggressive developer (MF-319) first removes a large

amount of the excess resist without attacking the fine features, this allows the subsequent

developers (MIT salty developer [138]) to dissolve the finer features without a huge volume of

disruptive chemistry (since only the smaller areas remain) displacing the sensitive features.

Caution: MF-319 is highly toxic and should be handled with care, make sure

you are wearing appropriate PPE and are properly trained.

1. Clean SAF chip with acetone then IPA, ultra-sonicate for 3 minutes while in each. O2
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plasma cleaning at 45W for 3 minutes can be done if there seems to be persistent crap

on the surface (check with optical).

2. Dry with N2, often dirt from the tweezer will collect on the chip surface, once dried

while holding on corner of the chip, use the dry tweezer to grab the opposite corner

and dip into the IPA (making sure the tweezer stays dry), then N2 dry once more. It

is important that no dirt gets on the chip. Visually inspect after drying.

3. Take HSQ out from the fridge to warm up ∼20 minutes before spin coating, time this

so that when you spin the HSQ it is about 5 to 10 minutes before your EBL session.

4. Turn on the hot plate in the fume hood (labeled HP2) and set to 105 C.

5. Take out 3 plastic developer beakers and 1 large chemical waste beaker (for MF-319

+ DI water), label glass cover for the waste beaker, be sure to include your initial and

the date.

6. Clean the plastic beakers using IPA and a Kim wipe. Designate 1 beaker for MF-319,

one for the MIT salty developer, and one for HPLC water rinsing.

7. After cleaning the MF-319 dedicated beaker, fill it with some HPLC water and swirl

to wet the inside, dump it into the waste beaker.

8. Next fill the same beaker with a little bit of MF-319 developer and swirl it around to

‘prime’ the beaker, dump it into the waste beaker and repeat again. Fill it up a third

time with enough to clean your chip (the dipper is not necessary for this).

9. Place chip in MF-319, swirl aggressively.

10. Remove chip and immediately submerge into HPLC water, follow it with a nozzle rinse

of HPLC water, dry with N2. Be weary of the water that sticks to your tweezer, its

surface tension can easily draw dirt to the surface of the chip. I make an effort to flow
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N2 towards my tweezer, being careful to not let the chip slip or fly off. You can use

contact with the beta wipe to also absorb water away from the chip and tweezer.

11. After drying, pre-bake at 105 C on the hot plate for 60 second. I make sure to place it

in the middle of the hot plate.

12. Mount chip onto spin-coater and spin at 2500 rpm for 45s (program 12) ⇒ Roughly

70 nm thick HSQ. Note current the time this spinning step is completed.

13. post-bake at 105 C for 3 minutes and 20 seconds, use this time to do standard spin-

coater/hot-plate clean-up procedures. You can also empty the smaller MF-319 and

water beakers into the waste beaker.

14. EBL using 1700 µC/cm2, this is 0.34 µs/nm2 at 50pA. Note you must develop your

sample within two hours of spin coating HSQ.

15. AFTER EBL post-bake at 80C for 60s.

16. Prep teflon dipper by cleaning with IPA, HPLC water, N2 dry.

17. Fill MF-319 beaker, swirl, empty into waste, fill again for development, make sure

enough is filled for full submersion of chip with teflon dipper.

18. Develop chip in MF-319 for 70s with the dipper, can fill HPLC water plastic beaker

meanwhile so the chip is ready to dunk.

19. Stop development by submerging the dipper into HPLC water for 45 seconds, use squirt

nozzle to rinse the chip afterwards, I do this with the chip still in the dipper because

I don’t like my tweezers touching water and the chip.

20. Rinse the salty developer plastic beaker with HPLC water, can empty it into the waste

beaker. This can be done during the previous step.

21. N2 dry the dipper and chip, can be done without removing chip.
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22. Fill salty developer beaker with the ‘gentle’ salty developer (0.1% NaCl and 0.58%

NaOH by weight).

23. Develop in ‘gentle’ salty developer for 120 seconds.

24. Repeat HPLC rinsing process (45 seconds in HPLC with nozzle rinse).

25. Discard salty developer in its disposal container (I just carry it to the chemical waste

cabinet in B118).

26. Fill salty developer beaker with ‘2x diluted’ (1% NaCl and 0.5% NaOH by weight)

salty developer.

27. Developer in ‘2x diluted’ salty developer for 60 seconds.

28. Dunk and rinse in HPLC water for 45 seconds and N2 dry

29. Inspect under optical to see results, you should be able to see down to roughly 200 nm

structures. Discard chemicals appropriately when finished. Be careful not to splash

DI water from the tap when rinsing the MF-319 beakers, I normally place it at the

bottom of the sink and then turn on the tap, dumping it when it fills up.

30. Can (and should) SEM the resist patterns to confirm they came out proper, even AFM

(tapping mode) is helpful to ensure good IDT profile.

31. If ready to etch, mount the sample on a dummy SiOx chip with vacuum grease as the

adhesive and load it into the ion mill chamber. Be sure to follow ion mill SOP for

etching + evaporation.

32. High vacuum (∼ 5× 10−8 Torr) is recommended for etching, this takes a couple hours,

normally I load it and pump down over night, check with your lab mates before doing

this.
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33. Etch for 6 minutes and 45 seconds at 80 degrees incidence (program 8), duty cycle is

30s/30s. (Maximum etch for 70 nm HSQ is roughly 7 minutes and 20 seconds).

34. After etching, e-beam evaporate 7-10 nm AlOx at 45 deg angle on sample to protect

it.

35. Remove sample, it is ready to characterize. Note that it may be difficult to image since

LNO is insulating.

5.5 VNA measurements of IDTs on LNO

Figure 5.11: Schematic of characterizing NR-SAWs. Sample is connected to VNA
through microwave landing probes. Measurement procedure is similar to Chapter 3. Prior
to measurement, landing probes must be planarized and the VNA calibrated through them
(calibration is by Smith [122] and probe handling is discussed by Chen [20]).

Fig. 5.11 shows a simplified schematic of the measurement set-up. It is very similar to that

of Chapter 3 and Chapter 4. The main difference here is that microwave landing probes are

used to connect to the device. This is because it makes measuring multiple devices quite easy
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as no wire bonding is required. In this measurement, the S-matrix of the device is collected

for a fixed field. We are mainly looking at the transmission data S21 and S12 for each

device under a small or zero field. We first want to characterize the IDTs without the SAF

present, and then measure with the SAF in the center to see any significant changes in the

transmission spectra. We can use the reflection data S11 and S22 to check if we are efficiently

exciting SAWs (if at all). Because we are not doing any field sweeping measurements, the

field derivative method is not applicable here. As a result, the VNA circuit up to the probes

must be calibrated out via following the standard microwave probe calibration procedure

(which are covered in the theses by Smith [122] and Chen [20]). It is worth stressing that

microwave probes are expensive and have large lead times for repair, so extra care must

be taken to handle them, fortunately the aforementioned theses are comprehensive in their

standard operating procedures for probe handling, maintenance, and calibration. Before

calibration, make sure that your intended calibration range will cover the IDT’s designated

frequency and that the frequency steps of the VNA are smaller than the bandwidth of the

IDT, the Anritsu 37369c is limited to 1601 frequency points between the set start frequency

and set end frequency, if the resolution must be increased for your measurement, then you

must recalibrate the VNA using a smaller separation between the start frequency and end

frequency. After calibrating the probes, it is recommended to ‘measure’ the calibration

substrate to ensure that the reflection and transmission backgrounds are flat.

Looking at the reflection data for each port, we expect that there is a significant loss near

the frequency in which the IDTs were designed for, since the transducers should be radiating

energy at this frequency, ideally through generation of SAWs. It should be noted however

that leaky-SAWs and bulk acoustic waves can also be excited, this is not ideal as it can inter-

fere with the fidelity of our measurements. Alternatively the measurement can be performed

using a microwave generator and a spectrum analyzer or a microwave generator, lock-in am-

plifier, and microwave diode, these alternative approaches may need to be employed in the

future.
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For the transmission spectra, we expect a peak near the designated frequency of IDTs. This

would indicate that there are acoustic waves inducing an AC signal through to the other

port. A number of factors can reduce the overall surface acoustic wave velocity in the sample

(propagating off the Z-axis, mass loading, surface damage) so the operating frequency may

be lower than expected.

Finally, electromagnetic cross talk may introduce noise to the measurement, this is usually

mitigated by using a time gate, since SAWs are much slower than light. Our VNA however

is not equipped to perform time gating, which may warrant repeating measurements using

the aforementioned signal generator and lock-in/spectrum analyzer combo.

5.6 Preliminary Results and Discussion

Figure 5.12: VNA measurement of 4.3 GHz IDTs. Sample measurement of IDTs with
λ0 = 800 nm. There is no applied field Hext = 0. Reflection measurements (light blue
and green) correspond to right side axis. Transmission measurements (dark blue and red)
correspond to the left.

Fig. 5.12 shows the spectra measurements made on IDTs with pitch length p = 200 nm,

finger width w = 190 nm, wavelength λ0 = 800 nm, Aperture A = 44µm, and separation
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d = 40µm. Assuming vsaw = 3488m/s, we get f0 = 4.3GHz. We see a large reflection

loss at 3.4 GHz, along with some minor dips at other frequencies. Strangely, one of the

ports has a peak where the other port has maximum reflection loss (−4 dB). This could be

that there is either some intrinsic rejection band in one of the IDTs, since the ports and

probes were calibrated. The transmission spectra has an abnormally wide band > −30 dB,

this is not understood as the transmission and reflection features we expect should all be

around 4.3 GHz and fairly narrow. If the prominent features we see are due to acoustic

wave excitations, then this means the something along the way (growth, mass loading, or

nanofabrication related) shifted vSAW ≈ 2700m/s, a significant reduction.

Figure 5.13: VNA measurement of LNO substrate (no device). Sample measurement
of probes landing on slightly etched LNO. Reflection measurements (light blue and green)
correspond to right side axis. Transmission measurements (dark blue and red) correspond
to the left. Note the two different scales for the y-axis.

To vet our results, we can take VNA measurements on the (slightly etched) LNO substrate

itself, Fig. 5.13 shows this data. We observe significant transmission peak (∼ −45 dB) at

4 GHz and some minor reflection loss (∼ 0.5 dB) at the same frequency. The probes were

landed on the substrate similar to how they are landed on device pads. This measurement

informs us that the average transmission noise ‘floor’ for LNO is around −60 dB. Further-

more, it informs us that there isn’t significant shunting between the probes without IDTs
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(if the chip was not etched all the way through for example, then there would be electrical

continuity and thus a higher noise floor). It is interesting to see transmission at 4 GHz, with

corresponding reflection loss around the same frequency, this may be due to some electro-

magnetic resonance in the substrate or in the probes. Note that the reflection y-axis is quite

small (∼ 1/2 dB).

The substrate measurement results informs us that there is a resonance background near 3

to 4 GHz that should be avoided until we gain a better understanding of our devices. The

results presented in Fig. 5.12 seem suspicious and inconclusive unfortunately, the spectra was

similarly seen across a number of devices on the same chip and after multiple recalibrations.

Figure 5.14: VNA measurement of 7.75 GHz IDTs Sample measurement of IDTs with
λ0 = 450 nm. Reflection measurements (light blue and green) correspond to right side axis.
Transmission measurements (dark blue and red) correspond to the left.

Next, Fig. 5.14 shows the spectra measurements on a different set of IDTs with pitch length

p = 125 nm, finger width w = 100 nm, wavelength λ0 = 450 nm, Aperture A = 24µm, Bragg

reflector distance D = 340 nm, and separation d = 5.5µm. Assuming vsaw = 3488m/s,

we get f0 = 7.75GHz. We observe minimal reflection loss (all < 1 dB loss) across the

entire measurement band, which implies poor excitation of SAWs, this could be due to a

96



number things, one of which is poor impedance matching between the VNA and the IDTs.

Decreasing the finger width and pitch dimensions and increasing the number of fingers (from

the design used in Fig. 5.12) may have shifted the microwave impedance considerably, leading

to significant reflection. Near the expected operational frequency, we do see what looks like

a peak in the transmission, and corresponding dips in the probe reflection. Also strange is

that there is a continued increase in transmission beyond 8 GHz, which corresponds to the

continually dipping reflection in the same range. This is not understood.

Figure 5.15: VNA measurement of different LNO substrate (no device). Sample
measurement of probes landing on slightly etched LNO. Reflection measurements (light blue
and green) correspond to right side axis. Transmission measurements (dark blue and red)
correspond to the left. Note the two different scales for the y-axis.

We similarly check the probe measurement on the substrate of this sample as well. Fig. 5.15

shows this, unfortunately, we see very similar qualitative features in our substrate ‘back-

ground’, which seems to imply that what we saw in Fig. 5.14 may not be associated with

propagating SAWs through the sample and may be due to some other phenomena indepen-

dent of the IDTs.

Finally, we used a split finger IDT design that was calculated to be impedance matched to

50 Ohms to try and ensure that design parameters are not interfering with the experiment
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Figure 5.16: VNA measurement of ‘matched’ split finger IDT.

[12]. Fig. 5.16 displays these with the devices from Fig. 5.12 included for comparison. The

parameters are pitch length p = 250 nm, finger width w = 250 nm, wavelength λ0 = 2µm,

Aperture A = 80µm, and separation d = 8.25µm. Assuming vsaw = 3488m/s, we get

f0 = 1.74GHz. We see the same 3 to 4 GHz reflection loss in our new devices, even

with the ‘bad’ device (which have defects/shorts). This further confirms that there is some

characteristic absorption going on in this frequency range that is independent of the IDTs

design. In the transmission spectra the new devices also show the same qualitative feature of

a gradual increasing transmission towards 3.25 GHz. Near f0 for both plots, we can barely

make out any semblance of signal. Lastly, the spectra between our ‘bad’ device and ‘perfect’

device is marginal, especially near f0.

The fabrication recipe for dense high resolution devices has been developed and reliably

produces good looking devices (as long as the chip is clean and free of dirt). Unfortunately,

the VNA measurements of these devices show little to no SAW excitation/detection. What

we have observed is that there are two frequencies that seem to have good transmission

independent of the design of IDTs and seem characteristic of either the probes or the sub-

strate. It is possible that the ion mill etching slightly into the LNO can be modifying its
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SAW mediating properties. There are articles however that show ion mill etching LNO does

degrade the surface but is negligible for our propagation distances [51, 117]. It is clear that

future device design would benefit from have their electrical impedance numerically calcu-

lated through finite element analysis (like using COMSOL for example). Furthermore, their

SAW frequency should probably avoid the 3-4 and 7-8 GHz ranges.

5.7 Additional Notes

5.7.1 Comments regarding lack of IDT signal.

To put to rest the concern of major SAW suppression due to etching of the surface, one

could etch into the lower Ta layer and stop before it is all gone to keep the LNO surface

unperturbed. Measurements of the IDT while the chip is in this state should still generate

the necessary electric fields between fingers since the thin Ta should be highly resistive.

Alternatively, the remaining Ta can be removed via wet etching (using some solution that

attacks the thin Ta but not LNO). Care must be taken as the capping Ta on top of the SAF

will also be attacked, so the timing is critical.

We also have bare, untouched Y-cut polished LNO substrates, some additional fabrication

testing can be performed there to study the effects of Ar etching on LNO SAW propagation,

for example, one could do lift-off deposition for low resolution IDT’s (ideally with a MHz

range design based on a paper that shows good results) with Al/AlOx deposited as the IDT

material, perform the measurements, then ion mill the sample and measure again. This

actually would be a nice paper since there was little to no literature on the effects of dry

etching on LNO.

Finally, there is no time-gating involved in this measurement, so crosstalk signals can intro-
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Figure 5.17: SEM of ‘dirty’ samples. SEM of chip with strange growth, it doesn’t seem
organic, and did not change the VNA trace measurements by much.

duce a large background if the antennas are close enough (which is the case). Our VNA does

not have time gating capabilities, but we may be able to

5.7.2 Strange growth on samples.

I have observed some kind of growth on all samples after a couple days, it was unclear as

to where it was coming from. It was first observed on a chip that was left out uncovered

for a couple weeks (due to COVID quarantine). It was later discovered that it happened to

devices left in their container too. Fig. 5.17 shows an SEM image of the crap. Surprisingly,

measurements when the devices were fresh vs after the growth showed little variation. This

warrants evaporating 7-10 nm AlOx or spin coating resist (like MMA or PMMA

at low rpm) after etching to protect the surface. My guess is that something about

the fine fingers are allowing ambient moisture from the air to collect onto the structures, the

residue doesn’t really appear on the larger features.
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5.7.3 Reflection due to thin pads and fingers.

The approach of using the SAF to achieve one step fab introduces an issue that the leads

are also thin Co (∼ 30 nm) that results in large microwave reflection preventing sufficient

power output at the antennas. One thing we can try is to maybe deposit 120 nm of Au or

Al on top of the magnetic film prior to the one-step fabrication. That way we have thick

pads, where the thick Au should not interfere with the spin wave dispersion of the SAF in

the active region. Alternatively, the leads can be fabricated through lift-off (Section 3.3.5)

immediately after etching the IDT’s.

5.7.4 Using modulated microwave transmission to detect propa-

gating SAWs.

An alternative method of measurement that can be used to maybe characterize the SAWs

spectrum is through either a field modulated or amplitude modulate microwave transmission

measurement. This involves a set-up very similar to the standard field modulated FMR

measurement [48], where microwave is input at one antenna and the other antenna is fed

into a microwave diode to convert into a DC output. Lock-in techniques can be applied

through amplitude modulation of the swept frequency, which most microwave generators

will have the option available. The amplitude modulation frequency is then fed to the lock-

in’s input reference oscillator. If there is a ferromagnetic region in between the antennas,

field modulation may be applied instead, which usually gives higher quality signals. This

is done through the lock-in amplifier outputting a reference oscillation to modulation coils

surrounding the sample. The lock-in detected signal from the micro-wave diode then would

be our S21. By rotating the sample in small steps through the ‘magic’ angle, the change

in S21 can be measured. It should be noted that the field modulation in principle would

only work if there is a ferromagnetic region between the antennas as it must modulate the
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spin wave interaction with the SAWs. The amplitude modulation approach should work for

all devices at the cost of possible frequency dependent noise. One advantage is that RF

generators can output much higher power than the VNA, which can get more power through

to the antennas. Finally, a microwave amplifier could be used to boost the signal pick-up at

the detector antenna prior to the microwave diode, be careful to check the resulting output

using a power meter and checking the spec sheet of the diode to prevent any damage.
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Part II: Micromagnetic Simulations of

Electrically Excited Spin Waves in

Nanostructures

When it comes to many experiments, the data is often collected through some (relatively)

long time averaging or spatially macroscopic means of measurement. Ideally, we would like

to directly observe the various interesting physics at the atomistic length and ultra-fast time

scales. Unfortunately, without access to a synchrotron or similar massive measurement tools,

there are little means of directly peering at the magnetic grains or atoms and observing what

they are doing at the nanosecond or picosecond timescales during an experiment. What we

can do however, is try and recreate the experimental results by computationally setting

up a system of magnetic cells similar in structure to our real system, coupling them via

our well proven analytical micromagnetic descriptions (i.e. LLG), and time evolving the

system through finite-difference discretization. This is known as micromagnetic simulations.

It is a powerful tool in that it allows us to use our full spatial and temporal access of

the micromagnetic cells to gain insight as to what may be physically happening in our

experiment at the grain or even atomic level. Micromagnetic simulations can also work in

reverse, one may want to simulate various parameters to find the ideal conditions to generate

desired results or to even to predict experimental results, which is useful in publications that
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propose a novel effect or conceptual device. The following chapters showcase how powerful

micromagnetic simulations are in better understanding experimental data and discovering

key dynamics that are not obvious from that data.

Chapter 6 covers bilayer nanowire spin Hall oscillators and how their auto-oscillatory dy-

namics vary with increasing wire widths. The study revealed that there was an ideal width

for maximum power output between the crossover from one-dimensional to two-dimensional

nanowires. Wider wires exhibited more auto-oscillatory modes, but also increased non-linear

interactions among the modes. The increased non-linear interactions lead to an overall re-

duction of mode amplitudes and phase coherence, thus, lower power output. This study

motivated employing simulations to better understand the auto-oscillatory spectra and spa-

tial profiles, which elucidated the non-linear phenomena among the modes. The simulations

also reconciled the discrepancies observed in two different kinds of measurements made on

the nanowire. Mainly that electrical detection of auto-oscillations was sensitive to phase

cancellations and Brillouin light scattering was sensitive to total population of magnons.

Chapter 7 presents a new nanowire spin Hall oscillator that achieves large angle dynamics

when auto-oscillating. This is due to the energy landscape of the nanowire achieving an

easy-plane anisotropy that is orthogonal to the polarization of the spin Hall current. The

configuration enables maximum torque from the spin current and thus large angle dynamics.

Simulations of the system revealed that the easy plane was achieved through balancing the

energy for magnetization pointing along the wire and out of plane perpendicular.

Finally, Chapter 8 demonstrates using voltage controlled magnetic anisotropy to influence

propagating spin waves travelling in a nanowire. In other words, a spin wave field effect

transistor was realized. In the device, a voltage applied at the field effect gate modulated

the amplitude of spin waves travelling through. Micromagnetic simulations elucidated the

spin wave mode structure. They also show that the modulation of perpendicular magnetic

anisotropy in the ‘gated’ region bares a similar effect, validating the theory.
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These chapters have been written in a kind of modular form, so there may be some redun-

dancy across the chapters when talking about certain concepts or ideas. Finally I want to

clarify that my contribution to these studies have been through micromagnetic simulations,

all sample nanofabrication and data collection were done by my predecessors.
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Chapter 6

Dimensional Crossover in Spin Hall

Oscillators

6.1 Context and Introduction

Spin torque oscillators (STO’s) are actively researched in industry and academia as they

have many useful applications and rich physics to offer. Some examples being nanoscale

microwave sources [129, 111], spin wave generators and amplifiers for nanomagnonic appli-

cations [83, 130, 47, 2], sensors and magnetic field amplifiers in magnetic recording [14] and

core building blocks of artificial neural networks for neuromorphic computing, image pro-

cessing and pattern recognition [79, 106, 128]. In this project we explore how the width of

spin Hall driven nanowire STO’s (called spin Hall oscillators (SHO)) have an impact on the

auto oscillatory dynamics, specifically, why the emitted power drops precipitously in wider

wires, and how the emission spectra shifts from quasi-1D active region nanowires to 2D ac-

tive regions. I will cover first the core physical concepts involved (like spin transfer torque

and spin Hall effect), and then some experimental data collected. I will be focusing mostly
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on the micromagnetics aspect of the project, as that was my primary contribution.

6.1.1 Spin Transfer Torque

When spin current is injected into a ferromagnet (usually via flowing electrons), the itinerant

spins interacts with the spins in the ferromagnet (like conductive electrons interacting with

the local d shell electrons) and leads to a mutual exchange of angular momentum, i.e. spin

torque. This leads to the ferromagnet being tilted out of equilibrium and a filtration of spin

current that are polarized along the same direction as the ferromagnet through to the other

side. This interaction alone has opened a plethora of new avenues of research. A popular

application of this effect involves using a pinned reference ferromagnetic layer to filter the

spins (i.e. serve as a spin polarizer) flowing through so that they can apply spin torque to

a target, often called free layer for switching of magnetic states, these are commonly called

spin valves and are actively used and researched in hard drive and random access memory

technology.

The introduction of spin transfer torque (STT) into a system adds two new terms to the

LLG equation (called Slonczewski terms) [121]:

∂M

∂t
= −γ[M×Heff ] +

α

MS

[
M× ∂M

∂t

]
− γa

MS

(M× [M×P])− γb(M×P) (6.1)

where a and b are constants that scale with the amount of spin current injection, we can

take this and apply some simplification and grouping of terms, and unpack the a constant

to give more insight in the torque strength,

∂m

∂t
= −γ[m×Heff + αm×m×Heff − βm×m× p− β′m× p] (6.2)

β =

∣∣∣∣ h̄µoe

∣∣∣∣ J

dMS

PΛ2

(Λ2 + 1) + (Λ2 − 1)(m · p)
β′ = C · β (6.3)
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where h̄ is the reduced Planck constant, µo is the free space permeability constant, e is the

electron charge, J is the current density, d is the ferromagnet thickness, MS is the saturation

magnetization, P is the spin current polarization, Λ is the spin torque asymmetry parameter,

m is the magnetization unit vector M/MS, p is the spin current polarization unit vector,

and C is the ratio factor between the two Slonczewski torques.

The two additional torques are normally described as field-like and damping-like due to

their resembling nature to the original LLG field and damping terms. Usually the field-

like Slonczewski term (β′) is not significant in most systems and is usually omitted. We

can think of STT as electrons kicking the ferromagnet into the direction of the electron’s

polarization, this means that with enough electrons all polarized in tandem, the ferromagnet

would be kicked continuously in that direction as long as the current flows. If the current is

unpolarized however, then the kicking direction averages out to zero and so the ferromagnet

remains relatively unperturbed in long time scales (milliseconds).

A note about STT

The β term across literature has many different forms depending on what kind of system is

considered and what underlying principles are utilized, but they all depend on the current

density in some way. This P and Λ dependence considers the overall homogeneity of spin

current polarization plus the reflection of charge current at the interfaces (which then leads

to a backflow which mitigates the overall torque), and in our case is the form used in our

simulation software.
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Figure 6.1: Illustration of spin Hall effect. Schematic showing the charge current Jdc

flowing through the heavy metal (red layer) and through spin-orbit effects yields a transverse
spin current JS of particular polarization (green arrows) that flows into the ferromagnet (blue
layer) from below.

6.1.2 Spin Hall Effect

There are several approaches to delivering spin current to a ferromagnet. One common

method already mentioned involves having a spin polarizer filter the spins carried in flowing

charge current and driving that current directly through the ferromagnet. This format

however is not ideal for many geometries such as nanowires. In such cases, utilizing the spin

Hall effect (SHE) becomes critical. Fig. 6.1 illustrates this effect. It turns out that when

charge flows through a heavy, non magnetic metal (like Pt), the spins’ interaction with the

nucleus leads to a splitting in energy levels between up and down spin electrons (spin orbit

coupling). On the scale of a lattice, this takes the electron conduction band and splits it into

spin dependent bands (i.e. the degeneracy was lifted due to the Zeeman field). This leads

to a transverse spin current (i.e. spin up deflects in one direction and spin down deflects in

the opposite) that yields a net angular momentum transfer at the boundaries. This kind of

spin orbit interaction can be formalized as an energy term in the Hamiltonian:

HSO,int = −
1

2
σ·B(k) (6.4)
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Where B(k) is an effective k-dependent magnetic field for the electron band considered.

This shifting of k within the material and from defects/impurities leads to a net, transverse

spin current and is generally referred to as the intrinsic contribution to SHE. The key thing

here is that these intrinsic contributions involve changing the momentum direction or band

structure of spin carriers.

The inclusion of impurities also introduces two more contributions to the SHE, which are

normally called the side-jump and skew-scattering mechanisms. Both of these mechanisms

are quite similar, but have a subtle difference. In skew-scattering, electrons will spatially

deflect at an angle (let’s say θ) of off defects/impurities. The sign of the angle however

depends on the spin species (i.e. up spins deflect by θ and down spins by −θ). In side-

jump, itinerant spins spatially shift depending on their spin orientation when scattering off

of defects/impurities (e.g. if electrons are travelling along x in an xy-plane, they will scatter

∆y or −∆y depending on spin, which also results in a perpendicular flow of spin current

through repeated scattering). These mechanisms are considered extrinsic, since their effects

depend spatially on the moving electrons (i.e. they are physically scattering) and their

momentum remains unchanged.

6.1.3 Auto Oscillatory Dynamics

An important feature of the β term in Eq. (6.3) is that it can flip sign based on the polarized

current. It is called a damping-like term because it can be used to tune the damping of a

system. Fig. 6.2 illustrates a simple, but key, STT configuration. With sufficient current

density and polarization that is anti-parallel to the magnetic field, this term can cancel the

damping term entirely (hence anti-damping) and allow the ferromagnet to freely precess un-

der the field torques along a constant energy path. This phenomenon is the core mechanism

behind STO’s. A feature of STO’s worth highlighting is that you need only input DC to get
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Figure 6.2: STT applying anti-damping torque. Spin current js polarized such that the
resulting torque pulls the magnetization M away from equilibrium. This is directly anti-
parallel to the damping torque and hence is called anti-damping torque.

AC dynamics, which is a large part of why they are so attractive for research.

One configuration to feasibly study and develop STO’s is with a ferromagnetic metal (FM)

and heavy, non-magnetic metal (NM) bilayer patterned into a nanowire. This allows for

the sufficient current density and, through the SHE, the correct polarization to apply anti-

damping torque and thus achieve a one-dimensional oscillator. It turns out that as the

nanowire width increases, the auto-oscillatory dynamics become suppressed. This study

aims to better understand the transition from 1D to 2D spin Hall oscillators (SHO’s).

6.2 Sample and Measurement Details

The studied samples were nanowires of platinum and permalloy (nickel and iron alloy) bilay-

ers with an aluminum oxide capping layer. The layers were Pt(6nm)/Py(5nm)/AlOx(2nm)

grown on a c-plane sapphire substrate. The nanowires had widths ranging from 0.17 µm up

to 2.11 µm. The active region (area between leads, where the current density is highest),
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was 1.9 µm long. Fig. 6.3 illustrates the sample.

Figure 6.3: Schematic of Pt/Py nanowire. Sapphire/Pt(6nm)/Py(5nm)/AlOx(2nm)
stack with dimensions and coordinate axes defined. The green arrows depict the flow of
electrons.

Samples were characterized mainly through magneto-resistance measurements and Brillouin

Light Scattering (BLS). The former mainly involved electrical detection through the emitted

voltage oscillations while the sample was auto-oscillating. The microwave voltage Vac ∼

IdcδRac is generated by the AMR resistance oscillations δRac arising from the magnetization

auto-oscillations of the Py layer [78]. The latter involves scattering photons off of the sample

while under operation and using the scattered photon’s energies to calculate what spin wave

frequencies are being excited while auto-oscillating. BLS also yields spatial information of

where certain frequencies are heavily excited. Finally some electrical detection measurements

were made at low T. Since I took little part in the physical data collection and sample

preparation, I will defer those details to the publication and Andrew Smith’s thesis.
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Figure 6.4: Emission data from auto oscillations. (a) Power spectral density (PSD)
of the microwave signal generated by the 1.07 µm wide Pt/Py/AlOx wire SHO at the bias
current density Jdc = 2.0×108 Acm−2, bath temperature T = 4.2 K and magnetic field H =
470 Oe applied at 5◦ from y−axis (θ = 85◦). Three auto-oscillatory modes are excited. The
non-Lorentzian peak lineshapes are mainly due to standing waves in the microwave circuit.
(b–f) Microwave emission spectra versus Jdc for five wires of different widths measured in
fields exceeding Hsat by approximately 100 Oe and applied at θ = 85◦. The logarithmic
color scale represents the emitted power normalized to the maximum power Pmax. The wire
widths and the applied field values are shown in the figures. The low frequency edge mode
is seen for narrower wires (0.17 µm and 0.34 µm wide). The higher frequency bulk modes
are observed in wider wires (0.34 µm, 0.53 µm, 1.07 µm and 2.11 µm wide).

6.3 Experimental Data

6.3.1 Emission Data

Fig. 6.4 illustrates the spectral properties of the microwave signals generated by the Pt/Py

wire devices as a function of direct electric current density Jdc applied to the wire at the

sample bath temperature T =4.2 K and θ = 85◦. Here the charge current density Jdc is

defined as direct current bias Idc divided by the cross-sectional area of the Pt/Py bilayer
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wire. To facilitate direct comparison among the wires of different widths, the measurements

in Fig. 6.4 are made at magnetic field values exceeding the width-dependent saturation field

Hsat(w) by approximately 100 Oe. This ensures approximate spatial uniformity of the wire’s

saturation magnetization and similarity of the internal magnetic fields among the wires of

different widths [32]. Fig. 6.4(a) shows a typical microwave emission spectrum measured for

the 1.07 µm wide wire device at Jdc = 2.0×108 Acm−2 andH = 470 Oe. The spectrum shows

multiple peaks, which demonstrates that auto-oscillations of several spin wave modes of the

device are excited at this value of Jdc. Such coexistence of multiple spin wave modes has been

the focus of recent research [33, 140]. Quantitative analysis of the spectral linewidth and

lineshape of these peaks is complicated by the presence of standing waves in the microwave

circuitry, which manifest themselves as oscillatory modulation of the spectral peak amplitude

seen for the peak at 5.3 GHz. Figs. 6.4(b)–6.4(f) show the microwave emission spectra

generated by five Pt/Py wire devices with different wire widths as a function of Jdc. For the

0.17 µm wide wire (Fig. 6.4(b)), a single low-frequency mode is observed. The frequency

of this mode first increases and then decreases with current [35], and the spectral line of

this mode is relatively broad. Previous studies of the Pt/Py nanowire SHOs [31] revealed

that this low-frequency mode is the edge mode (EM) whose amplitude is maximum at the

wire edge. This mode is created by a spatially inhomogeneous demagnetizing field, which

creates magnetic potential wells for spin waves near the edges of a transversely magnetized

wire [32, 104, 10, 30]. Since this mode is confined to a relatively small volume near the wire

edges, random thermal torques are expected to significantly increase the spectral linewidth

of this mode [119] compared to the bulk modes that occupy the entire active region. The

wire edge roughness and the magnetic material inhomogeneities caused by ion mill damage

and oxidation of the edge may also contribute to the line broadening of the EM [89].

The EM auto-oscillations are also excited in the 0.34 µm wide wire (Fig. 6.4(c)) but this

mode generates less microwave power in comparison to the 0.17 µm wire. This can be

explained by the smaller volume fraction occupied by the EM in the 0.34 µm wire, and does
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not imply that the amplitude of the EM auto-oscillations in the wider wire is lower than

that in the narrower wire. In addition to the EM, two higher frequency auto-oscillatory

modes are excited in the 0.34 µm wire. Such high frequency modes with narrow spectral

linewidths have been previously identified as bulk spin wave modes (BM), whose amplitudes

are maximum near the center of the wire [31, 32]. The existence of multiple BM with a

discrete set of eigenfrequencies [52] is a result of geometric confinement of the magnetic

oscillations to the SHO active region. The confinement along the wire width is provided by

the geometric edges of the wire. The confinement along the wire length may arise from two

sources: (i) a current-induced Oersted field that opposes the applied field for the current

polarity generating anti-damping ST in the Pt/Py system [31] and (ii) a step-wise change of

the effective magnetic damping at the boundaries between the active region and the electric

leads. All observed BMs exhibit red frequency shifts with increasing current that arises

from several factors: (i) reduction of the Py saturation magnetization via ohmic heating and

short-wavelength magnon generation by ST [24], (ii) Oersted field from the electric current

in the Pt layer and (iii) nonlinear frequency shift due to increase of the mode amplitude with

increasing current [119, 72, 13].

For the 0.53 µm wire (Fig. 6.4(d)), auto-oscillatory dynamics of the the EM are no longer

detected. This, however, does not imply that the EM is not excited. As the volume fraction

of the active region occupied by the EM becomes smaller, more of the applied current flowing

in the ferromagnet shunts through the bulk of the wire and the microwave signal generated

by magnetization oscillations at the wire edge falls below the detection threshold of our

measurement setup. It is interesting to note that for this wire width, auto-oscillations of

the lowest frequency BM are excited with large amplitude while the amplitude of the higher

frequency BMs is negligibly small compared to that of the lowest frequency BM. At this wire

width, the Pt/Py wire SHO behaves nearly as a single-mode microwave signal generator.

As we discuss below, this single-mode behavior gives rise to the highest microwave power

generated among all SHOs studied in this project.
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Figure 6.5: Emission power for varying wire widths. (a) Integrated microwave power
emitted by all bulk modes of the wire Pb versus bias current density Jdc. The data is
shown for all four wires exhibiting bulk mode auto-oscillations. (b) Maximum value of the
integrated microwave power emitted by all bulk modes of the wire Pbt as a function of the
wire width. (c) Maximum integrated power of the largest-amplitude bulk mode Pbl as a
function of the wire width.

Further increase of the Pt/Py wire width results in excitation of the auto-oscillatory dynamics

of multiple BMs. The number of the excited BM increases with increasing wire width, as

illustrated in Fig. 6.4(e) for the 1.07 µm wide wire and Fig. 6.4(f) for the 2.11 µm wide wire,

while the amplitude of auto-oscillations of each mode decreases. The precipitous decrease

of the auto-oscillation amplitude with increasing wire width is illustrated in Fig. 6.5, which

shows integrated microwave power generated by the auto-oscillatory modes. Fig. 6.5(a) shows

the total integrated power in all BMs of a wire Pb as a function of the applied current

density Jdc. This figure demonstrates that the critical current for the excitation of the auto-

oscillatory dynamics Jc ≈ 2 × 108 Acm−2 is nearly independent on the wire width. For all

wires, the integrated microwave power first increases with increasing current above Jc and

then decreases after reaching a maximum at a current density Jmax. Fig. 6.5(a) also shows

that the onset of the auto-oscillations becomes softer as the wire width increases. Indeed,

the current interval between Jc and Jmax is ≈ 0.5 × 107 Acm−2 for the 0.34 µm wide wire

while it is ≈ 2.5× 107 Acm−2 for the 2.11 µm wide wire.

We also find that the maximum integrated microwave power generated by the wire is a

non-monotonic function of the wire width. Fig. 6.5(b) shows the maximum total integrated
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power generated by all BMs of a wire Pbt as a function of the wire width. The power first

increases with the wire width reaching the value of 26 pW for the 0.53 µm wide wire and then

rather precipitously decreases with increasing width. Comparison of this figure with Fig. 6.4

clearly shows that the maximum power is achieved in the 0.53 µm wide wire that exhibits

single-mode auto-oscillatory dynamics. Fig. 6.5(c) illustrates that the power generated by

the largest-amplitude BM Pbl shows a similar trend to that in Fig. 6.5(b). However the

decrease of the largest-amplitude BM power with increasing wire width is even more rapid

than that in Fig. 6.5(b).

The data in Fig. 6.4 and Fig. 6.5 clearly show that coherent auto-oscillatory dynamics of

magnetization are rapidly suppressed as the wire width increases into the micrometer-scale

range. The data demonstrate that the crossover between coherent large-amplitude auto-

oscillatory dynamics in 1D nanowires and incoherent small-amplitude dynamics in 2D mi-

crowires proceeds via a gradual increase of the number of spin wave modes participating in

the auto-oscillatory dynamics accompanied by a rapid decrease of the maximum amplitude

of auto-oscillations achievable by each of these modes.

6.3.2 BLS Data

We employ micro-Brillouin light scattering (BLS) [95] to directly measure the spatial profiles

of the auto-oscillatory modes at room temperature (T = 300K). Fig. 6.6(a) shows optical

micrograph of the 1.07 µm wide wire device. The Pt/Py wire and the Ti/Au leads are

marked in this image. The image also shows the laser beam of the BLS setup focused on

one edge of the wire active region. Fig. 6.6(b) shows the BLS spectrum measured at this

laser beam position. The frequency resolution of the BLS apparatus is ∼ 0.1 GHz. The

data are taken at a current density Jdc = 9.77 × 107 Acm−2 exceeding the critical density

for excitation of the auto-oscillatory dynamics at room temperature. The measurement is
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made in 495 Oe magnetic field applied in the plane of the sample nearly perpendicular to

the wire axis (θ = 87◦). Two peaks are visible in the spectrum. Spectral mapping of the

BLS signal intensity at center frequencies of these peaks allows us to determine the spatial

profiles of the excited auto-oscillatory modes.

Figure 6.6: Brillouin light scattering of auto-oscillations in nanowire. Brillouin light
scattering characterization of auto-oscillatory modes of the 1.07 µm wide wire device at
room temperature (T = 300K). (a) Optical micrograph of the devices showing Pt/Py wire,
Ti/Au leads and laser spot of the BLS apparatus focused on one edge of the active region
of the device. (b) BLS spectrum measured at the laser beam position at the edge of the
active region shown in (a) for Jdc = 9.77× 107 Acm−2 and H = 495Oe applied at θ = 87◦.
Spatially resolved BLS allows to reveal the origin of the excitations: (c) Spatial profile of
the BLS signal intensity at f = 4.3GHz – the center frequency of the low-frequency peak
(edge mode). The rectangle denotes the approximate location of the active region of the
device. This BLS spectral mapping reveals that this auto-oscillatory mode is an edge spin
wave mode of the wire. (d) Spatial profile of the BLS signal intensity at f = 5.6GHz –
the center frequency of the high-frequency peak (bulk mode). This BLS spectral mapping
reveals that this auto-oscillatory mode is a bulk spin wave mode of the wire.

Fig. 6.6(c) shows the BLS signal intensity measured at the center frequency of the low-

frequency peak f = 4.3GHz as a function of the laser beam position. The rectangular

frame on this figure outlines the contour of the active region of the device. It is clear from
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Fig. 6.6(c) that the low-frequency auto-oscillatory mode is the edge mode of the sample

(labeled as edge mode in Fig. 6.6(b)). It is interesting to note that the amplitude of this

mode at one edge exceeds that at the other edge. This symmetry breaking may result from

different edge roughness of the two edges [89]. Fig. 6.6(d) shows the BLS signal intensity

measured at the center frequency of the high-frequency peak f = 5.6GHz as a function of

the laser beam position. This figure reveals that the high frequency mode is the bulk mode

of the wire (labeled as bulk mode in Fig. 6.6(b)).

6.4 Micromagnetic Simulations

In order to gain a clearer picture of the auto-oscillatory dynamics we observed experimentally

in this study, we turn to using micromagnetic simulations. One strong motivator for the

sims was the discrepancy between the electrical emission spectra (Fig. 6.4(a)) and the BLS

spectra (Fig. 6.6(b)), which is discussed in depth in Section 6.6. We also wanted to confirm

the eigenmode spectra and spatial profile of the auto-oscillatory modes from experimentally

determined parameters, as agreement between simulations and experiment strengthens the

study and it’s claims.

6.4.1 Simulation Software and Parameters

We perform micromagnetic simulations of such dynamics via the Object Oriented Micromag-

netic Framework (OOMMF) [29]. We performed simulations of the 1.07 µm wide wire with

zero temperature (T = 0 K). The system is primarily set with experimentally determined

magnetic parameters for Py on a Pt underlayer [31, 30]: saturation magnetization Ms = 620

emu cm−3, exchange constant Aex = 5×10−12 Jm−1. We assume a Gilbert damping constant

α = 0.01.
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The system emulates the auto-oscillatory dynamics through applying a spin transfer torque

within the active region of the Pt/Py wire geometry. The polarization and strength of spin

transfer is set to resemble spin Hall driven anti-damping torque. We store the spatial and

time dependence of the normalized magnetization component along the wire axis mx (t) over

the active region. These simulations were repeated for several different initial directions of

magnetizations to confirm our results to be consistent. Micromagnetic simulations can be

highly sensitive to the starting configuration depending on the complexity of the system, so

an easy way to vet the robustness of our calculations is to change up the initial conditions

and see if the results are the expected and consistent.

The Py wire geometry is 4 µm total length, 1.07 µm width, 5 nm thickness, and 1.9 µm

active region in the center. The wire is divided into 5× 5× 5 nm3 micromagnetic cells. The

cell size should be close to or below the exchange length of the system, which is determined

by:

2Aex

µ0M2
s

. (6.5)

Simulations with cell sizes too large no longer accurately represent the real system. Compu-

tational load and times however dramatically increases for smaller cell sizes (which increases

the total number of cells to calculate), note that one must balance these two aspects to

achieve efficient and reliable calculations. In this simulation the Pt under layer (which is

nonmagnetic) contributes only two main complexities to the Py layer: (1) the delivery of

spin transfer torque, (2) the Oersted field generated by the current flowing through it. For

this reason the simulation involves only the Py layer and the effects of the Pt are covered

via the aforementioned spin transfer torque parameter and a fixed applied field within the

active region. Following the appropriate right hand rule we apply an in-plane Oersted field

HOe = 36 Oe parallel the y-axis, which corresponds to a room-temperature critical current

density in the Pt layer of JPt
c = 9.5× 107 Acm−2 [135]. This Oersted field actually opposes
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the applied external magnetic field and creates a potential well for spin waves, resulting in

the auto-oscillatory dynamics being mostly localized within the active region. Finally there

is an external in-plane field of H = 470 Oe applied 5◦ from the y-axis (θ = 85◦). The small

deviation is pertinent in that high symmetry configurations can actually be sensitive to bit

noise and result in inconsistent results.

6.4.2 Simulation with applied spin Hall torque

In the active region we apply the spin Hall torque with spin Hall angle θSH which parametrizes

the conversion of charge current in the Pt to the transverse spin current injected into the

Py layer. We vary the spin Hall angle until we observe clear emergence of auto oscillatory

behavior. This critical threshold value was found to be θcSH = 0.044. Our simulations are

carried out just above this critical value (θSH = 0.045 > θcSH) to analyze the auto-oscillatory

behavior at a current density exceeding the critical current density by approximately 2%.

Micromagnetic simulations are calculated out over relatively short physical timescales (usu-

ally 100s of picoseconds or 1 µs), for that reason we must be mindful of transient dynam-

ics after changing some parameter in the system (like turning on the spin Hall torque).

The transient dynamics in these simulations lasts for 0.1 µs after turning on the spin Hall

current (see Fig. 6.7). Following this period the simulation achieves a quasi-steady-state,

where a consistent set of auto-oscillatory modes are excited. It however turns out that the

relative amplitudes of these modes continue to fluctuate with time. We attribute this to

zero-temperature deterministic chaos which can arise in a system like this where are a large

number of degrees of freedom (the huge number of cells in this case).
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Figure 6.7: Example of transient state. Magnetization (x-component) vs time plot which
shows an initial transient period prior to exhibiting auto-oscillatory behavior. Inset shows a
zoom in of the magnetization dynamics at 150 ns, well within the quasi-steady-state. When
performing analysis on micromagnetic simulations, these transient regimes are recommended
to be removed when trying to emulate experimental data (which would measure for relatively
long time scales and thus neglect any transients).

6.4.3 Simulation of Spin Wave Eigenmodes

We want to compare the auto-oscillatory modes to the intrinsic eigenmodes of the nanowire

system. In these simulations, we apply the same Oersted field in the active region, but keep

the spin Hall torque turned off, which effectively keeps the system the same but with no

anti-damping torque. An out-of-plane ”tickle” field of small amplitude is applied, which has

amplitude hsinc = 5 Oe and has a time-dependent profile described by the function:

hsincsinc(t) = hsinc sin(2πfct)/(2πfct) (6.6)

This is known within our group as applying a ‘sinc pulse’, which excites all modes of the

system under the cutoff frequency fc = 20GHz (can be thought of similarly to striking

122



a tuning fork or plucking a guitar string). This gives valuable insight into the intrinsic

magnetic resonant frequencies of our system and is a standard approach to understanding

experimental data.

6.4.4 Analysis

The spectra of auto-oscillatory dynamics are calculated via fast Fourier transforms (FFT)

of the x-component of the dynamic magnetization mx (t) in the active region. The FFT

spectra and spatial profiles are calculated from simulation results using a 0.2 µs – 2.0 µs

time interval after the start of the simulations.

In order to compare the simulated spectra with the microwave emission and BLS experiments,

we must consider that the two measurements are sensitive to mx (t) in different ways. For

the electrically detected emission experiment, the spin Hall oscillator output power PSHO is

proportional to the square of the dynamic magnetoresistance oscillations δRac, which are

approximately proportional to the average mx (t) in the active region [31],

PSHO ∝ δR2
ac ∝ ⟨mx⟩2. (6.7)

Therefore to simulate the emission spectra, we first take the global average of mx (t) in the

active region and then take the square of the FFT spectra. Out-of-phase magnetization

dynamics in different regions of SHO contribute destructively to δRac, and thus PSHO = 0

does not prove the absence of auto-oscillations. The BLS experiment, on the other hand, is

sensitive to the total magnon population and the BLS signal is proportional to the square of

the dynamic magnetization. Therefore to emulate the BLS spectra, we calculate the square

of the FFT spectra for each micromagnetic region cell-by-cell and then take the average; in
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this manner we simulate the BLS peak intensity,

IBLS ∝ ⟨m2
x⟩. (6.8)

We note that Eq.(6.8) is only a qualitative estimate because the BLS peak intensity also

depends on the wave vector of the spin wave and drops to zero above a critical value of the

wave vector [115].

We extract the spatial profile of modes by FFTing each individual magnetic cell’s mx (t)

and then plotting the amplitude of a set frequency for every ‘pixel’ of space. This yields

the information of where certain modes of oscillation are localized. In literature often times

modes are described with terms such as ‘bulk’ or ‘edge’ modes, as in, they are mostly excited

in the bulk of the wire or in the edge. This is precisely the analysis one can use to compare

directly to BLS measurements for example.

6.5 Simulation Results

Fig. 6.8 shows the micromagnetic simulation spectrum for the 1.07 µm wide wire in an

external in-plane field of H = 470 Oe applied 5◦ from the y-axis (θ = 85◦). Fig. 6.8(a) shows

the global average spectrum simulating the microwave emission experiment and reveals that

two clusters of large amplitude peaks, one just above 4.5 GHz and one just above 5.0 GHz, are

simultaneously excited above the critical current. Fig. 6.8(b) shows the cell-by-cell average

spectrum to be compared to the BLS data.

Figs. 6.9(a)–6.9(f) show the amplitude and phase spatial profiles of the modes labeled a–d in

Fig. 6.8(a) and e–f in Fig. 6.8(b). The amplitude spatial profiles of the modes lack mirror

symmetry due to the 5◦ misalignment of the applied field with the in-plane normal to the

wire. Notably, all these modes are localized within the active region of the wire. For the
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Figure 6.8: Micromagnetic simulations of spin wave spectra in the 1.07 µm wide
wire with HOe = 36 Oe, H = 470 Oe and θ = 85◦. (a) Simulated spin Hall oscillator
microwave emission spectra at θSH = 0.045 (global average FFT) (b) Simulated cell-by-cell
FFT spectra ⟨m2

x⟩ at θSH = 0.045 to be compared to BLS data. Note the scale of (b) is
2500× the scale of (a). Inset shows a zoom of 50× in amplitude. (c) Simulated spin wave
eigenmode spectra (global average FFT).

peak cluster just above 4.5 GHz, the spatial profiles reveal the largest amplitude peaks,

labeled a and b, correspond to edge modes. Spatial profiles reveal that the peaks above 5

GHz, labeled c–f , correspond to bulk modes [32]. Note that the amplitude scale is set equal

for Figs. 6.9(a)–6.9(c), while the scale for Figs. 6.9(d), 6.9(e), and 6.9(f) are 2×, 100×, and

10× larger respectively. Owing to the large FFT amplitude occupying a significant area

of the active region, one might expect modes e and f to have a larger amplitude relative

to peaks a-d in the emission spectrum shown in Fig. 6.8(a). However, as shown in the

corresponding phase profiles, alternating anti-nodes have dynamics that are out of phase

which significantly reduces contribution to the global average of the dynamic magnetization.

The simulated ⟨m2
x⟩ spectrum, being insensitive to phase, does indeed show that the largest

amplitude peak is mode e, which is followed in amplitude by mode f .
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Figure 6.9: Micromagnetic simulations of spin wave spatial profiles in the 1.07 µm
wide wire. Micromagnetic simulations of spin wave spatial profiles in the 1.07 µm wide
wire. Amplitude (top) and phase (bottom) spatial profiles are shown for the auto-oscillatory
modes with frequencies: (a) 4.47, (b) 4.61, (c) 5.16, (d) 5.23, (e) 5.51, and (f) 5.63. The
amplitude scales for (a)–(c), are the same, while the scales for (d), (e), and (f) are 2×, 100×,
and 10× larger respectively. Amplitude (top) and phase (bottom) spatial profiles for spin
wave eigenmodes with frequencies: (g) 4.64, (h) 5.13, and (i) 5.18 GHz. Individual panel
labels correspond to the peaks labeled a–i in Fig. 6.8.

Finally, fig. 6.8(c) reveals a similar grouping of spin wave eigenmodes into two clusters at

similar frequencies as the auto-oscillatory modes shown in Fig. 6.8(a). The amplitude spatial

profiles of the largest amplitude peaks g–i are shown in Figs. 6.9(g)–6.9(i). The near 4.5

GHz edge mode profiles of auto-oscillatory modes a and b are similar to that of spin wave

eigenmode g. We observe a similar match with the 5 GHz auto-oscillatory bulk mode c to

that of spin wave eigenmode h. However, we do not observe an auto-oscillatory mode that

matches with the bulk spin wave eigenmode i.
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6.6 Discussion

Comparing the spin wave eigenmodes and auto-oscillatory modes predicted by micromagnetic

simulations to the experimental data provided by electrically detected microwave emission

and Brillouin light scattering, we find both qualitative agreement and apparent discrepancies

for the 1.07 µm wire. In both the micromagnetic simulations and BLS data, we observe edge

modes near 4.5 GHz. In both spectra, edge mode amplitudes are smaller than the dominant

modes above 5 GHz. In the microwave emission measurements, however, we do not clearly

detect modes near 4.5 GHz. As stated before, this discrepancy may be attributed to the

fraction of the active region occupied by the edge mode being too small to generate microwave

signal above our instrument’s noise floor. This is supported by the data for narrower wires,

where edge modes occupying a larger volume fraction of the active region are clearly observed

in the microwave emission spectra near 4.5 GHz. Additionally, edge roughness or damage

may lead to varying edge anisotropy and/or current distributions that significantly affect the

mode profile and excitation, which is not assumed in micromagnetic simulation [89]. The

amplitude asymmetry of the 4.5 GHz edge mode as detected by BLS (Fig. 6.6(c)) indicates

that the two edges of the nanowire are in fact not identical.

All the data show large excitation of magnetization dynamics at frequencies above 5 GHz.

Electrically detected emission measurements (Fig. 6.4(a)) and global-average auto-oscillatory

micromagnetic simulations (Fig. 6.8(a)) exhibit a similar grouping of peaks just above 5 GHz.

In the BLS experiment (Fig. 6.6(b)) one peak centered around 5.6 GHz is detected, which

is expected from the cell-by-cell average micromagnetic simulations (Fig. 6.8(b)). Spatial

profiles from both micromagnetic simulations and BLS indicate these modes above 5 GHz

are bulk modes.

The micromagnetic simulations indicate that the bulk mode making dominant contribution

to the microwave emission exhibits maximum amplitude relatively far from the middle of the

127



wire, while the BLS data indicate that the majority of the bulk of the nanowire is excited

by spin Hall torque. To understand this apparent discrepancy, we must consider that BLS is

sensitive to the total population of magnons. We find that higher-order bulk modes, which

lead to small-to-negligible amplitude in microwave emission due to phase cancellations, can

lead to large amplitude in BLS spectra. Simulations predict that higher frequency modes

should actually dominate the BLS spectra compared to the emission spectra, see Figs. 6.8(a)

and 6.8(b). In fact this is what we observe experimentally; the BLS spectrum in Fig. 6.6(b)

appears shifted to higher frequency compared to the emission spectrum in Fig. 6.4(a).

We note that the microwave emission and BLS experiments were performed with slightly

different external fields (470 Oe for emission and 495 Oe for BLS) and at different tempera-

tures (4.2 K for emission and 300 K for BLS). Therefore care must be taken when comparing

mode frequencies between the two experiments. As Py is a low anisotropy material, only

two temperature dependent magnetic parameters influence the frequency of the modes: sat-

uration magnetization Ms and exchange stiffness constant Aex. Assuming Aex ∝ M2
s and

a decrease in Ms of 7% upon increasing temperature from 4.2 K to 300 K [81], our micro-

magnetic simulations predict a frequency shift of ∆f ≈ −0.20 GHz for bulk eigenmodes

near 5.5 GHz. The 25 Oe increase in applied field for the BLS measurements shifts the bulk

eigenmode frequency by ∆f ≈ +0.15 GHz. Therefore the temperature-induced decrease of

mode frequency is nearly compensated by the field-induced increase of frequency for BLS

measurements. Thus we expect the frequencies of the modes measured in our room tem-

perature BLS experiment in Fig. 6.6(b) to be similar to those measured in the microwave

emission measurements at 4.2 K in Fig. 6.4(a).

The micromagnetic simulations yield reasonable insight into the observed discrepancies be-

tween the spectra for microwave emission and BLS experiments. We find that the two

experiments have different sensitivity to different auto-oscillatory modes. The microwave

emission measurement is sensitive to phase cancellations and we find that in-phase bulk
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modes localized away from the wire center are the dominant source of the generated mi-

crowave signal. BLS is sensitive to the number of excited magnons and, therefore, bulk

modes excited with large amplitude dominate the BLS signal.

It may come as a surprise that the higher order bulk modes e and f are excited with large

amplitude while lower order bulk modes are not. We propose an explanation of this effect

via nonlinear mode damping. In our measurements, the external field is applied nearly

perpendicular to the nanowire. Therefore, the observed bulk modes arise from geometric

confinement of backward volume dipole-exchange modes in a 2D film [53], for which the

longest wavelength modes do not have the lowest frequency. In fact, we find that the first

few bulk modes are closer to each other in frequency, see inset of Fig. 6.8(b), consistent with

a local minima of the dispersion relation at a non-zero wave vector expected for backward

volume spin waves. The near degeneracy of these modes enhances coupling among them and

thus increases nonlinear damping of each mode [90, 120, 9]. Enhanced nonlinear damping

impedes excitation of the auto-oscillations and limits their amplitude [119]. On the other

hand, higher order modes have weaker nonlinear damping due to more sparse mode spectrum

at higher frequencies; thus, these modes may be easier to excite into the auto-oscillatory

regime. A quantitative theory will be necessary to fully explain this effect observed in the

numerical simulations.

It is instructive to estimate the characteristic wire width of the 1D to 2D dimensional

crossover in our experiments. A rough estimate of the crossover width can be obtained

from the backward volume spin wave dispersion relation for a given thickness of the ferro-

magnetic film [53]. Due to the non-monotonic dependence of the backward volume spin wave

frequency on wave number, the uniform k =0 mode can undergo energy- and momentum-

conserving four-magnon scattering into backward volume spin wave modes with a non-zero

wave vector k4 [53]. In the wire geometry, the backward volume spin wave mode spectrum

becomes quantized and the four-magnon scattering channel is suppressed when the width is
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reduced below ∼ πk−1
4 [31]. The suppression of such nonlinear magnon scattering processes

allows for large amplitude auto-oscillatory modes to be excited and sustained above the crit-

ical current. In fact, Duan et al. [31] calculated the dispersion for 5 nm thick Py, like that

used in the present study, and found that πk−1
4 ≈ 0.5µm. This is consistent with our data

in Fig. 6.4 and Fig. 6.5 showing a strong decrease in the emitted microwave power from bulk

modes and multi-mode auto-oscillatory dynamics for wires significantly wider than 0.5 µm.

As a guiding principle in the design of wire spin torque oscillators, one should aim to suppress

the nonlinear magnon scattering channels that lead to enhanced nonlinear damping. Our

work demonstrates that reduction of the wire width below a characteristic crossover width

is a viable approach to this task. It is clear that the characteristic crossover width increases

with increasing exchange and decreases with increasing saturation magnetization. Another

interesting approach leading to suppression of nonlinear damping has been recently reported

by Divinskiy et al. [28]. In this approach, nonlinear mode coupling and nonlinear damping

are suppressed via cancellation of magnetic shape anisotropy in a ferromagnetic film by

perpendicular magnetic anisotropy. This cancellation strongly reduces spin wave ellipticity,

which results in weak nonlinear damping [25].
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Chapter 7

Easy-Plane Spin Hall Oscillator

7.1 Context and Introduction

Efficient electric manipulation of magnetization by spin-orbit torques (SOTs) forms the basis

of several promising spintronic technologies such as spin-orbit torque memory (SOT-MRAM)

[92, 76, 114], spin-orbit torque oscillators (SOTOs) [76, 111, 54], neuromorphic computing

devices [49, 55, 80, 139], and SOT-based magnonic logic [25]. Additionally, SOTOs are a

great test bed for fundamental studies of strongly nonlinear magnetization dynamics.

The simplest type of SOTO, known as a spin Hall oscillator (SHO) [26, 31, 47, 123], is based

on a bilayer of a ferromagnet (FM) and a non-magnetic heavy metal (HM), as illustrated in

Fig. 7.1(a). As discussed in Section 6.1.2, a direct electric charge current in the plane of the

HM layer propagating in the x-direction leads to a transverse spin current js propagating in

the z-direction (grey dashed arrow) with polarization in the y-direction (green spin arrows).

The component of the spin Hall current polarization anti-parallel to the equilibrium direction

of the FM magnetizationM , defined here by external applied magnetic fieldH applied in −y-

direction, exerts a spin torque τst that counters the Gilbert-like damping τg of the FM. Above
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Figure 7.1: Spin torque oscillator dynamics. (a) Anti-damping dynamics of a traditional
spin Hall oscillator. The spin current js (gray dashed arrow) from heavy metal (HM) applies
a torque τst (orange arrow) that compensates the Gilbert damping torque τg (dark blue
arrow) and drives precessional motion (black dashed arrows) of the FM magnetization M
(red arrow). The spin current is polarized in plane (green arrows) and an external field H is
applied (large black arrow), leading to small angle precessional torque τH (turquoise arrow)
around the effective field. (b) Easy-plane spin torque oscillator dynamics. Here, FM exhibits
natural easy-plane magnetic anisotropy in the FM plane. Perpendicular-to-plane polarized
spin current leads to spin torque τst that pulls M out of the film plane. The anisotropy field
drives a precessional torque τa (turquoise arrow) around the film normal, exhibiting large
angle dynamics.

a critical current value, τst overcomes the natural damping τg and excites persistent auto-

oscillatory magnetization precession (indicated by by small black arrows) due to the torque

from the magnetic field τH . For currents just above the critical value, a small-amplitude

precession around the equilibrium direction of the FM magnetization is excited [119]. The

current-driven auto-oscillations of the magnetization generate microwave voltage due to the

magnetoresistance of the FM, and thus SHOs are electrically-tunable sources of microwave

signals [119].

SHOs generating large-amplitude microwave signals with low phase noise are desired for

applications, which can be achieved via excitation of large-amplitude magnetization preces-

sion. Large-amplitude dynamics can be efficiently excited in FMs with easy-plane magnetic

anisotropy upon injection of spin current polarized normal to the easy-plane [66, 136, 109]. In

contrast to the conventional antidamping auto-oscillatory dynamics described in the previous
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paragraph, the easy-plane precessional dynamics is excited with large amplitude immediately

above the critical current [66]. Figure 7.1(b) illustrates easy-plane dynamics excited by spin

torque. Here a natural easy-plane exists in the FM film plane (xy-plane as illustrated). A

spin current js is injected into FM with polarization in the z-direction (green arrows). The

magnetization is forced out of the easy-plane by the spin torque τst whereupon it precesses

with large amplitude driven by the torque τa due to the out-of-plane shape anisotropy field

[39]. The critical current for these dynamics is defined by the magnitude of a smaller mag-

netic anisotropy present within the dominant easy-plane anisotropy rather than by the FM

Gilbert damping [66, 136, 109].

Exploring a geometry like Figure 7.1(b) has yet to be done in SOT devices like a SHO.

Typically the HM/FM bilayer nanowire SHO geometry has the natural easy-plane within

the film plane which is not compatible with the spin Hall polarized current to achieve large

angle dynamics. In this chapter we present a SHO nanowire where we engineered the easy-

plane to be along the film normal which enables large angle dynamics and high power output.

7.1.1 Magnetic Anisotropy

If a magnet has a preferred axis to be oriented along when there are no external fields, it has

anisotropy. Magnetic anisotropy is what breaks the symmetry of magnetization. Generally it

can be described as an energy term arising from spin orbit interaction that has a dependence

on the direction of the magnetization. There are numerous kinds of magnetic anisotropy

such as magnetocrystalline anisotropy (from the crystal unit cell aligning along a direction),

shape anisotropy (physical shape), interlayer exchange anisotropy (interfaces of different

materials), and magnetoelastic anisotropy (mechanical strain).
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Shape Anisotropy

Shape-anisotropy comes from the surface magnetic charges generated from the magnetization

pointing normal to the surface. The charges create a dipolar field, called the demagnetization

(demag) field, that cancels the internal dipolar fields that originate from the local magnetic

moment. In principle, the separation of the surface charges and the saturation magnetization

determine the strength of this demag field and thus is dependent on the shape. The general

form of the demag field looks like:

Hdemag = −
←→
D ·M (7.1)

where Hdemag is the demag field vector,
←→
D is the demag tensor which is determined by the

shape of the material, and finally M is the magnetization. From this the description the

demag field becomes maximum along the shortest length, i.e. strongest at the edges and

weakest at the center of a ferromagnet. This results in an energy landscape that usually

prefers M to be pointed along the longest axis.

To break it down further, when considering an ellipsoid shape, the demag tensor
←→
D becomes

symmetric and diagonal in the axes coinciding with the ellipsoid. This yields demag factors

Dx, Dy, and Dz, which scale depending on the shape of the ellipsoid and are constrained by

the sum:

Dx +Dy +Dz = 4π (7.2)

Sometimes the 4π is normalized out and visible in the demag field themselves.
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Surface Anisotropy and Perpendicular Magnetic Anisotropy

The surface of a magnetic element will lack atomic bonds or have bonds different from that of

the bulk, this will intuitively change the local magnetic energy landscape at the surface and

lead to anisotropy. This kind of anisotropy will be more significant the thinner the material

is, as it’s effects do not penetrate that deeply into the bulk. In our case we are particularly

interested in an interfacial magnetic anisotropy that favors orientation out-of-plane, which is

called perpendicular magnetic anisotropy (PMA). With the correct material at the surface,

the deformation of orbitals leads to enhanced spin orbit interaction, which yields an effective

field HSO that lowers the energy when the magnetization is perpendicular to the surface.

With careful control one can create magnetic samples whose PMA is considerably stronger

than the in plane shape and crystalline anisotropies. We take advantage of some known

materials with strong PMA to help manufacture our perpendicular easy-plane to achieve

large angle dynamics.

7.1.2 Sample and Measurement Details

Figure 7.2(a) shows a schematic of the easy-plane spin Hall oscillator (EP-SHO) device along

with the coordinate system used in this article. An applied direct electric current flowing

in HM Pt along the length of the nanowire (x-direction) leads to a transverse spin Hall

current flowing in the z-direction that is polarized in the −y-direction. When injected into

the FM, the spin Hall current applies torque to the FM magnetization [11, 121] that can

drive auto-oscillatory dynamics [77].

The EP-SHO nanowires studied here were patterned from substrate||seed|HM|FM|cap films

deposited by magnetron sputtering. We employed Pt(7 nm) for the HM layer and a

[Co(0.98 nm)|Ni(1.46 nm)]2 |Co(0.98 nm) superlattice as the effective FM layer. The Co|Ni

superlattice was selected for its large anisotropic magnetoresistance (AMR) [88] and tunabil-
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Figure 7.2: EP-SHO device schematics and magnetoresistance. Schematic of easy-
plane spin Hall oscillator (EP-SHO) that consists of a bilayer of a heavy metal (HM=Pt)
and a ferromagnetic metal (FM=Co/Ni superlattice) and coordinate system used in article.
Application of positive bias current +Idc (gray dashed arrow) leads to a spin current polarized
in the −y-direction (green arrows) impinging on FM which pulls the magnetization vector
M (red arrow) out of the easy xz-plane where it begins to precess about the easy-plane
anisotropy field as indicated by black arrows. (b) Scanning electron micrograph of an EP-
SHO with 100 nm scale bar. (c) In-plane magnetoresistance of the EP-SHO measured at
T = 4.2K with H = 4.0 kOe.

ity of perpendicular magnetic anisotropy [5]. Highly resistive Ta is employed for the seed (3

nm) and capping (4 nm) layers [96]. Electron beam lithography and Ar+ ion milling were

used to define 50 nm wide, 40 µm long nanowires from the film stack. Electric leads consist-

ing of Ta(5 nm)|Au(40 nm)|Ta(5 nm) were attached to the nanowire with spacings of 50-450

nm in order to apply electric bias current Idc. The spacing between leads defines the active

region of the nanowire where achievable conventional current density jc in HM can be large

enough to create sufficient spin current density js to drive auto-oscillations. Figure 7.2(b)

shows a scanning electron micrograph of a typical EP-SHO device.

In this study, we explore two distinct types of nanowire auto-oscillatory dynamics: the stan-

dard spin Hall oscillator configuration (SHO), as described in Fig. 7.1(a), and our new type

of easy-plane spin Hall oscillator (EP-SHO) configuration. In the standard SHO configura-

tion, the auto-oscillatory dynamics are driven by the antidamping spin Hall torque which can

compensate the intrinsic magnetic damping of the system. The strength of the antidamping

spin Hall torque is proportional to the projection of the spin current polarization and the

magnetization vector. In the nanowire geometry, the current flows along the length of the
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nanowire and for in-plane field the spin Hall torque is proportional to sin(ϕM). For positive

applied current, the spin current impinging on the above FM in our structure is polarized in

the −y-direction and thus the spin Hall torque is maximized for ϕM = 90◦ [58]. This condi-

tion is satisfied when moderate magnetic field is applied along the y−axis such that the spin

Hall current is polarized opposite to the magnetization. However, the maximum efficiency of

converting magnetization oscillations to anisotropic magnetoresistance (AMR) oscillations

occurs at ϕH = 45◦; therefore, the external field is typically applied between ϕH = 45◦

and ϕH = 90◦ as a compromise [19]. In the SHO configuration at moderate applied field

(compared to y−axis demagnetization field), the magnetization precesses primarily about

the applied field.

In the EP-SHO configuration, the energy landscape is dominated by internal fields: shape

anisotropy and PMA. The goal is to artificially manufacture an easy-plane in the xz-plane,

such that spin Hall current from the Pt underlayer is polarized orthogonal to the easy-plane.

In this case, the spin Hall torque pushes the magnetization out of the easy-plane where it

precesses about the effective easy-plane field, as shown in Fig. 7.2(a). Shape anisotropy

leads to demagnetization fields along the three principle axis: HDx = 4πDxMx, HDy =

4πDyMy, and HDz = 4πDzMz, where Di are the demagnetization factors and Mi are the

magnetization components in the i = x, y, z-directions. The saturation magnetization is

Ms ≈ 997 emu cm−3. For our nanowire geometry, analytic solution leads to Dx = 1.4×10−4,

Dy = 0.121, and Dz = 0.879. Upon patterning the nanowire, the y-axis becomes a hard

magnetic axis with a maximum demagnetization field of HDy ≈ 1.5 kOe, while the x−axis

has a maximum demagnetization field of only a few Oe. The demagnetization field in the

perpendicular direction remains quite large, HDz ≈ 11 kOe. Therefore to achieve near easy-

xz-plane, we require a perpendicular anisotropy field of HK⊥
u
≈ 11 kOe to compensate the

demagnetization field along the z-axis.

Through film absorption FMR, we characterized film level magnetic anisotropy and choose
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stack thicknesses such that the PMA is just under the threshold value that compensates

the out of plane demagnetization. We also observe that the PMA increases by 13% when

cooled from 295 K to 4.2 K. Upon patterning into nanowires, the devices at 4.2 K have a

hard y-axis with an easy-z-axis perturbing the xz easy plane anisotropy. Through localized

heating we can then tune the anisotropy until we have full compensation and achieve an

easy-plane anisotropy in between. We use Joule heating (originating from the current flow

within the nanowire) in this study to tune the PMA.

All device-level measurements in this article are taken from an EP-SHO device with an

active region length of l = 145 nm that were performed in a continuous flow 4He cryostat

at a bath temperature T = 4.2K. Figure 7.2(c) shows the resistance of the EP-SHO device

as a function of in-plane angle ϕH (θH = 90◦) of applied magnetic field H = 4kOe and a

small probe current of Idc = 0.1mA. From measurements of a similar device, we find the

magnetoresistance to be due to both AMR and spin Hall magnetoresistance (SMR) [101, 69]

with approximately equal contributions.

Microwave Emission

We measured generation of microwave emission signal by the device using a microwave

spectrum analyzer [70]. Auto-oscillatory magnetization dynamic states are achieved by ap-

plying sufficiently large direct current bias Idc to sample through the DC port of a bias tee.

Above a critical current Ic, the spin Hall torque [3] becomes sufficient to excite magnetic

self-oscillations. Due to the presence of magnetoresistance in the system, these magnetic

self-oscillations convert to resistance oscillations which yields a microwave emission signal

Vac ∼ IdcδRac. The microwave port of the tee was connected to a low noise microwave

amplifier with a gain of 45 dB, and the signal was recorded by the spectrum analyzer. All

microwave emission experiments were performed in a He flow cryostat at a bath temperature

of T = 4.2 K.
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Standard SHO Microwave Emission

In the standard SHO configuration, we applied a modest in-plane external field (θH = 90◦)

with magnitude H = 2200Oe at an angle of ϕH = 68◦.

Easy Plane SHO Microwave Emission

In the easy plane SHO configuration, we measure the same device but only very small

external field is applied H = −140Oe at small angle to the x-axis (ϕH = 8◦). In the EP-SHO

configuration, the energy landscape is dominated by internal fields and shape anisotropy.
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7.1.3 Experimental Data
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Figure 7.3: Microwave emission of spin-orbit torque nano-oscillator. Power spectral
density (PSD) of microwave signal generated for the (a) high-field standard-SHO config-
uration and (b) low-field EP-SHO configuration. Integrated emission power for the (c)
standard-SHO and (d) EP-SHO. Power quoted is power available to a 50 Ω load. Estimated
amplitude of magnetoresistance oscillations for the (e) standard-SHO and (f) EP-SHO.
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Standard SHO Emission Data

Figure 7.3(a) shows measured power spectral density (PSD) in the SHO configuration as

a function of Idc. The auto-oscillatory state is induced beginning near Idc = 1mA. The

frequency of microwave emission is blue-shifted with increasing Idc. We attribute this be-

havior to the predominantly easy-plane anisotropy with its plane perpendicular to the applied

field direction [71]. Figure 7.3(c) shows the total integrated power generated by the auto-

oscillatory modes as a function of Idc. The power output is non-monotonic and peaks at

P = 74 pW near Idc ≈ 2.15mA. Note that powers P are quoted as available to a standard

50Ω load [105].

EP-SHO Emission Data

Figure 7.3(b) shows measured PSD in the EP-SHO configuration as a function of Idc. A low

frequency mode labelled m1 begins to be excited near Idc = 2mA at a frequency of f =

2.2GHz. In contrast to the standard-SHO, the frequency of emission is at first red-shifted

with increasing Idc until Idc ≈ 2.44mA, where the output frequency reaches a minimum

frequency f = 0.78GHz. Then with further increasing Idc, the emission frequency is blue-

shifted. Figure 7.3(d) shows the total integrated power of the EP-SHO as a function of

Idc. Again, we observe a non-monotonic dependence of microwave emission power; however,

we find that the maximum integrated power of 217 pW occurs at Idc = 2.39mA, near the

frequency minimum. We also observe 2nd and 3rd order harmonics of mode m1, labelled as

m2 and m3 in Fig. 7.3(b). Another higher order mode can be observed between m2 and m3.

We attribute the EP-SHO frequency dependence on Idc to the tuning of the internal PMA

field by Joule heating which alters the energy landscape in the xz-plane as shown in Fig. 7.4.

With increasing temperature, the interfacial perpendicular anisotropy is reduced. For Idc <
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2.4mA, the perpendicular anisotropy field dominates the z-axis demagnetization fieldHK⊥
u
>

HDz and the energy landscape can be thought of as easy-xz-plane + easy z-axis, as shown

in Fig. 7.4(a). For Idc > 2.5mA the reduced perpendicular anisotropy field can no longer

compensate HDz , and the energy landscape becomes easy-xz-plane + easy x-axis, as shown

in Fig. 7.4(c). In between, the energy landscape transitions from easy xz-plane + easy z-axis

⇒ easy-xz-plane ⇒ easy-xz-plane + easy x-axis with increasing temperature. The easy xz-

plane as shown in Fig. 7.4(b), is achieved when HK⊥
u
≈ HDz . We find that the power emitted

in the region near balanced easy-plane anisotropy is significantly enhanced compared to the

standard-SHO configuration, with the EP-SHO outputting a maximum power of P = 217

pW to the standard-SHO maximum of P = 74 pW.

The estimated amplitude of magnetoresistance self-oscillations δRac are shown in Figs. 7.3

(e) and (f) for the standard-SHO and EP-SHO respectively. We estimate the amplitude

using the relation [31],

δRac =
R (Idc) +R50

|Idc|

(
2P

R50

) 1
2

, (7.3)
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where R50 = 50Ω and R (Idc) is the resistance of the nanowire at current Idc.

7.2 Micromagnetic Simulations

Like in Chapter 6 we aim to use simulations to gain insight on the micromagnetic dynamics in

our physical system. Thanks to access to new, faster resources (like UCI’s High Performance

Community Computing Cluster a.k.a. HPC3) we utilized MuMax3 this time around, which is

a Graphics Processing Unit (GPU) based simulation software (OOMMF is Central Processing

Unit (CPU) based). This allows for utilizing parallel computation which considerably speeds

up simulation calculation time. Furthermore, by having access to multiple GPU’s on the

cluster, one can vary simulation parameters and run them in parallel. In this study, the

theory already tells us what dynamics should be going on (the out of plane large angle

oscillations along the easy-plane), so our motivation is to confirm whether the dynamics we

expect are indeed happening (and why or why not).

7.2.1 Simulation Software and Parameters

Our simulations are carried out in Mumax3 [131] at zero temperature (T = 0K) with exper-

imentally determined material parameters: saturation magnetization Ms = 997 emu cm−3,

Gilbert damping α = 0.027, and Landé g-factor g = 2.18. We assume an exchange constant

Aex = 1× 10−6 erg/cm .

The simulation geometry consists of 4 µm total length wire of 50 nm width with active region

of 145 nm and thickness of 5.85 nm. The micromagnetic system is composed of 2048×16×1

cells, yielding cell sizes of 1.95 × 3.13 × 5.85 nm3. At the lengthwise ends of the wire we

have implemented absorbing boundary conditions via ramping up the damping parameter.

We conducted preliminary relaxation simulations with varying K⊥
u,s to determine the value
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in which the nanowire easy axis transitions to out of plane. We found that the relaxed

magnetization of the entire nanowire undergoes transition from in plane to out of plane from

2.895 to 3.050 erg/cm2, which agreed well with our experimental results. The perpendicular

magnetic anisotropy outside and within the active region at zero bias current is set to be

K⊥
u,s = 3.4 erg/cm2, resulting in an easy-z-axis similar to the experiment. We study current

driven auto-oscillations via application of spin Hall torque to the active region of the SHO

device. The spin torque resulting from the charge current flowing in the heavy metal Pt layer

is calculated using the Slonczewski spin torque solver available within the Mumax3 software.

Note that like in Section 6.4.1, the Pt layer is not explicitly involved in the simulation. Since

Pt is non-magnetic, it has little effect on the magnetization dynamics of the system, only it’s

current carrying effects are involved via the Oersted field and Slonczewski spin torque. The

spin Hall torque is calculated with fixed spin Hall angle θSH = 0.07 and estimated fractional

current density flowing in Pt.

We account for current induced effects of Oersted field and Joule heating. The Oersted

field is parallel to the −y axis and scales with the nominal charge current. The Oersted

field present in the FM layer is calculated by treating the charge current density in the Pt

underlayer as a thin ribbon which is described by [45],

HOe(z) = −
µJz

2π|z|

[
tan-1

(
w/2

|z|

)
+ tan-1

(
w/2

|z|

)]
(7.4)

where HOe is the total Oersted field generated in the y direction from the current density

J at a vertical distance z from the ribbon of width w. We determined the Oersted field to

scale as 0.00478Oe per A/m. From the temperature dependent anisotropy and resistivity

data we determined that K⊥
u,s shifts by −0.1438 erg/cm2 per mA for applied bias current in

the vicinity of achieving the magnetic easy-plane anisotropy. Stepping the nominal charge

current in turn varies K⊥
u,s and Oersted field of the system within the active region. As

mentioned, we fix K⊥
u,s = 3.4 erg/cm2 in the wire outside of the active region, resulting in
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an easy z-axis perturbing the easy-xy-plane as in the experiment. The combination of the

Oersted field and shifting K⊥
u,s in the active region creates a magnetic potential well for spin

waves, resulting in the localization of auto-oscillations inside the active region.

7.2.2 Simulation Execution and Analysis

The standard-SHO simulation has in-plane external field applied H = 2200Oe at angles of

ϕH = 68◦ and θH = 89.9◦, where we have tilted the external field slightly out of plane to

break symmetry in the simulation. The system is initialized to uniform magnetization along

ϕH and relaxed to minimum energy prior to turning on the spin Hall torque. We conducted

a series of simulations with stepped nominal charge current from 0.5mA to 3.0mA. We

allow the system to evolve for 200 ns to achieve quasi-steady state dynamics. We use the x

and y components of magnetization (averaged over the cells in the active region) to calculate

the resistance,

Rac (t) = ∆RMR

(
⟨mx (t)⟩2 − ⟨my (t)⟩2

)
, (7.5)

where ∆RMR = 0.4Ω is the experimentally determined magnetoresistance (we assume AMR

and SMR contribute equally to the varying resistance). We take the fast Fourier transform

(FFT) of ∆RMR in order to study the auto-oscillatory modes at each current. The EP-

SHO simulation has in-plane external field applied H = −140Oe nearly along the x-axis

(ϕH = 8◦, θH = 89.9◦). Here we also include a small out of plane component to break sym-

metry. The system similarly is initialized to uniform magnetization along ϕH and relaxed

prior to turning on the spin Hall torque. We observed that at some fixed currents the system

will switch from large angle dynamic state to static state equilibrium (shown in 7.5). This

warrants using time domain analysis of the dynamic state resistance oscillations as opposed

to FFT like in the standard-SHO configuration. We also intentionally include the temporal
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Figure 7.5: Dynamic to static state transition in simulations of EP-SHO con-
figuration. Normalized, averaged components (a) mx, (b) my, and (c) mz of EP-SHO
configuration in time domain at Idc = 2.484mA. We observe the large angle dynamics lead-
ing up to 20 ns, which then rings down towards static equilibrium. (b) All components are
overlaid to showcase their relative dynamics over a shorter time scale.

transient regime in order to capture the shifting frequency modes with increasing current.

The system is evolved for 75 ns. In both simulations, we extracted the average amplitude of

resistance oscillations of ∆RMR, which yields the effective power output at each set current.

In this study, it was especially useful to see the dynamics in actual motion. So a video of

the averaged magnetization within the active region, with all planar projections simultane-

ously plotted, was generated from m (t) fed via Python scripting into Blender. The scripts
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themselves will be included in the appendix. Some adjustments may be required for it to

operate correctly depending on the computer and Blender version.

7.3 Simulation Results
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Figure 7.6: Micromagnetic simulation of spin-orbit torque nano-oscillator. Fig-
ures show analysis of micromagnetic simulation data of resistance auto oscillations at each
current (a) for high field standard-SHO configuration (via FFT) (b) for low field EP-SHO
configuration (via time domain analysis). Calculated amplitudes of resistance oscillations
for (c) high field standard-SHO and (d) low field EP-SHO.

Figure 7.6(a) shows the spectra of auto-oscillatory dynamics calculated via FFT of Rac (t)

and highlights the emergence of auto-oscillatory modes above 1.5mA which then begin to

rapidly grow in intensity around 2.0mA. We also see a consistent blue shifting (increasing

frequency) of the main auto oscillatory mode starting from 3.5GHz at 2.0mA to 5.0GHz at

3.0mA. Figure 7.6(c) shows the average amplitude of resistance oscillations at each current

and shows the effective power output of the simulated spin Hall oscillator. Below 1mA the
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oscillation amplitudes were negligible and thus were omitted.

Figure 7.6(b) shows the oscillation frequency determined from the dynamic state at each

current. The figure highlights the transition of the nanowire easy axis from +z (red shifting)

to +x (blue shifting), where the lowest frequency is when the energy landscape is balanced

between the two axes and the system becomes an easy plane oscillator. Figure 7.6(d) shows

the average resistance oscillation amplitude determined from the same data.

We observe that in fact the power output is at a maximum near the point where frequency

is lowest, indicating that the precession amplitude of the auto oscillation increases as it

approaches the easy plane configuration (lower frequency and higher resistance oscillations)

and then decreases once again as it goes towards the +x easy axis (higher frequency and

smaller resistance oscillations).

Figure 7.7(a)-(c) show snapshots of the magnetization dynamics. Figure 7.7(a) shows the

active region at t = 20.18 ns after application of spin Hall torque; the magnetization in the

active region points predominantly in the +z-direction. The bulk magnetization precesses

from here towards the +x-direction, as shown in Fig. 7.7(b) at t = 20.69 ns. Instead of

precessing from here towards the −z-direction, the magnetization rotates towards the −y-

direction, as shown in Fig. 7.7(c) at t = 20.93 ns. From here, the magnetization precesses

towards the −x-direction before returning to the +z-direction, completing one period of

oscillation. Figure 7.7(d) shows a snapshot of the path traced by the averaged magnetization

vector with its plane projections for two complete periods. In Fig. 7.7(d), we see the expected

large cone angle dynamics emerging from the easy-plane configuration. Furthermore the

plane projections in the video reveal (the red and green projections in Fig. 7.7) that the

dynamics are confined in the +z half planes. This departure from our cartoon description

is due to the area outside of the active region remaining in the +z direction, which through
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dipolar interactions apply an energy pressure to the active region.

7.4 Discussion

We observe experimentally that the EP-SHO configuration yields almost 3× larger power

output than the standard SHO configuration in the same device. We find qualitative and

149



quantitative agreement between the EP-SHO experimental results and simulations. The

frequency dependence of emission from the simulations (Fig. 7.6(b)) is overlaid on the ex-

perimental results in Fig. 7.3 (b). The emission frequency in both experiment and simulations

follows the same red-shift ⇒ minimum ⇒ blue-shift dependence with increase bias current.

The simulations confirm that this frequency dependence is due to the transition from easy-

xz-plane + easy-z-axis to easy-xz-plane to easy-xz-plane + easy-x-axis. The resistance

oscillations δRac also show a similar dependence on Idc, with a maximum value achieved

near the easy-plane conditions in both experiment and simulations. The maximum emitted

power in the EP-SHO is observed when the red shifting approaches its maximum, i.e., the

Joule heating from the direct current has reduced the PMA such that the easy-plane energy

landscape is achieved. We therefore conclude that the maximum output power is reached

when the artificial easy-plane magnetic anisotropy conditions are satisfied.

We find qualitative agreement between the standard-SHO experimental results and simu-

lations. In both cases, the frequency of the dominant emission mode is only blue-shifted

with increasing Idc. However, the frequency in the simulation is always lower than in the

experiment. The difference in frequency may be due to magnetic edge dilution of the physi-

cal nanowire from the nanofabrication process which reduces the demagnetization along the

y−axis [89, 31], leading to higher emission frequency in the experiment. In the simulations,

δRsim
ac generally increases with increasing Idc, whereas in the experiment δRexp

ac increases

with increasing current bias for Idc < 2.15 mA and then upon further increase in Idc the

amplitude of oscillation significantly decreases. The experimentally observed dependence is

consistent with previous spin-orbit torque oscillator studies [77, 19]. The decrease in os-

cillation amplitude can be explained by an enhanced thermal magnon population due to

high current densities and Joule heating that results in strong nonlinear magnon scattering

[24]. The simulations do not account for thermally excited magnons and thus the oscillation

amplitude continues to increase. It is important to stress that, in this case, the zero temper-

ature simulations increasingly deviate from reality with increasing bias current as thermal
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magnons begin to dominate the dynamics; in reality, one cannot simply keep increasing the

bias current to reach larger emission power in real spin Hall oscillator devices. This in stark

contrast to the simulations for the EP-SHO, where the oscillation amplitude peaks when the

artificial easy-plane anisotropy is achieved and reduction of amplitude is due to tuning away

from easy-plane anisotropy. In other words, the zero temperature simulations capture the

EP-SHO behavior which indicates the EP-SHO is more robust to parasitic mode conversion

by scattering into thermal magnons.

It is interesting that scattering to thermal magnons does not impact the EP-SHO very much,

especially compared to the standard-SHO. It has been demonstrated that nonlinear magnon

scattering in standard-SHOs increases with increasing ellipticity of the modes [28]. The

EP-SHO supports only the large-amplitude mode that cannot be described as a linear spin

wave mode. Our experimental results indicate that the nonlinear magnon scattering of this

large-amplitude mode is rather small.

Other pathways have been explored to enhance the microwave power output from spin torque

and spin Hall oscillator output that fall broadly into two approaches: (i) increase conver-

sion efficiency of magnetic oscillations into electric microwave signals and (ii) increase the

amplitude of self-oscillations of magnetization. An approach to increase the conversion ef-

ficiency of magnetic oscillations into electric microwave signals is to add additional layers

to the structure to enhance its magnetoresistance and thus increase the microwave output

power. One example is to use a 3-terminal device, where an MTJ is embedded on the

spin Hall material [77, 64]. The spin Hall torque is generated by passing current-in-plane

through the spin Hall material. Rather than using anisotropic magnetoresistance, current is

passed perpendicular-to-plane to make use of the much larger tunneling magnetoresistance

to convert magnetization self-oscillation to microwave voltage. Another approach recently

demonstrated involves adding a non-magnetic metallic spacer and second fixed ferromag-

netic layer to the simple bilayer nanowire structure in order to use current-in-plane giant
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magnetoresistance to enhance power output in a 2-terminal device [19]. Here it was shown

that further enhancement was made by matching the symmetry of the spin Hall torque to

the symmetry of giant magnetoresistance.

Our EP-SHO aims to increase the amplitude of self-oscillation. In fact, perfect easy-plane

oscillations would maximize this amplitude. A common method of increasing the amplitude

of magnetic oscillations is vortex oscillators driven by spin transfer torque; however, spin

Hall driven vortex oscillators have not been realized due to wrong direction of the current

polarization for a vortex in the film plane. At zero temperature, the amplitude of self oscilla-

tions for the standard SHO monotonically increases with increasing bias current. However,

as described above, due to Joule heating the amplitude of the lowest energy mode is di-

minished by scattering into thermal magnon modes at large bias currents. Recently, a spin

Hall oscillator system based on Pt|Co|Ni structures was used to control nonlinear magnetic

damping in spin Hall nano-devices [28]. It was demonstrated in extended disc spin Hall

devices (0.5 µm diameter) that nonlinear damping at finite temperature due to non-resonant

parametric pumping into thermal magnon modes was efficiently suppressed by minimiz-

ing the ellipticity of magnetization precession. Similar to our work, this was achieved by

balancing perpendicular-to-plane dipolar shape anisotropy with the perpendicular magnetic

anisotropy; however, the extended disc geometry does not support the artificial easy-plane

demonstrated in our work.

In conclusion, our experiments and micromagnetic simulations demonstrate that large cone

angle magnetization precession is supported in nanowire spin Hall oscillators with artificial

easy-plane anisotropy. By balancing dipolar shape anisotropy and perpendicular-magnetic-

anisotropy, we can create an artificial easy-plane that is orthogonal to the spin Hall polariza-

tion, thus maximizing spin Hall torque. Furthermore, we demonstrate that the easy-plane

anisotropy is tunable by electric current and that maximum microwave emission power occurs

near the easy-plane conditions.
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Chapter 8

Spin Wave Field Effect Transistor

8.1 Context and Introduction

Spin waves are an excellent candidate for low energy information transport in an integrated

chip setting [68, 34]. There have been numerous experimental realizations of using magnons

as a means of encoding information and logic operations [67, 40, 134, 22, 23, 73, 75, 21].

One of the main challenges however is the energy-efficient manipulation of magnons. In this

study we realize a nanoscale spin wave field effect transistor (SW-FET) where we use a gate

voltage to modulate the local magnetic anisotropy [87, 43, 102, 143] and thus modulate the

amplitude of spin waves propagating between the source and drain of a nanowire spin wave

channel.

8.1.1 Voltage Controlled Magnetic Anisotropy

Since magnetic anisotropy was already covered in Section 7.1.1, this section will focus on a

method of modulating magnetic anisotropy through application of voltage at the interface.
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This is an interfacial magneto-electric effect called voltage controlled magnetic anisotropy

(VCMA). The effect originates from the modulation of the filling rates of d-shell electron

bands at an interface in response to an electric field applied perpendicular to the surface.

Specifically in a Fe/MgO interface, the perpendicular electric field yields a change to the

uniaxial PMA at the interface.

To elaborate more on the microscopic origin, at the interface between Fe and an oxide, the

2pz-orbitals of the O atoms bond strongly with the 3d2z-orbitals in Fe resulting in enhanced

PMA (can think of the orbital deforming to favor out of plane magnetization). When

electric field is applied at the FM/oxide interface, the number of electrons in the out of

plane 3d-orbitals of Fe is changed with respect to the in plane orbitals, which then affects

the bonding strength between 3d- and 2p-orbitals which results in a change in the PMA. The

modulation of the filling of these orbitals either weakens or strengthens the effective field at

the surface and thus modulates the local magnetic anisotropy. Since this is an interfacial

effect, it naturally is only significant for ultra-thin FM/oxide systems (on the order of nm

thick FMs).

For the sake of mathematical clarity, VCMA manifests as an anisotropy term in the effective

field of LLG:

ϵ = Ku1 sin
2(θ) = Ku1(1− (m · u)2) (8.1)

where Ku1 is the uniaxial anisotropy constant, m = M/Ms is the normalized magnetization,

and u is the symmetry axis of the uniaxial anisotropy.

The effective field due to VCMA then becomes:

HVCMA = − 1

Ms

∂ϵ

∂m
=

2Ku1

Ms

(m · u)u (8.2)

Ku1 = K0 + βE (8.3)
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Where β is the VCMA coefficient that relates how much the anisotropy shifts with electric

field [107].

8.1.2 Anomalous Hall Effect

The anomalous hall effect (AHE) describes when a transverse charge current is generated

from flowing charge through a ferromagnetic metal (FM) wire. The contributors to this

effect are quite similar to those of the spin Hall effect (Section 6.1.2): skew scattering and

side-jump. The difference here is that in a FM the flow of up spins and down spins will be

imbalanced which then results in a net accumulation of transverse charge.

The skew-scattering contribution for transverse conductivity σAH = jcy/Ex:

σSS
AH = −(2π/3)

[(
n↑ − n↓

n↑ + n↓

)
+

(
σ↑ − σ↓
σ↑ + σ↓

)]
η̄SOuimpNeff (0)σxx (8.4)

where Neff (0) = (m/4π2h̄2)(k↑3F + k↓3F )/k̄2F is the effective density of states and

k̄F = (k↑F + k↓F )/2, this contribution depends on the spin polarizations of electron density

and electrical conductivity. Whereas the side jump contribution is:

σSJ
AH =

e2

h̄
ηSOne

(
n↑ − n↓

n↑ + n↓

)
(8.5)

where ne = n↑+n↓. It is important to note that since magnetization Mz = µB(n↑−n↓), the

side jump contribution scales with Mz, σ
SJ
AH ∝ Mz. So dynamics like spin waves where the

average Mz has changed should result in an observable change in transverse voltage [1].
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8.2 Sample and Measurement Details

The nanowire devices are made from a:

(substrate) |Ta(5 nm) |Co45Fe35B20(1.2 nm) |MgO(2 nm) |TaOx(3 nm)

multilayer deposited by magnetron sputtering onto thermally oxidized Si substrate, where

TaOx(3 nm) is a 3 nm thick Ta film naturally oxidized in air. Using e-beam lithography and

ion mill etching, the multilayer is patterned into a nanoscale Hall bar schematically shown

in Fig. 8.1(a) along with Cartesian coordinate system employed in this report. The Hall bar

consists of the magnetic multilayer patterned into a nanowire with four non-magnetic voltage

leads (labeled 1 through 4) formed by the Ta bottom layer. An AlOx|Au top gate labeled 5

is placed atop the central section of the Hall bar, where the AlOx dielectric layer is used to

ensure zero leakage current between the Au gate metal and the Co45Fe35B20 nanowire. We

fabricated and tested devices with the Co45Fe35B20 nanowire width wn ranging from 50 nm

to 70 nm, gate width wg from 200 nm to 600 nm and separation between two Hall crosses

ws from 200 nm to 600 nm as shown in Fig. 8.1(a). Fig. 8.1(b) shows scanning electron

micrograph (SEM) of a SW-FET device with wn = 50nm, wg = 200 nm and ws = 400 nm.

8.2.1 Hysteresis Loop With Out of Plane Field

We characterize magnetic state of the Co45Fe35B20 nanowire via AHE measurements. For

these measurements, we apply a direct bias current Idc = 40µA to the nanowire between

leads 6 and 7 and measure Hall voltage Vxy between leads 1 and 2 as illustrated in Fig. 8.1(a).

All measurements in this study are made at room temperature (T = 295K).
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Figure 8.1: Spin wave field effect transistor. (A) Schematic of spin wave field effect
transistor (SW-FET). The device consists of a Co45Fe35B20 |MgO| TaOx nanowire of width
wn on top of a nanoscale Ta Hall bar. Radio frequency current Irf flowing between leads 3
and 7 applies spin-orbit torque to the Co45Fe35B20 magnetization and excites spin waves in
the left cross of the bar (SW-FET source). Spin waves propagating under the gate of width
wg are detected at the right cross (SW-FET drain) via variation of anomalous Hall voltage
Vxy measured between leads 1 and 2. Direct current Idc is applied to the wire between leads
6 and 7 to generate Vxy. Application of gate voltage Vg to the AlOx |Au top gate 5 modifies
magnetic anisotropy of Co45Fe35B20 under the gate and thereby controls the amplitude of
spin waves propagating distance ws between the source and drain. (B) SEM image of a
SW-FET device with wn = 50nm, wg = 200 nm and ws = 400 nm.

8.2.2 Electrically Detected FMR

We characterize the spectrum of low-frequency spin waves in SW-FET devices by using

electrically detected ferromagnetic resonance (FMR). For these measurements, a radio fre-

quency (RF) current Irf and direct bias current Idc are applied between leads 6 and 7. A

fraction of Irf flows in the Ta layer and applies RF spin-orbit torque (SOT) to magnetization

of the Co45Fe35B20 nanowire. This spatially uniform SOT drive efficiently couples to spin

wave eigenmodes with zero wave vector (quasi-uniform) along the wire (kx = 0) and leads to

resonant spin wave excitation when the frequency of the RF drive f coincides with the fre-

quency of a kx = 0 eigenmode of the Co45Fe35B20 nanowire. Excitation of spin waves reduces

time-averaged |Mz| and thereby decreases |Vxy|, leading to a series of resonances in Vxy(f)

at spin wave eigenfrequencies. To increase sensitivity of this method, we pulse-modulate the
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amplitude of Irf and measure the resulting variation of anomalous Hall voltage ∆Vxy at the

modulation frequency using lock-in detection.

8.2.3 Electrically Detected Propagating SW Spectroscopy

We next employ electrically detected propagating spin wave spectroscopy to study spin wave

transport between two Hall crosses of the device. In these measurements, spin waves are

excited at one cross of the Hall bar using giant spin Hall torque of Ta [76] and their arrival to

the other cross is detected via AHE. As illustrated in Fig. 8.1(a), we excite spin waves at the

left Hall cross by applying RF current Irf between leads 3 and 7. These spin waves propagate

in the Co45Fe35B20 nanowire under the gate and arrive to the right Hall cross where they

are detected via measurement of ∆Vxy between leads 1 and 2. Arrival of spin waves to the

right Hall cross reduces time-averaged |Mz| at the cross and thereby results in a decrease of

|Vxy|. Measurements of ∆Vxy as a function of the RF drive frequency and direct voltage Vg

applied to the gate lead 5 let us determine the frequency of spin waves that propagate under

the gate and the effect of Vg on the amplitude of these waves.

8.3 Experimental Data

8.3.1 Hysteresis Loop Data

Fig. 8.2 shows Vxy measured as a function of magnetic field Hz applied perpendicular to the

sample plane for a sample with wn = 70nm and wg = ws = 600 nm. All measurements in

this report are made at room temperature (T = 295K). The VAH(Hz) curve saturates at

a field Hs < 1 kOe indicating that moderate magnetic field is sufficient to rotate magne-

tization of the wire from the sample plane to the out-of-plane orientation. The smallness
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of Hs compared to the out-of-plane magnetic shape anisotropy field 4πMs ≈ 19 kOe, where

Ms ≈ 1500 emu/cm3 is the Co45Fe35B20 film saturation magnetization, arises from interfacial

perpendicular magnetic anisotropy (PMA) of the Ta |Co45Fe35B20 |MgO trilayer [113].

Figure 8.2: Hysteresis under out of plane external field. Vxy versus out-of-plane
magnetic field Hz measured for a SW-FET with wn = 70nm and wg = ws = 600 nm at
Idc = 40µA.

8.3.2 Electrically Detected FMR Data

Fig. 8.3 shows ∆Vxy measured for the device in Fig. 8.1(b) as a function of f and Hz

at Idc = 60µA and root-mean-square Irf = 276µA (corresponding to applied RF power of

−6 dBm). The data reveals two low-frequency spin wave eigenmodes in this device exhibiting

non-monotonic dependence of eigenfrequencies on Hz. We observe what seems to be two

modes in our eigenmode spectra, which each have their own saturation field. We suspect

that the lower frequency mode is the edge mode while the higher frequency one is the bulk

mode.

159



Figure 8.3: Nanowire spin wave eigenmodes. Variation of anomalous Hall voltage
∆Vxy arising from excitation of spin waves by RF current applied between leads 6 and 7,
measured as a function of the RF current frequency and Hz for the device in Fig. 8.2. In
this measurement, direct current Idc = 60µA and RF power of −6 dBm are applied between
leads 6 and 7. Dashed lines are guides to the eye showing frequencies of the edge (red) and
bulk (black) spin wave eigenmodes of the nanowire.

8.3.3 Electrically Detected Propagating SW Spectroscopy Data

Fig. 8.4(a) shows the propagating spin wave signal ∆Vxy(f,Hz) measured for the device in

Fig. 8.1. These data illustrate that both the bulk and the edge spin waves traverse the

600 nm section of the Co45Fe35B20 nanowire between the source and drain of the SW-FET

device. Fig. 8.4(b) illustrates the effect of Vg on propagation of the edge mode under the

gate measured at Hz = 225Oe. For this value of Hz, equilibrium magnetization of the

wire edge is saturated out of the sample plane. Fig. 8.4(b) shows the difference between

∆Vxy(Vg) measured at a non-zero value of Vg and ∆Vxy(0) measured at Vg = 0: δVxy(Vg) =

∆Vxy(Vg)−∆Vxy(0). Negative values of Vg increase magnetic anisotropy of the Co45Fe35B20

nanowire directly under the gate due to voltage-controlled magnetic anisotropy (VCMA)

at the MgO/Co45Fe35B20 interface [87, 102, 143]. This creates magnetic energy barrier for

the propagating edge wave, which gives rise to partial wave reflection and thereby decreases
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Figure 8.4: Propagating spin wave spectroscopy, (A) Variation of anomalous Hall
voltage ∆Vxy at the right Hall cross due to spin waves arriving from the left Hall cross,
measured as a function of spin wave frequency and Hz for the device shown in Fig. 8.1.
Dashed lines are guides to the eye showing frequencies of the edge (red) and bulk (black)
spin wave eigenmodes of the nanowire. (B) Dependence of the propagating spin wave signal
in A on gate voltage δVxy(Vg) = ∆Vxy(Vg) − Vxy(0) measured at Hz = 225Oe. Negative
gate voltage increases magnetic anisotropy barrier under the gate and thereby reduces the
amplitude of spin waves of the edge mode arriving to the right Hall cross.

amplitude of the wave arriving to the SW-FET drain. The data in Fig. 8.4(b) indeed

reveal that for Vg < 0, the amplitude of the edge spin wave arriving to the drain exhibits

approximately linear decrease with increasing |Vg|. While it is difficult to precisely quantify

the gate-induced wave attenuation due to frequency-dependent background in the data in

Fig. 8.4(a), it is clear that significant modulation of the wave amplitude is achieved. Indeed,

the maximum value of |δVxy(Vg)| = 55 nV achieved at Vg = −1.5V is a significant fraction

of the maximum signal ∆Vxy(Vg) ≈ 150 nV in Fig. 8.4(a). Since ∆Vxy is proportional to spin

wave amplitude squared, we estimate that Vg = −1.5V results in greater than 20% reduction

of the edge mode amplitude at the drain.

Fig. 8.4(b) shows that Vg > 0 weakly affects the propagating spin wave signal. This is not

surprising since positive polarity of Vg decreases magnetic anisotropy under the gate and

creates a magnetic potential well for the propagating spin waves. Such a well is expected

to introduce significant phase shift to a propagating spin wave but has minimal impact on
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its amplitude [6]. Our data in Fig. 8.4(b) reveal that the amplitude of propagating spin

waves at frequencies just under the bottom of the spin wave dispersion relation is slightly

enhanced. This can be explained by the fact that evanescent spin wave in the source region

can become propagating in the gate region if its frequency is greater than the bottom of the

dispersion relation in the gate region for a given value of Vg > 0. We therefore, expect that

the amplitude of such evanescent wave in the drain region can be enhanced by Vg > 0.

8.4 Micromagnetic Simulations

This system in particular involves propagating spin waves with an external field applied out

of plane of the nanowire. Such a configuration is not all that explored in literature, so we

employ micromagnetic simulations in this case to actually decipher what kind of modes we

are experimentally observing. This project required running a large series of simulations

spanning several parameters in order to have our spectral plots (frequency vs H) resemble

our experimental data.

8.4.1 Simulation Software and Parameters

Our simulations are carried out in Mumax3 [131] at zero temperature (T = 0K) with defined

material parameters: saturation magnetization Ms = 1500 emu cm−3, Gilbert damping α =

0.001, and Landé g-factor g = 2.1. We assume an exchange constant Aex = 7.5×10−7 erg/cm

.

Our simulation geometry consists of 3 µm × 76 nm × 0.8 nm ferromagnetic nanowire com-

posed of 2048×32×1 cells, yielding cell sizes of 1.46×2.37×0.8 nm. We designate an active

region 600 nm long in the center to represent the gated region just like the sample. In order

to successfully recreate the eigenmodes observed in experiment, we had to explore a param-
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eter space of Ku1, Ku2, DMI, and nanowire width. The chosen parameters will be shown in

the next section. Inclusion of DMI was necessary to observe two modes, it has been shown

that ultra-thin CoFeB nanowires can have DMI present [127]. Finally, we include absorbing

boundary conditions by ramping up the damping near the lengthwise ends of the nanowire.

Unlike the previous two chapters, no spin transfer torque is involved here.

8.4.2 Simulation Execution and Analysis

We desire to extract the eigenmode spectra of our nanowire system. So first we must apply

an external field Happ, and let the system ‘relax’, i.e., reconfigure the magnetization such that

it is at an energetic minimum. Once the minimum energy configuration is found, we apply a

sinc pulse everywhere just like Eq. (6.6) and store the averaged magnetization response. We

increment Happ and repeat the simulation. We perform our usual FFT procedure to extract

the eigenmode spectra at every field. We choose to FFT the y component of magnetization

My as it will more clearly display the spin wave dynamics. This is because spin waves in

a system where the out of plane direction is equilibrium will exhibit small Mz oscillations.

By putting the spectras at every field together we form an f vs H colorplot that makes very

clear how the eigenmodes evolve with increasing Happ. To elucidate what modes are visible

in our eigenmode measurements, we map the spatial profile of modes we see within the

active region. This informs us whether the modes have bulk, edge, or some other more novel

structure.

Finally, we simulated and extracted the nanowire spectra when Ku1 is shifted by a fixed

percentage in the active region only. We perform simulations where we fix Happ = 240Oe

and instead of the sinc pulse apply a small amplitude oscillating field of fixed frequency

hCW (t) = h sin(2πfCWt). This emulates the conditions in which our AHE detection of

propagating spin waves are conducted at a fixed field and under various gate voltages.
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8.5 Simulation Results

8.5.1 Simulated Eigenmode Spectra

Figure 8.5: Simulated SWFET eigenmode spectra. (A) Eigenmode spectra of simu-
lated nanowire with iDMI D = 8.2 × 10−4 J/m2, first order PMA Ku1 = 1.304 × 106 J/m3,
second order anisotropy Ku2 = 1.304× 104 J/m3, and nanowire width of 76 nm. (B) Spatial
profile of modes visible at 300 Oe (dashed red line) in active region (center 600nm). We
confirm that the two modes are bulk (lower frequency) and edge (higher frequency) modes.

For Happ = 240 Oe, we observe two modes at 0.712 GHz and 1.425 GHz which have

a bulk and edge spatial profile respectively. The parameters that yielded spectras most

similar to our experimental eigenmodes were: iDMI D = 8.2 × 10−4 J/m2, first order PMA

Ku1 = 1.304 × 106 J/m3, second order anisotropy Ku2 = 1.304 × 104 J/m3, and finally a

nanowire width of 76 nm. Fig. 8.5(a) shows the frequency vs Happ eigenmode spectra. The

two modes are clearly visible and seem to exhibit saturation at around 700 Oe. When we

apply a sinc pulse only to one arm of the nano wire and analyze the opposite side, we see the

same eigenmode spectra (naturally, since the configuration experiences no physical change).

We also observe the higher frequency mode kind of vanishing at very low field (< 150Oe).

The qualitative features of the two modes deviate at higher fields, eliminating suspicion that

they are harmonics. Fig. 8.5(b) shows the corresponding spatial profiles of the two detected

modes. We confirm that they are indeed bulk (0.726GHz) and edge (1.477GHz) modes.
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We also see that the mode profiles have some non-uniformity, possibly due to non-linear

dynamics which can lead to some local condensation.

8.5.2 Simulated Gate Effects on Propagating SW Spectra

Figure 8.6: Simulated VCMA effect on propagating SW. Spin wave spectra ‘measured’
at the drain arm under different Ku1 values at the gate (to emulate VCMA, increasing Ku1

corresponds to −V and decreasing Ku1 to +V ). External field Happ = 240Oe was applied
out of plane. We are also using CW driver at the source arm hCW (t) = h sin(2πfCWt) where
fCW = 0.712GHz . We observe enhancement in detected spin waves by a factor of ∼ 3 for
one polarity (red curve) and suppression by a factor of ∼ 2 for the other (blue).

Fig. 8.6 shows the simulated effects of VCMA on the detection amplitude of spin waves

excited from the source and measured at the drain [108]. We apply an OOP field Happ =

240Oe and drive 0.712GHz continuous wave at the source arm. We observe that for one

polarity of the shift there’s a consistent reduction of propagating spin waves (blue curve,

where PMA is decreased) maxing out to factor of 0.62 additional loss, while the other

polarity there is enhancement of propagating spin waves (red curve) with increased signal
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factor of 3.

8.6 Discussion

We find qualitative agreement between simulations and experimental results. Specifically we

recover two visible modes in our simulation eigenmode spectra (Fig. 8.5(a)) that are similarly

shaped to those in Fig. 8.3. The separated ‘saturation’ fields for the two modes in Fig. 8.3

can be due to some local variation in the anisotropy due to the interface in the active region

(like surface pinning from the MgO/Ta), which then will shift the effective field inside and

thus make new modes accessible. We have observed in our simulations such an effect where a

shift in the active region Ku1 can introduce new modes on top off the original spectra where

there was no change. Other things to consider are nanofabrication related factors such as

edge dilution, which can lead to enhanced pinning or roughness related shifts in the spectra,

especially for edge modes [89, 31].

The inclusion of iDMI was required in order to observe two modes close enough together in

frequency. Our iDMI value of 0.82 mJ/m2 is much higher than what has been measured in

Ta/CoFeB/MgO films (which is usually 1 order of magnitude less, only Pt/CoFeB/MgO has

been measured to have ∼ 1 mJ/m2). Unless the nanowire shape or presence of Ta above the

thin MgO somehow enhances some asymmetric exchange within the CoFeB, we attribute

our unusually large iDMI to overfitting our simulation parameters to match experiment.

The gate effect simulations (Fig. 8.6) yield good agreement with our propagating spin wave

spectroscopy measurements under various gate voltages (Fig. 8.4(b)). In our simulation,

when the PMA is reduced (positive gate V), we observe enhanced reduction of spin wave

signal at the drain arm that doesn’t change much with continued decreasing shift. Whereas

when the PMA is increased (negative gate V), we observe an enhancement of spin wave
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dynamics at the detection arm. These two qualitative features match our experimental data

in that we observe significant change in one polarity of voltage while experiencing little

change in the other polarity. In particular, it corroborates the experimental results collected

from AHE detected spin waves.

As of right now, there are only a handful of realizations of magnonic devices that successfully

manipulate spin waves via electric field. This work of utilizing VCMA to modulate spin

waves motivates towards efficient magnonic logic gates. For example, the phase shift from

the reduced PMA in the active region can be engineered to operate as a spin wave logic gate

(where the bit information is encoded in the phase), such a device can then be cascaded in

a network of phase manipulators to form a true spin wave based computer [84].
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Chapter 9

Summary and Future Work

In summary, this dissertation has shown and discussed a number of new and exciting ap-

proaches to manipulating spin waves and wave dynamics through spin orbit coupling. Spin

waves in thin yttrium iron garnet (YIG) films were measured and discovered to be non-

reciprocal. The non-reciprocity was characterized and attributed to interfacial Dzyaloshinskii-

Moriya interaction between the ferrimagnet and the substrate gadolinium gallium garnet.

The insertion of Pt, a large spin orbit coupling material, between the two layers enhances

this non-reciprocity by 50%. Observance of non-reciprocity in an ultra low damping film

like thin YIG can be utilized to realize scalable passive microwave processing components.

Next, the gated Pt/YIG studies reveal however that this system is not ideal for voltage

controllable non-reciprocity endowed by the spin-flexo-electric interaction, probably due to

YIG having nearly cubic symmetry in its unit cell(centrosymmetric) and thus does not suf-

ficiently polarize in an electric field. The phenomenological constant relating to this effect

was extracted. These studies have uncovered new features and contributed to the further

understanding of one of the most popular low damping spin wave mediums used both in

academia and industry.
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Progress in the on-going effort towards utilizing magneto-elastic coupling (which stems from

spin orbit interaction) to imprint non-reciprocity onto surface acoustic waves was shown. The

most recent devices made in this study showcase newly developed techniques that further the

group’s nanofabrication capabilities and opens access to more challenging device concepts

not considered before. The theory our collaborators Verba et al. [132] have presented draw

attention to a more general question of imprinting dispersion features between other quasi-

particles. As long as there is non-zero resonant interaction, then this approach is possible.

This further motivates new studies aimed to better understand certain coupling mechanisms

between different physics and their respective quasi-particle description.

The dimensional crossover study for nanowire spin Hall oscillators showed that increas-

ing wire width past a certain point (when going from quasi-one-dimensional to quasi-two-

dimensional) leads to a reduction of overall emitted power. This is because with increasing

width there were more modes to compete with each other over the limited influx of angular

momentum and thus lower amplitude and phase coherence overall. In other words, there

was an increase in non-linear interactions among the modes. The study informs the upper

limit for physical dimensions of spin hall oscillators for use in practical applications. Fur-

thermore, it elucidated the mechanisms behind the suppression of coherent auto oscillations

with increasing nanowire size.

Next, a novel nanowire spin Hall oscillator with considerably enhanced emitted power was

shown. In this system, the energy landscape of the nanowire was manipulated to achieve

a state where the energy in plane along the wire was nearly degenerate with out of plane,

leading to an easy-plane anisotropy that was perpendicular to the polarization of the spin Hall

current. This configuration allowed for large angle magnetization dynamics and enhanced

coherence in the excited modes. These results provide a new method of achieving high

power, easy to fabricate, spin Hall oscillators for a number of practical applications like

wireless communications and neuromorphic computing.
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Finally, a spin wave field effect transistor was realized. This was achieved via using voltage

controlled magnetic anisotropy to modulate spin wave amplitudes travelling through the

nanowire. This study adds to the few experimental realizations of electric field controlled

magnonic devices. The results in this study will be useful in future efforts of achieving

magnonic logic gates or even a true spin wave computer.
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Houshang, and Johan Åkerman. A single layer spin-orbit torque nano-oscillator.
Nature Communications, 10(1):2362, May 2019. ISSN 2041-1723. doi: 10.1038/
s41467-019-10120-4.

[55] Orchi Hassan, Rafatul Faria, Kerem Yunus Camsari, Jonathan Z. Sun, and Supriyo
Datta. Low-Barrier Magnet Design for Efficient Hardware Binary Stochastic Neurons.
IEEE Magnetics Letters, 10:1–5, 2019. ISSN 1949-307X, 1949-3088. doi: 10.1109/
LMAG.2019.2910787.
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Appendix A

Appendix

A.1 Micromagnetic Simulations Through UCI’s RCIC

While we have our own simulation computers with some power to run micromagnetic simula-

tions, the freely accessible computation resources in UCI’s High Performance Cluster should

not be ignored. Here are some notes, tips, and tricks for those who want to utilize it. In my

experience, I was able to execute hundreds of simulations over literal hours when the cluster

was not under heavy load, trying to do something like that on our lab PCs would have taken

months. Note that some code snippets will have breaks in them that are for formatting with

the document, but in the actual code are not line breaks.

The UCI High Performance Cluster 3 (HPC3) is a massive computational hub that is

openly accessible to UCI students and faculty to run expensive calculations and simula-

tions. More information about the cluster specs can be found at https://rcic.uci.edu/

hpc3/hpc3-cluster-specs.html. The key hardware for us are the 52 Nvidia V100 GPU’s

available on the cluster, these GPUs are insanely fast compared to even the Nvidia TESLA

K40c that we have in the office.
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All referential information regarding the cluster is found https://rcic.uci.edu/index.

html. Any information not found in this document is likely to be found there. Otherwise

you can email the RCIC folks to get specific help.

Fortunately, RCIC already has a beginner’s guide:

https://rcic.uci.edu/hpc3/beginner-guide.html

I highly recommend reading through that page, some notes I have regarding some things

they talk about:

• Vim and emacs have a steep-ish learning curve when it comes to editing files on the

cluster. But if you see yourself using text editors for programming and stuff in the

future frequently, it is well worth learning at least the basics. For fast changes, you

can simply use nano. However if vim or emacs isn’t your thing it may be better to use

your own editor locally for the scripts and programs you will write and then transfer

them over once you finish (transferring files are covered in the beginner-guide).

• rsync is very handy to make file transfers be streamlined, it effectively checks if there

are any differences between the source and destination sync directories and then pulls

the changed/new files.

• Aliases are your best friend, you can utilize them to make day to day things on the

cluster considerably faster/easier.

• I personally liked using the linux subsystem on my windows computers, this is because

I also use the linux subsystem for python programs (easier to set-up as opposed to

windows).

• The guide is quite good, everything in it should be read and referenced when you may

have simple questions.
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A.1.1 Setting-up Mumax3 on the cluster:

Setting up mumax3 for your account is quite straightforward, you only need to download

and transfer in the appropriate version of mumax3 into your HPC3 home directory. The

version depends on which nvidia driver the HPC3 uses for their GPU’s, you can check this

by running:

nvidia-smi

And noting the nvidia driver version

The current version that we use (7/21/2022): mumax3.10 linux cuda10.1

You can download mumax3.10 at https://mumax.github.io/download.html

Once downloaded, transfer the tar file to your hpc3 home and untar it there.

A.1.2 Running Mumax3 Jobs on the Cluster

Running simulations are done via scheduling a ‘job’ to the slurm scheduler. What we do is

write a jobscript that executes the simulation when it is permitted to run.

A jobscript that runs a single simulation looks like this (with additional commenting):

#!/bin/bash

#SBATCH --job-name=mx3-single ## Name of the job.

#SBATCH -A amanatuk ## account to charge

#SBATCH -p free-gpu ## partition/queue name

#SBATCH --nodes=1 ## (-N) number of nodes to use

#SBATCH --ntasks=1 ## (-n) number of tasks to launch

#SBATCH --cpus-per-task=1 ## number of cores the job needs
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#SBATCH --error=slurm-\%J.err ## error log file

#SBATCH --gres=gpu:V100:1 ## request use of 1 gpu

# Run command hostname and save output to the file out.txt

# For logging gpu driver and version

nvidia-smi

# Required for mumax3 to run properly

module load cuda/10.1.243

# mx3 filename to run (doesn’t include mx3 extension)

mx3_name=Easy_Plane_SHO_v9-10-2f_jc_-z_idc_2.4646_ku1_3.1617_gfact_LONGRUN

# Move the working directory to the area I

# want to run the sim (the mx3 sim will be here too)

cd /pub/amanatuk/simsdata/mumax3/EasySHO/BATCH_RUNS/

# Execute simulation

srun ~/mumax3.10_linux_cuda10.1/mumax3 ${mx3_name}.mx3

# When finished it ‘move’s the original mx3 into the output folder

mv ${mx3_name}.mx3 ${mx3_name}.out/

# Also move the slurm jobscript into the output folder as well

mv "$(readlink -f $0)" ${mx3_name}.out/

# SPECIFIC TO THIS SIM (outputs 5000 ovf’s), go inside the directory.

cd ${mx3_name}.out/

# archive all the ovf into a single tar file

tar -czvf ovf_files.tar.gz m*.ovf

# deletes the ovfs after they have been archived
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rm -r m*.ovf

All you need is any working mx3 file (even one that worked on your computer) and place it

in the desired working directory on the hpc3, be sure to make the necessary changes in your

jobscript copy to work within your space.

Finally, to queue the job: sbatch slurm script

And you should see it queued when you check your queued jobs

A.1.3 Checking Job Status

You can check the status of your queued jobs by running:

squeue -u amanatuk (here you would replace amanatuk with your hpc3 username)

What I like to do is use the watch feature to constantly monitor job statuses:

watch -d squeue -u amanatuk

(watch -d runs the following commands every 2 seconds and highlights any changes in the

output)

A.1.4 Useful Aliases

Aliases are like user defined shortcuts, any string of commands you are repeatedly having

to execute can be shortened to an alias, this is incredibly useful and save a bunch of time. I

will be writing some aliases I use, they will be specific to my account and computer but it

should be clear what needs to be adapted to fit your context.

190



To log in:

alias hpc3asmishu="ssh -X amanatuk@hpc3.rcic.uci.edu"

If you have a local directory you want synchronized with a directory on the cluster:

alias hpc3\_sync\_mydir="rsync -av --progress

amanatuk@hpc3.rcic.uci.edu:/pub/amanatuk/simsdata/

/mnt/d/Mishu/Documents/mylocalsimsdata/"

↪→

↪→

Some shortcuts when working inside the cluster:

alias mumax3="/data/homezvol2/amanatuk/mumax3.10\_linux\_cuda10.1/mumax3"

alias checkspace='quota -s amanatuk 2>/dev/null;dfsquotas amanatuk "dfs2 dfs3"'

alias checkbank='sbank balance statement'

alias checkfilesizes='ls -l --block-size=G'

alias watchjobs='watch -d squeue -u amanatuk'

alias ovftopng='~/mumax3.10_linux_cuda10.1/mumax3-convert'

A.1.5 Batch Execution of Mumax3 Simulations

If you need to run a large amount of simulations in parallel, you will first need a template

.mx3 file, a python script that generates your batch of simulations, and finally a slurm job

script to queue them all up.

The main idea is as follows, in your template .mx3 file you input unique keywords where you

want to procedurally vary the parameters (so for example where you set the external field

you would place $H EXTERNAL), the python script then goes through the template, replaces

the keywords with the desired parameters, and saves it as a new file with the run number

somewhere in the file name. Finally, the job script uses its internal counting parameter to

191



run the simulation with the same run number.

1 /*

2 * VCMA SW FET Nanowire simulations, Mishu / 2019

3 * Simulate f(H) in OOP external field

4 * Uses CW excitation to probe specific eigenmodes with VCMA (ku1 modulated) gate

5 */

6

7 DisableSlonczewskiTorque = true

8 DisableZhangLiTorque = true

9

10 /* Geometry */

11 length := 3.0e-6 // meters

12 width := 76 * 1e-9 // meters

13 thickness := 0.8e-9

14 active_length := 600e-9

15 lead_length := 500e-9 // meters, size of excitation/detection region

16

17 Nx := 2048

18 Ny := 32

19 Nz := 1

20

21 print(Nx, Ny, Nz)

22

23 setgridsize(Nx, Ny, Nz)

24 setcellsize(length/Nx, width/Ny, thickness/Nz)

25

26 nanowire := cuboid(length, width, thickness)

27 active_region := cuboid(active_length, width, thickness)

28 source_region := cuboid(lead_length, width, thickness)

29 setgeom(nanowire)

30 defregion(0, nanowire)

31 defregion(1, active_region)
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32 // excitation/detection arms placed outside of active region, 500nm large, know it is

centered at 0,0,0 and shifted↪→

33 // by half of the active region + half of the 500nm to be adjacent but not overlap

34 defregion(2, source_region.Transl((active_length + lead_length)/2, 0, 0))

35 defregion(3, source_region.Transl(-(active_length + lead_length)/2, 0, 0))

36 saveas(geom, "Nanowire_structure")

37 save(regions)

38

39 /*** Material Parameters ***/

40 // Add references here

41 Msat = 1500e3 // 1500 emu/cm^3

42 alphaFree := 0.01 // For f(H) sinc

43 alpha = alphaFree

44 Aex = 7.5e-12 // pJ/m 15.0e-12

45

46 Ku1_SI := 1.027 * 1.27e6 // J/m^3 reference??

47 Ku1 = Ku1_SI

48 Ku1_active := $KU1_PERCENT * Ku1_SI

49

50 Ku2_SI := 1.4 * 1.25e4 // J/m^3 (found using FH curves)

51 Ku2 = Ku2_SI

52 Ku2_active := 0.95*Ku2_SI

53 anisU = vector(0.001, 0.002, 1)

54

55 g_fct := 2.1

56 mu_B := 9.2740091523E-24

57 h_bar := 1.05457173E-34

58 GammaLL = (mu_B / h_bar) * g_fct

59 /*** Adding DMI in to see effects ***/

60 Dind = 8.2e-4 // J/m^2

61

62 // Active region difference in Ku1?

63 Ku1.setregion(1, Ku1_active)
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64 //Ku2.setregion(1, Ku2_active)

65

66

67 lex := sqrt(Aex.GetRegion(1) / (0.5 * mu0 * pow(Msat.GetRegion(1), 2)))

68 print(Aex.GetRegion(1), Msat.GetRegion(1))

69 print(lex) //exchange length using aex, msat

70

71

72 /*** End Material Parameters ***/

73

74 /***

75 Absorbing boundary conditions

76 Done by ramping up alpha near the ends of the wire (x-axis)

77 ***/

78 tmp:=0.0

79 for b:=0 ; b<=19 ; b++{

80 defregion(b+4,

81 xrange(length/2-(20-b)*20e-9,

82 length/2-(19-b)*20e-9).add(xrange(-length/2+(19-b)*20e-9,

-length/2+(20-b)*20e-9)))↪→

83 tmp=exp((b+1)/10)

84 print(tmp)

85 alpha.setregion(b+4,alphaFree*tmp)

86 }

87 saveas(alpha, "alpha")

88 /*** End Absorbing boundary conditions ***/

89

90

91 /* Set Material Parameters After Region Def */

92 //save(Msat)

93 //save(Aex)

94 //save(Ku1)

95
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96 /*

97 Regions:

98 0) nanowire

99 1) active_region

100 2) source rf

101 3) drain rf

102 */

103 tableadd(m.region(3))

104 tableadd(m.region(2))

105 tableadd(B_ext.region(1))

106 tableadd(B_ext.region(2))

107

108 /* f(H) Settings */

109 // Set to work for batch sims (HPC3)

110 // Settings in Oersted, program takes TESLA!!!

111 // Field must be OOP, sinc pulse should be perp to external field and easy axis.

112

113 H_app := $H_APP //Oe

114

115 theta_H := 0.1 //degrees from z-axis

116 phi_H := 89.9 //degrees from x-axis

117

118

119 /* Continuous Wave Excitation Settings */

120 f_set := 0.712 * 1.0e9 //Hz

121 f_cut := 20.0e9 //Hz for sampling rate (~ 2x probing frequency)

122 t_cut := 1 / f_cut

123 f_samp := 2 * f_cut

124 t_samp := 1 / f_samp

125

126 omega_cut := 2 * pi * f_set // Called omega_cut but actually should be omega_set

127

128 timestep := t_samp //25.0e-12
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129 timestep = 5e-12

130 totaltime := timestep*30000.0 //+ 10*t_cut//50.0e-9 + 10*t_cut

131 print("t_step =", timestep)

132 print("t_total =", totaltime)

133 print("Nfreq =", totaltime/timestep)

134 print("Nskip =", 10*t_cut/timestep)

135

136 /* START SIM */

137

138

139 // Saturation done by setting m uniform in B_ext direction

140 maxdt = 0

141 m = uniform(sin(theta_H*pi/180)*cos(phi_H*pi/180),

sin(theta_H*pi/180)*sin(phi_H*pi/180), cos(theta_H*pi/180))↪→

142

143 // Relax at set field converted to Tesla

144 B_app := H_app/1e4

145

146 Bx := B_app*sin(theta_H*pi/180)*cos(phi_H*pi/180)

147 By := B_app*sin(theta_H*pi/180)*sin(phi_H*pi/180)

148 Bz := B_app*cos(theta_H*pi/180)

149

150 B_ext = vector(Bx, By, Bz)

151

152 print("Set field: ", B_ext)

153 filename := sprintf("B_set_\%f_.ovf", B_app)

154 saveas(B_ext, filename)

155 Relax()

156

157 // Save relaxed State

158 filename = sprintf("Relaxed_\%f_.ovf", B_app)

159 saveas(m, filename)

160
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161 // Check damping values

162 print("alpha region 0: ", alpha.region(0))

163 print("alpha region 1: ", alpha.region(1))

164 print(Bx, By, Bz)

165

166 // Sinc excitation, along all axes

167 // sinc(x) returns sin(x)/x, we use x = 2pi*f_cut*t

168 Amp := 5/1e4 // Tesla

169

170 /***

171 B_ext.SetRegion(0, vector(

172 Bx + Amp*sin(theta_H*pi/180)*cos(phi_H*pi/180)*sinc(omega_cut*(t-20*t_cut)),

173 By + Amp*sin(theta_H*pi/180)*sin(phi_H*pi/180)*sinc(omega_cut*(t-20*t_cut)),

174 Bz + Amp*cos(theta_H*pi/180)*sinc(omega_cut*(t-20*t_cut)) ) )

175 ***/

176

177 B_ext.SetRegion(2, vector(

178 Bx + Amp*sin(theta_H*pi/180)*cos(phi_H*pi/180)*sin(omega_cut*(t)),

179 By + Amp*sin(theta_H*pi/180)*sin(phi_H*pi/180)*sin(omega_cut*(t)),

180 Bz + Amp*cos(theta_H*pi/180)*sin(omega_cut*(t)) ) )

181

182 print(B_ext.region(0))

183 print(B_ext.region(1))

184

185 tableautosave(timestep)

186 //autosave(m,timestep)

187 run(totaltime)//(50e-9 + 10*t\_cut)
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And an example python script is as follows:

"""

Description: (Amanatullah 'Mishu' Khan)

Modified to use for sweeping loop steps for

faster turnaround in hpc3

NOTE: template mx3 must have £VARNAME placeholders

matching that of substitute dict below

-> don't forget to drop the loop brackets!

"""

from string import Template

import numpy as np

import os

# specify the values for which we want to generate the scripts

# specify filename, this script must be in the same place as template

### UNITS OF Oe

start_happ = 240

end_happ = 240

steps_happ = 0

### UNITS OF var2 (PERCENT)

start_var2 = .98

end_var2 = 1.02

steps_var2 = 40

happ_values = np.linspace(start_happ, end_happ, steps_happ+1)

var2_values = np.linspace(start_var2, end_var2, steps_var2+1)
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print('ARRAY OF PARAMETERS:\n')

print('HAPP ARRAY:\n', happ_values)

print('VAR2 ARRAY:\n', var2_values)

print('RUN COUNT:\t', len(happ_values)*len(var2_values))

input('Confirm these parameters then key enter, otherwise ctrl+c')

template_file = "BATCH_mishu_swfet_fH_simple_cluster_run.mx3"

base_filename = "swfet_fH_simple_cluster_"

# read template script

with open(template_file,'r') as f:

scripttmpl = Template(f.read())

run_num = 1

for happ in happ_values:

for var2 in var2_values:

# write the script for each combination of field and var2 value

script = scripttmpl.substitute(dict(H_APP=happ, KU1_PERCENT=var2))

scriptfile = base_filename + "happ_%.1f_ku1_percentage_%.3f__run%g.mx3" % (happ,

var2, run_num)↪→

with open(scriptfile,'w') as f:

f.write(script)

print(scriptfile)

run_num += 1

print('ARRAY OF SCRIPTS HAVE BEEN MADE')

print('YOU MUST UPDATE THE TASK NUMBER OF RUNS IN THE SBATCH FILE')
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A.1.6 Queuing the Slurm Script Job

Finally, the slurm script that queues up all the jobs is:

#!/bin/bash

#SBATCH --job-name=sw26-1 ## Name of the job.

#SBATCH -A amanatuk ## account to charge

#SBATCH -p free-gpu ## partition/queue name

#SBATCH --nodes=1 ## (-N) number of nodes to use

#SBATCH --ntasks=1 ## (-n) number of tasks to launch

#SBATCH --cpus-per-task=1 ## number of cores the job needs

#SBATCH --error=slurm-%J.err ## error log file

#SBATCH --gres=gpu:V100:1 ## request use of 1 gpu

#SBATCH --array=1-41 ## number of array tasks

## £SLURM_ARRAY_TASK_ID iterates the number

# Run command hostname and save output to the file out.txt

nvidia-smi

module load cuda/10.1.243

dirname=/pub/amanatuk/simsdata/mumax3/SWFET_Sims/2022sims/\

SWFET_v26-1-fine_local_CW_rf_0.712GHz_with_gate_240Oe/

# Move to sim directory

cd ${dirname}

# Move job script to it

if [ $SLURM_ARRAY_TASK_ID -eq 1 ]

then

cp "$(readlink -f $0)" .

fi
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# Run job, if it finishes, move mx3 file into it, you'll need to check remaining mx3's

# to see which jobs need to be repeated (by modifying --array to run those)

srun ~/mumax3.10_linux_cuda10.1/mumax3 *run$SLURM_ARRAY_TASK_ID.mx3

mv *run$SLURM_ARRAY_TASK_ID.mx3 *run$SLURM_ARRAY_TASK_ID.out/

A.2 Post-processing Simulation Output Data

A.2.1 FFT Processing Of Series of Mumax3 Output Directories

This script crawls through filtered directories and post processes them. You can effectively

replace the core fast fourier transform bit of the code with whatever you desire to do to

process each directory.

from mpl_toolkits.mplot3d import Axes3D

from scipy.interpolate import griddata

from scipy.interpolate import interp1d

import matplotlib.pyplot as plt

import numpy as np

import pandas as pd

import re

import os

import glob

"""

Amanatullah 'Mishu' Khan

Bases fft from 2D_colorplot_from_mumaxtable_with_slicer_v3.py

Directory crawling and other features pulled from batch-output-ao-plotter_amplitude.py

Code looks at a number of directories looped over using batch mumax3 scripts
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used in hpc3 for faster turnaround.

It goes into each directory with it's table.txt, does fft of it, and spits out

an fft_table.txt in the same directory.

Another python script will iterate through these to do 2D plots and whatnot.

"""

# Filename related parameters, these are for regex

# Use regexr.com for help in getting proper regex

searchtoken1 = 'idc_([+-]?[\d.\d]+)'

searchtoken2 = 'ku1_([+-]?[\d.\d]+)'

token1_var = 'idc'

token2_var = 'ku1'

directory_template = 'Easy_Plane_SHO_v9-10-2f_jc_-z*.out'

#'Easy_Plane_SHO_v9-10-2f_jc_-z*.out'↪→

file_to_fft = 'table.txt'

# Apply Blackman filter to reduce spectral leakage, check wikipedia for more info

debug = True # Additional printouts

use_bm_filter = True # If false applies no window

interp_timestep = 5e-12 # Should set same as timestep in mumax3

skip_steps = 0e-9/interp_timestep # To cut off transients if table from t=0

column_to_fft = 5 # Column with m(t) data (0 indexed)

column_of_components = [5, 6, 7] # Columns of x, y, z data to process for Mvect

############################### End User Inputs ###############################

def cmpkey(text, token):

return float(re.findall(token, text)[0])

searched_directory_list = glob.glob(os.path.join(os.curdir,
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directory_template))

execpath = os.getcwd()

def get_column_label(path_to_file, index_of_column):

# var is named fields, this is the "h" part of usual fh plot

column_extract = pd.read_table(path_to_file, nrows = 3)

# get rid of the first # and space

column_extract.columns = column_extract.columns.str.replace('# ', '')

col_label = column_extract.columns[index_of_column].replace(r' \(.*\)','').replace('

()','').replace('.','') # cleanup↪→

col_label = re.sub(r'\(.*\)','',col_label) # cleanup 2 since above one is dumb af

return col_label

directory = []

for dirs in searched_directory_list:

try:

if not os.path.exists(execpath + '/' + dirs + '/' + file_to_fft):

print(dirs, 'Does not have', file_to_fft, 'skipping!')

continue

directory.append((dirs, cmpkey(dirs, searchtoken1), cmpkey(dirs, searchtoken2)))

# directory.append((dirs, cmpkey(dirs.replace('p', '.'))))

# print(list(map(float, re.findall(searchtoken,

# dirs.replace('p', '.')))))

except Exception as e:

print('Pulling directory vars failed!\n Reason: ', e)

pass

for l in directory:

print(l)
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input('Is the list correct?')

xyz_data = []

d_index = 0

# Loads in the data that we want to fft

for d in directory:

filename = execpath + '/' + d[0] + '/' + file_to_fft

print("FFTing: ", filename)

# Extract column name using pandas subroutine

column_name = get_column_label(filename, column_to_fft)

# loaded in as data[0] = t, data[1] = mx, etc..

data = np.loadtxt(filename, unpack=True)

tslice = data[0]

mslice = interp1d(tslice, data[column_to_fft])

mslice_squared = interp1d(tslice, np.square(data[column_to_fft]))

mvect = np.sqrt(np.square(data[column_of_components[0]]) +

np.square(data[column_of_components[1]]) +

np.square(data[column_of_components[2]]))

↪→

↪→

t_steps = int((tslice[-1] - tslice[0])/interp_timestep)

t = np.linspace(tslice[0], tslice[-1], t_steps)

# Debug

if debug:

print(tslice[0], tslice[-1], len(tslice), t_steps, len(mslice(t)), '\t',

max(mslice(t)))↪→

FFTlength = len(mslice(t)) - int(skip_steps) if(int(skip_steps) < len(mslice(t)))

else len(mslice(t))↪→

FFTstart = int(skip_steps) if (int(skip_steps) < len(mslice(t))) else 0
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print('FFT length (N-k):', FFTlength)

print('Skipping (k) steps:', FFTstart, '=', interp_timestep*FFTstart, 'seconds')

# Applies blackman spectral filter

window = np.blackman(FFTlength) if use_bm_filter else 1

mslice_remove_offset = mslice(t) - np.mean(mslice(t))

mslice_squared_rem_off = mslice_squared(t) - np.mean(mslice_squared(t))

# Generate linear and log scale fft, applies window, takes absolute value, keeps

positive frequency portion of fft output.↪→

fft_linear = np.abs(np.fft.fft(mslice_remove_offset[-FFTlength:]*window))*

(2.0/FFTlength)↪→

fft_linear = fft_linear[0:int(FFTlength/2)]

fft_log = np.log10(np.abs(np.fft.fft(mslice_remove_offset[-FFTlength:]*window))*

(2.0/FFTlength))↪→

fft_log = fft_log[0:int(FFTlength/2)]

fft_squared_linear = np.abs(np.fft.fft(mslice_squared_rem_off[-FFTlength:]*window))*

(2.0/FFTlength)↪→

fft_squared_linear = fft_squared_linear[0:int(FFTlength/2)]

fft_squared_log =

np.log10(np.abs(np.fft.fft(mslice_squared_rem_off[-FFTlength:]*window))*

(2.0/FFTlength))

↪→

↪→

fft_squared_log = fft_squared_log[0:int(FFTlength/2)]

# Generate frequency axis in units of GHz

frequencies = np.fft.fftfreq(FFTlength, d = interp_timestep)[0:int(FFTlength/2)]/1e9

filename = execpath + '/' + d[0] + '/' + 'fft_' + file_to_fft

print('Saved fft to: ', filename)

# Save fft data as a new table

datahdr = ('Frequency(GHz)',

column_name + '_fft_linear',

column_name + '_fft_log',

column_name + '_squared_fft_linear',
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column_name + '_squared_fft_log')

np.savetxt(filename, np.transpose(np.array([frequencies,

fft_linear,

fft_log,

fft_squared_linear,

fft_squared_log])),

newline = '\n', header = '\t'.join(map(str, datahdr)))

datahdr = ('t(s)', 'Mvect')

filename = filename = execpath + '/' + d[0] + '/' + 'Mvect_table.txt'

print('Saved mvect to: ', filename)

np.savetxt(filename, np.transpose(np.array([tslice, mvect])),

newline = '\n', header = '\t'.join(map(str, datahdr)))

A.2.2 Generating Colorplots from Simulation Data

Additionally, a similar structure can be adopted to organize the data in a digestible format,

in the script below I compile a series of generated fft’s to form a color plot that yields valuable

insight into the data:

from mpl_toolkits.mplot3d import Axes3D

from scipy.interpolate import griddata

from scipy.interpolate import interp1d

import matplotlib.pyplot as plt

import numpy as np

import pandas as pd

import re

import os

import glob

"""
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Amanatullah 'Mishu' Khan

Directory crawling and other features pulled from batch-fft-the-tables.py

Code looks at a number of directories looped over using batch mumax3 scripts

used in hpc3 for faster turnaround.

It goes into each directory, reads in the fft_table.txt, and processes as the user

desires, in this case it will generate color plots and flattened 3d maps.↪→

pseudo code is as follows:

scan for appropriate directories

for each dir:

read in the fft data

map it to vars extracted from directory

map flattened data to same vars as a separate tuple

for each set of tuples made from the data crawling:

for each fixed var1 (or var2):

generate 2d colorplot for each var2 (or var1)

save fftmatrix in new folder for each fixed var1 (or var2)

generate flattened data of all colormaps together (also a colormap)

save this flattened data matrix in same directory

generated frequency extracted version of flattened data

save this data matrix as well

To do:

Address cplot z scale to truncate below min cutoff frequency (now only cuts off above

max)↪→

Save raw matrix data alongside png's for magicplot import (easier to adjust and

analyze)↪→
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"""

############################### Directory Inputs ##############################

# Filename related parameters, these are for regex

# Use regexr.com for help in getting proper regex

searchtoken1 = 'idc_([+-]?[\d.\d]+)'

searchtoken2 = 'ku1_([+-]?[\S.]+)__'

token1_var = 'Idc'

token1_var_units = 'mA'

token2_var = 'Ku1'

token2_var_units = 'ergs/cm^2'

directory_template = 'Easy_Plane_SHO_v9-10-2f_jc_-z*out'

file_to_process = 'fft_table.txt'

column_to_process = 2 # Column with fft data (0 indexed)

############################ Plotting Inputs ##################################

# 2D colorplots from fixing each var1/var2

y_axis_range_max = 4.0

y_axis_range_min = 0.1

number_of_cplot_levels = 100

############################

# 2D 'flattened' colorplot from extracing max amplitude from every fft

flatten_threshold = -5

title = 'Eigenmode max amp phase plot (IDC)'

z_label = 'Log Amplitude (a.u.)'

z_label_from_yaxis = 'Frequency (GHz)'

# If this is false it'll do 3d plot

contour_plot = True

# Removes this many rows from beginning of data before flattening

# Useful mainly when removing dc leakage in fft (artificial maximum at 0 f)
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truncate_range = 1

# If true, returns the y axis where the max is found (like f in fft)

# when false, simply extracts the maximum value across slice

flatten_to_yaxis = False

############################### End User Inputs ###############################

def cmpkey(text, token):

return float(re.findall(token, text)[0])

searched_directory_list = glob.glob(os.path.join(os.curdir,

directory_template))

execpath = os.getcwd()

def get_column_label(path_to_file, index_of_column):

# var is named fields, this is the "h" part of usual fh plot

column_extract = pd.read_table(path_to_file, nrows = 3)

# get rid of the first # and space

column_extract.columns = column_extract.columns.str.replace('# ', '')

col_label = column_extract.columns[index_of_column].replace(r' \(.*\)','').replace('

()','').replace('.','') # cleanup↪→

col_label = re.sub(r'\(.*\)','',col_label) # cleanup 2 since above one is dumb af

return col_label

directory = []

for dirs in searched_directory_list:

try:

if not os.path.exists(execpath + '/' + dirs + '/' + file_to_process):

print(dirs, 'Does not have', file_to_process, 'skipping!')
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continue

directory.append((dirs, cmpkey(dirs, searchtoken1), cmpkey(dirs, searchtoken2),

cmpkey(dirs, 'run([+-]?[\d.\d]+).out')))↪→

# directory.append((dirs, cmpkey(dirs.replace('p', '.'))))

# print(list(map(float, re.findall(searchtoken,

# dirs.replace('p', '.')))))

except:

print('Encountered an error trying to find\t', dirs)

pass

# Sort by the run order, this makes the colorplots come out correctly

directory = sorted(directory, key=lambda item: item[3])

for l in directory:

print(l)

input('Is the list correct?')

data_matrix = []

xyz_flattened = []

d_index = 0

# Loads in the fft data that we want to process

for d in directory:

filename = execpath + '/' + d[0] + '/' + file_to_process

# Extract column name using pandas subroutine

column_name = get_column_label(filename, column_to_process)

print("Processing:\t", filename)

print("Extracting:\t", column_name)

# loaded in as data[0] = t, data[1] = mx, etc..

data = np.loadtxt(filename, unpack=True)

frequency = data[0]
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max_from_slice = max(data[column_to_process][truncate_range:])

# Flatten to just raw maximum

if not flatten_to_yaxis:

flattened_data = (d[1], d[2], max_from_slice)

# Otherwise flatten to the frequency where max is found

# If max amplitude is below threshold, set to 0

else:

if max_from_slice < flatten_threshold:

flattened_data = (d[1], d[2], 0)

else:

flattened_data = (d[1], d[2], data[0][np.where(data[column_to_process] ==

max_from_slice)[0]])↪→

xyz_flattened.append(flattened_data)

fft_tuple = (d[1], d[2], frequency, data[column_to_process])

data_matrix.append(fft_tuple)

if d_index == -1:

break # For debugging

d_index += 1

# Iterating over tuple list to extract axes

var1_axis = np.unique([stuff[0] for stuff in data_matrix])

var2_axis = np.unique([stuff[1] for stuff in data_matrix])

pd_data = pd.DataFrame(data_matrix, columns=[token1_var, token2_var, "frequency",

"fft"])↪→

f_pd = pd.DataFrame(frequency, columns=['frequency'])

print(pd_data)

# Makes colorplots with fixed var1's

for var1 in var1_axis:

break #Since FH, these may not yield much

temp_xyz = []

cplot_data = pd_data[pd_data[token1_var] == var1]
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frequency_cut = len(f_pd[f_pd['frequency'] < y_axis_range_max])

fftmatrix = np.vstack([d for d in cplot_data["fft"]]).T[:frequency_cut]

frequency = frequency[:frequency_cut]

# For cplot

fft_max = fftmatrix.max()

fft_min = fftmatrix.min()

fft_step = round((fft_max-fft_min)/number_of_cplot_levels, 20)

lvls = np.arange(fft_min, fft_max+fft_step, fft_step)

# Plotting

plt.subplot(1, 1, 1)

#print(cplot_data[token2_var].shape, frequency.shape, fftmatrix.shape)

cplot = plt.contourf(cplot_data[token2_var].to_numpy(), frequency, fftmatrix,

levels=lvls)↪→

plt.ylim([y_axis_range_min, y_axis_range_max])

plt.xlabel(token2_var + '(%s)' % (token2_var_units))

plt.ylabel('frequency (GHz)')

plt.title('%s with %s fixed at %s %s' % (column_name, token1_var, str(var1),

token1_var_units))↪→

cbar = plt.colorbar()

cbar.ax.set_ylabel('Amplitude')

cplot_image_name = 'Easy_Plane_SHO_v9-10-2f_jc_-z_*.out'.replace('*', '%s_%s' %

(token1_var, str(var1)))↪→

plt.savefig(cplot_image_name.replace('.out', '.png'))

print('Saved ', cplot_image_name.replace('.out', '.png'))

# Cleanup for next plot

plt.clf()

# NOTE MAKE SURE THE PD IS ORDERING BY VAR2 IN THIS LOOP

# Makes colorplots with fixed var2's

for var2 in var2_axis:

temp_xyz = []

cplot_data = pd_data[pd_data[token2_var] == var2]
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#print(cplot_data)

frequency_cut = len(f_pd[f_pd['frequency'] < y_axis_range_max])

fftmatrix = np.vstack([d for d in cplot_data["fft"]]).T[:frequency_cut]

frequency = frequency[:frequency_cut]

# For cplot

fft_max = fftmatrix.max()

fft_min = fftmatrix.min()

fft_step = round((fft_max-fft_min)/number_of_cplot_levels, 20)

lvls = np.arange(fft_min, fft_max+fft_step, fft_step)

# Plotting

plt.subplot(1, 1, 1)

#print(cplot_data[token1_var].shape, frequency.shape, fftmatrix.shape)

cplot = plt.contourf(cplot_data[token1_var].to_numpy(), frequency, fftmatrix,

levels=lvls)↪→

plt.ylim([y_axis_range_min, y_axis_range_max])

plt.xlabel(token1_var + '(%s)' % (token1_var_units))

plt.ylabel('frequency (GHz)')

plt.title('%s with %s fixed at %s %s' % (column_name, token2_var, str(var2),

token2_var_units))↪→

cbar = plt.colorbar()

cbar.ax.set_ylabel('Amplitude')

cplot_image_name = 'Easy_Plane_SHO_v9-10-2f_jc_-z_*.out'.replace('*', '%s_%s' %

(token2_var, str(var2)))↪→

plt.savefig(cplot_image_name.replace('.out', '.png'))

print('Saved ', cplot_image_name.replace('.out', '.png'))

# Cleanup for next plot

plt.clf()

# Flattened colorplot plotting

x, y, z = zip(*xyz_flattened)

z = list(map(float, z))

grid_x, grid_y = np.mgrid[min(x):max(x):100j, min(y):max(y):100j]
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grid_z = griddata((x, y), z, (grid_x, grid_y), method='nearest')

# Makes and saves it.

fig = plt.figure()

if contour_plot:

ax = fig.add_subplot(111)

grid_extent = [grid_x.min(), grid_x.max(), grid_y.min(), grid_y.max()]

cplot = ax.imshow(grid_z.T, extent=grid_extent, aspect='auto', origin='lower')

cbar = fig.colorbar(cplot, ax=ax)

cbar.set_label(z_label if not flatten_to_yaxis else z_label_from_yaxis)

else:

ax = fig.gca(projection='3d')

ax.plot_surface(grid_x, grid_y, grid_z, cmap=plt.cm.Spectral)

plt.title(title)

plt.xlabel('%s (%s)' % (token1_var, token1_var_units))

plt.ylabel('%s (%s)' % (token2_var, token2_var_units))

if not flatten_to_yaxis:

cplot_image_name = 'Easy_Plane_SHO_v9-10-2f_jc_-z_*.out'.replace('*', '%s_%s_%s' %

(token1_var, token2_var, 'FLATTENED'))↪→

else:

cplot_image_name = 'Easy_Plane_SHO_v9-10-2f_jc_-z_*.out'.replace('*', '%s_%s_%s' %

(token1_var, token2_var, 'FLATTENED_yaxis'))↪→

plt.savefig(cplot_image_name.replace('.out', '.png'))

plt.show()
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A.2.3 Animating Mumax3 Data In Blender

I wrote a script that allows the animation studio Blender (free and open source) to take in the

table.txt output from Mumax3 and generate an animation of M vs t. In principle this script

can be adapted to do whatever desired per data point in the imported file. I present this code

to showcases how powerful scripting can be in representing data in compact, meaningful, and

digestible ways such as videos.

import bpy

import numpy as np

import bmesh

# Loads in table.txt which holds the averaged mx, my, mz, and time step outputs from

micromagnetic simulation↪→

# Generates the spline curves that draw the planar projections of the M trajectory

# Makes the M arrow point along the trajectory by locking the arrow z-axis to always

point at a zero emitting light point source.↪→

# Point source is updated every frame t to new x,y,z

# Scaling of the arrow is set by the vector magnitude.

# Requires the arrow to already be drawn and set to originate from 0, 0, 0

# Backgrounds and other things are not affected.

filename = 'D:\\Mishu\\Documents\\Krivorotov Labs\\Python Stuff\\RCIC SIM

FILES\\EPSHO\\EPSHO_v9-10-2f-BATCH-v8_linear_calculated_tdep\\' +

'Easy_Plane_SHO_v9-10-2f_jc_-z_idc_2.4424_ku1_3.1614__run61.out\\table.txt'

↪→

↪→

data = np.loadtxt(filename, unpack=True)

x = data[5][0:2860]

y = data[6][0:2860]

z = data[7][0:2860]

t = data[0][0:2860]
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vector_xyz = np.vstack((x, y, z))

#Need to reset spline objects, ignore the time text curve object

try:

for crv in bpy.data.curves:

if crv != bpy.data.curves['time text']:

bpy.data.curves.remove(crv)

for stuff in bpy.app.handlers.frame_change_pre:

bpy.app.handlers.frame_change_pre.remove(stuff)

except:

pass

# M path and projection planes

m_curve = bpy.data.curves.new('m_curve', 'CURVE')

m_curve.dimensions = '3D'

spline = m_curve.splines.new(type='NURBS')

m_spline = bpy.data.objects.new('m_spline', m_curve)

bpy.context.scene.collection.objects.link(m_spline)

xy_curve = bpy.data.curves.new('xy_curve', 'CURVE')

xy_curve.dimensions = '3D'

spline = xy_curve.splines.new(type='NURBS')

xy_spline = bpy.data.objects.new('xy_spline', xy_curve)

bpy.context.scene.collection.objects.link(xy_spline)

yz_curve = bpy.data.curves.new('yz_curve', 'CURVE')

yz_curve.dimensions = '3D'

spline = yz_curve.splines.new(type='NURBS')

yz_spline = bpy.data.objects.new('yz_spline', yz_curve)

bpy.context.scene.collection.objects.link(yz_spline)

zx_curve = bpy.data.curves.new('zx_curve', 'CURVE')
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zx_curve.dimensions = '3D'

spline = zx_curve.splines.new(type='NURBS')

zx_spline = bpy.data.objects.new('zx_spline', zx_curve)

bpy.context.scene.collection.objects.link(zx_spline)

#establish objects to animate

print('\n\n\n')

m_vect_focal_point = bpy.data.objects['rotation focal point']

m_vect_arrow = bpy.data.objects['ARROW']

m_spline = bpy.data.objects['m_spline']

time_text = bpy.data.objects['time text']

scene = bpy.data.scenes['Scene']

def recalculate_text(scene):

frame_num = scene.frame_current

time_text.data.body = "t = %.2f" % (t[frame_num]*1e9) + ' ns'

#remove previous animation frames

for stuff in bpy.data.objects:

if stuff != bpy.data.objects['Camera']:

stuff.animation_data_clear()

#m_vect_focal_point.animation_data_clear()

#m_vect_arrow.animation_data_clear()

#m_spline.animation_data_clear()

#m_curve.animation_data_clear()

#xy_spline.animation_data_clear()

#xy_curve.animation_data_clear()

#yz_spline.animation_data_clear()

#yz_curve.animation_data_clear()
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#zx_spline.animation_data_clear()

#zx_curve.animation_data_clear()

#some prepping of objects

m_spline.data.bevel_depth = 0.01

xy_spline.data.bevel_depth = 0.01

yz_spline.data.bevel_depth = 0.01

zx_spline.data.bevel_depth = 0.01

m_spline.data.materials.append(bpy.data.materials['m spline'])

xy_spline.data.materials.append(bpy.data.materials['xy spline'])

yz_spline.data.materials.append(bpy.data.materials['yz spline'])

zx_spline.data.materials.append(bpy.data.materials['zx spline'])

mesh = m_vect_arrow.data

v_edge_tot = [0] * len(mesh.vertices)

maxedges = 0

maxvert = None

for edge in mesh.edges:

for vert in edge.vertices:

v_edge_tot[vert] += 1

count = v_edge_tot[vert]

if count > maxedges:

maxedges = count

maxvert = vert

vert = mesh.vertices[maxvert]

m_vect_focal_point.location = [x[0],y[0],z[0]]

m_vect_arrow.scale = [0.05, 0.05, 1.0]

m_vect_arrow.dimensions = [0.16,0.16,1]

orig_scale = m_vect_arrow.scale.copy()
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for i in range(0, len(x)):

m_vect_focal_point.location = [x[i],y[i],z[i]]

m_vect_arrow.scale = orig_scale*np.linalg.norm([x[i],y[i],z[i]])

bpy.context.view_layer.update()

m_vect_focal_point.keyframe_insert('location', frame=i)

m_vect_arrow.keyframe_insert('scale', frame=i)

# Draw path of vector tip in 3d

vector_tip = list(m_vect_arrow.matrix_world @

bpy.data.objects['ARROW'].data.vertices[maxvert].co)↪→

bevel_end = float((i+1.0)/len(x))

print(vector_tip)

m_spline.data.splines[0].points.add(1)

m_spline.data.splines[0].points[-1].co = (vector_tip + [1.0])

m_curve.bevel_factor_end = bevel_end

m_curve.keyframe_insert('bevel_factor_end', frame=i)

xy_spline.data.splines[0].points.add(1)

xy_spline.data.splines[0].points[-1].co = ([vector_tip[0], vector_tip[1], -1] +

[1.0])↪→

xy_curve.bevel_factor_end = bevel_end

xy_curve.keyframe_insert('bevel_factor_end', frame=i)

yz_spline.data.splines[0].points.add(1)

yz_spline.data.splines[0].points[-1].co = ([-1, vector_tip[1], vector_tip[2]] +

[1.0])↪→

yz_curve.bevel_factor_end = bevel_end

yz_curve.keyframe_insert('bevel_factor_end', frame=i)

zx_spline.data.splines[0].points.add(1)
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zx_spline.data.splines[0].points[-1].co = ([vector_tip[0], 1, vector_tip[2]] +

[1.0])↪→

zx_curve.bevel_factor_end = bevel_end

zx_curve.keyframe_insert('bevel_factor_end', frame=i)

#time_text.data.body = "t = %.2f" % (t[i]*1e9) + ' ns'

#print(time_text.data.body)

#time_text.keyframe_insert('body', frame=i)

bpy.data.scenes['Scene'].frame_end = len(x) + 1

bpy.app.handlers.frame_change_pre.append(recalculate_text)

#print(orig_scale, np.linalg.norm([x[i],y[i],z[i]]),

orig_scale*np.linalg.norm([x[i],y[i],z[i]]))↪→

A.3 Electron Beam Lithography Notes

Often times there are some niche issues or subtle things that arise when using the EBL

system at LEXI Magellan. I will document some notes I had regarding them.

round(-1) error

Sometimes NPGS will throw the above error and prematurely end the writing procedure, this

seems to happen if your pattern overextends beyond the original image window. Reducing

the zoom factor in your NPGS runfile can prevent this from happening.
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Defocusing from beam swapping

If you are writing an array of devices and are repeatedly swapping from low current to high

current, the beam may gradually lose focus from switching, it is very obvious when switching

to very big currents then back. You can mitigate this by first writing all of the fine features in

an array with the lowest current first, then switching to the next lowest current and writing

those patterns, and finally switch to the largest current to do the leads. This also saves some

time as the SEM will not have to keep switching between currents. It can be done in NPGS

as follows:

• Duplicate the original entity that writes the array, e.g. if there are three layers to your

write, there should be three copies.

• Set the first array entity to SKIP all other layers aside from the first one.

• The second array entity similarly will skip the first layer and third onwards.

• The third would skip layer 1 and layer 2.

• Make sure that all three entities have the same parameters, especially the appropriate

dosages and beam current indices.

• Make sure that all other arrays aside from the first have 0,0 for the XY Move to

Pattern Center field.

It is useful to use the office NPGS’s ”Simulate Writing” command to make sure your runfile

is executing properly.
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DAC Drifting

If your layer has a lot of features that need to be carefully spaced (like fingers in an interdigital

transducer), the DAC that controls the e-beam such that your pattern is written can have

some non-zero drifting as it writes, this is most notable when it writes one half of a pattern,

jumps elsewhere, and finally comes back to finish. I have observed this drift to be on the

order of 100 nm, which can ruin devices Fig. A.1.

Figure A.1: DAC drift leading to overlap Darker structures are supposed to be spaced
identically to the bright structures on the right. NPGS wrote half of the grating at the
beginning and wrote the other half at the end. Due to the drift, they ended up overlapping.

You can make NPGS guarantee writing pieces of a pattern in one continuous fashion by

grouping those pieces into a ‘cell’ in layout editor. I have seen however that if the pattern is

too large, it will split writing it no matter what. I suggest maybe breaking it into parts and

using the write simulation to see how it writes until you’re satisfied.
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