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'Counterfeit Tones' in the Speech of Southern
Thai Bidialectals
Jack Gandour

[University of California, Los Angeles]

Abstract

Evidence from tone errors produced by Southern Thai bidialectal
reveals that the disordering mechanisms (perseveration, anticipation, trans-
position) that have been proposed to handle consonant and vowel errors
may be extended without modification to tone errors. The tone errors
further reflect or support the independence of tone features and some
proposed universals regarding tone rules. Although some of the tone errors
may be directly attributed to 'dialect interference', the majority of
errors are better explained in terms of more general physiological and/
or perceptual factors (among others) that may intrude in the production
of an utterance.* :

0. Introduction

In recent years there has been a growing interest in speech errors
because of the evidence they provide on questions concerning internalized
grammars and the production of speech. All of the earlier studies, with
the exception of Fromkin (1971), have discussed errors that involve con-
sonants and vowels--i.e. 'segmental' errors, but have not disucssed errors
of stress, tone or quantity--i.e. 'suprasegmental' errors. In this paper
I will mainly discuss errors that involve tonal phenomena.

*The data for this paper was collected from December 1974 to September
1975 in Phuket province in southern Thailand. The research was made
possible by fellowships granted by the Social Science Research Council -
American Council of Learned Societies and the National Science Foundation.
I wish to thank Sathorn Hararak, Kannika Pokapol, Suchow Pongsanon,
Maitree Chantra, and Jariya Chingsakul for their help in collecting the
data; Vicki Fromkin for her invaluable contributions to the paper both
substantively and editorially; members of the 1975-1976 UCLA Tone Seminar--
especially Peter Ladefoged, Ian Maddieson, and Steve Anderson for their
helpful comments and suggestions. I alone, of course, take complete res-
ponsibility for the content of the paper; the views expressed herein do
not necessarily reflect those of any of the above-mentioned persons or
institutions. An earlier version of this paper was presented at the 1975
Winter Meeting of the Linguistic Society of America, San Francisco.



The earlier studies of consonant and vowel errors show rather con-
vincingly that the errors are not merely random substitutions but instead
are contextually conditioned and constrained by the structure of the
language. Since tones, like consonants and vowels, also play a distinc-
tive phonological role, we might expect tone errors to be subject to similar
processes. I will attempt to show that tone errors can be accounted for the
same kinds of explanations that have been proposed for consonant and vowel
errors, and further, that they similarly provide evidence for linguistic
constructs.

The 350 tone errors that were analyzed were produced by bidialectal
speakers in Phuket province in southern Thailand when speaking Standard
Thai (Siamese). They were collected by myself and by two native speakers
of Phuket Thai and one native speaker of Standard Thai.l

The aim of the study was not to compare differences between tonal
errors produced by bidialectal and monodialectal speakers but primarily
to see if tonal errors were similar to or different from segmental errors.
Since almost all speakers in the Phuket province speaking Standard Thai
are bidialectal, a collection of errors in this region of necessity in-
volved bidialectals. A comparison of types of errors must therefore await
future collection of errors produced by native Standard Thai speakers.
Since these unintentional errors which occurred in spontaneous speech were
produced by bidialectals it was necessary to distinguish between errors
due to dialect interference and those of a more general character.

The speakers of Southern Thai dialects are well aware of the mistakes
they produce when speaking Standard Thai, as is shown by the fact that
they characterize such errors as 'counterfeit speech'. This is an apt
description sincé the errors constitute a deviation from the standard
language; analogously, counterfeit money constitutes a deviation from a
standard currency. We can thus call the tonal errors counterfeit tones.

As will become apparent, some of the errors, especially those that
result from the misapplication of a tone rule of the Phuket dialect, can
be accounted for in terms of dialect interference. These provide evi-
dence for the 'psychological reality' of such phonological rules. How-
ever, the largest number of errors can be better explained by more
general mechanisms causing a serial disordering of whole tones or tomal
features, as suggested in Lashley's (1951) seminal paper on serial order
in behavior.

lThe tones in error, plus their context, were written down in
Standard Thai orthography. This method of transcribing errors made it
possible to unambiguously identify the substituted tones with any of the
tones of either Standard Thai or Phuket Thai. It did not, however, allow
for a reliable transcription of tone errors that could not be categorized
in either of the two dialects. Such errors, if they do occur in any
systematic way, were simply not accessible to this method of investigation.



Figure 1 presents a comparison of the tones of Standard Thai and
Phuket Thai.

(1) Standard Thai Phuket Thai

khaa 'leg' [/ 1 'rising' [™ 'high-falling'
khaa 'galangal’ 1 'Low'

paa 'forest'

' ' [~] 'mid-rising-falling'
paa to throw [=] 'mid’ '
naa 'rice field' [—] 'low-falling
khaa 'value' [«+] 'rising'

\ . 1]

paa 'aunt' [N falling [—] 'high-mid-level'
chaa 'slow’ [T ] 'high' [—] 'low-level'
mot 'used up' [T ] 'high'

[~ 1 T"low'
kop 'frog' [] 'mid'
mot 'ant' [ 1] 'high' [~] "low'
saat 'to splash’

[e—] 'low' [—] 'high-mid-level'
baat 'monetary

unit'

phaap 'picture' [™N\] 'falling' [—] 'rising'

In non-stopped syllables Standard Thai has five contrastive tonesi

rising, low, mid, falling, and high; Phuket Thai has six distinctive tones:
high-falling, mid-rising-falling, low-falling, rising, low-level, and high-
mid-level.

If the tonal errors were simply due to dialect interference one would
show a substitution of the Phuket tone for the Standard Thai tone in cog-

nate words. Sixty-five percent of the errors: cannot be accounted for in
this way.

Since there are only five phonetically contrastive tones in Standard
Thai, one might argue that the tone substitution errors produced by the
Phuket bidialectal are due to chance. A chance hypothesis would be con-
firmed if we found that the errors were unsystematic and not subject to
explanation: that is, if we found, for example, that the substituted
tones were generally insensitive to the surrounding phonological and/or
phonetic context of the utterance. But, as we shall see, these tone errors
are not random and can be explained by the same principles that account



(2)

for segmental errors--perseveration, anticipation, and transposition.

1. Kinds of Tone Errors

1.1 Errors of Perseveration

Errors of perseveration result in the substitution of one tone in
perseveration of an identical or similar tone which occurs earlier in the
utterance. The examples in 2 illustrate such errors.

Phuket Thei:

Standard Thai:

b.

Phuket Thsi:

Standard Thai:

Phuket Thai:

Standard Thai:

d.

Phuket Thei:

Standard Thai:

Phuket Thai:

Standard Thei:

f.

Phuket Thai:

Standard Thai:

rian maj ruu rvan '(I) can't seem to learn'
( —_ T e

[— ~ = =)
Lei—

Jea wean khoon wa) vphenphsan 'Don't leave things
[N . ™ — —~ —~ 1 scattered around.'
[ — — - - ™ T )

L. =

thoon  ruan "(I've) got diarrhesa.’

[ -

[ — ]

fon tok ma)} thaw fea 'It's not raining ell over.'

[ - ~~ = = ]
L*[\]

rewv  ton heaan raan rzazm klaj kan 'We must spend the

[~ — M\ o -~ night ewey from each
other.'
[— N - — — — —
L+["\] = Phuket Thai

chan pluuk  khinkhaa 'T grov ginger.'

[ — — =N )

— ]

[ — -/
I—»[./]



g khoo ha} thasen pa) duaj 'I'd like for you to go too.'
Phuket Thai:[ ™) — — —_ ]

Standard Thei:[ . "N\ ™\ — ™\ ]

L. ]

h. khew thuuk klanklezn 'He was being picked on.'
Phuket Thai:[ — — - — ]

— —_ N

L

i. pluuk khaaw sia haal meakx ‘A lot of our rice was
Phuket Thai:[ — - R — ] ruined.'

Standard Thai:[ —

Stendard Thaei:[ __ ™\ -~ ™ ]

L.

J. haa khamphleen 'Look for song lyries.'
Phuket Thai:[ ™ — — ]

Standard Thai:[ _/ —_ ]

| L. 1
k. khruu  khon

naj soon  poo  sii 'Which teacher teaches
Phuket Thai:[ —— —_—
v

- — ] Grade L?°'
_/ - ]

L

2a-c show perseveration of a high tone, 2d-e a falling tone, 2f-g a
rising tone, and 2h-i a low tone. No examples of perseveration of a mid
tone occur in the present corpus. 2j-k further illustrate that the sub-
stituted tone need not occur on a contiguous syllable. As we shall see, this
also holds true for errors of anticipation and transposition, similar to
consonant and vowel errors.

Standard Thai:[ —— —

Each example contains the following: a broad phonetic transcription
of the tones of the utterance in both Phuket Thai and Standard Thai; the
counterfeit tone(s), which appears directly below the intended Standard
Thai tone(s), together with an indication of whether the tone in error is
identical to the tone for that particular lexical item in Phuket Thail
(=Phuket Thai) or not (blank=Standard Thai); an arrow that points from the
tone(s) that caused the disordering to the counterfeit tones producéd in
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the error; a broad phonetic transcription of the Standard Thai segments

of the utterance (the Phuket Thai consonant and vowel segments are not

given where they differ from Standard Thai, since they are not immediately
relevant to the issues under discussion); and finally, a rough English trans-
lation of the intended Standard Thai utterance.

These perseverative tone errors in 2 are similar to a segmental error
like 'Chomsky and Challe' for the intended 'Chomsky and Halle' (Fromkin
1971).

1.2 Errors of Anticipation
Errors of anticipation result in a substitution of one tone in an-

ticipation of an identical or similar tone which occurs later in the ut-
terance, as shown in 3.

a. Jook raw  hoohum dua) banjeakaat 'The earth is
Phuket Thai:[ __ -_ T - ~— — == ] covered with an
atmosphere.'
Standard Thei:[ ™\ - _ ™ —_— 1]
™ J = Phuket Thai
b. kha) ka) soon  foon '"™o chicken eggs.'
Phuket Thai:[ ™ —~ ™ _ ]
Standard Thai:[ __ N 4 — ]
c. Jaa mas heam vprasp phom 'Don't restrict me.'
Phuket Thai:[ —» _ N — \ ]

Standard Thai:[ __ — ™\ —_— -/ 1

(-] —

d. mii khwaasmlvamlam kan mask 'There's a lot of inequality."
Phuket Thai:[ — ~_~ T~ ]

Standard Thei:[ — — __ 7T = TV ]
(—-]
e. malzzn maw bin  khaw  koonfa) 'The dizzy fly flew
Phuket Thai:[ - — — _ —~ — ] into the fire.'

Standard Thai:[ - ~— — — ™\ —_— -]

N e
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f. pen  khe) maa laa) wan laew "(I've) had a fever

Phuket Thai:[ — N ‘'~  —— ] for several days now.'

Standard Thai:{ -~ ~ — _J — - ]

g. thoon  ruan "(I've t & ,
Phuket Thai:[ : ( ) got diarrhea.

Stenderd Thei:[ — = T\ ]

M —

3a-d, in that order, show anticipation of a falling, rising, low, and
high tone. No examples of anticipation of a mid tone are found in the
present corpus. 3e-f show that the substituted tone need not occur on a con-
tiguous syllable. As is true of segmental errors, the fact that tone errors
may involve non-contiguous syllables further suggests that speech production
is not based on a simple left-to-right Markov processing of successive ele-
ments, but instead involves the processing of a larger syntactic/phonological
organizational unit prior to the issuing of motor commands. These tone errors
then are not errors in motor control but rather errors in the linguistic
message. 3g, in comparison with 2c, shows that the same sequence of words
may be subject to either an error of anticipation or perseveration. ‘

These anticipatory tone errors are also similar to segmental errors,
as in the example 'alsho share' for the intended 'also share' (Fromkin 1971).
However, unlike the results of investigations of segmental errors in which
the majority were found to be anticipatory (Fromkin 1971:30), in the present
corpus of tone errors, perseverative errors outnumber anticipatory errors
by a ratio of about 2 to 1.

Hyman and Schuh (1974), in their discussion of universals of tone
rules based on evidence from tone languages spoken in West African, observe
that rules that spread tones from left-to-right (i.e. perseverative tone
rules) are quite common in these languages whereas rules that spread tones
in the opposite direction (i.e. anticipatory tone rules) rarely occur. They
further observe that these perseverative tone rules are most likely to occur
when the interval between the two tones is greatest.

The predominance of perseverative tone errors might reflect this ten-
dency for tones to spread from left-to-right, possible reflecting some built-
in constraint in the speech production mechanism. The absence of mid tone
in perseverative tone errors might reflect the tendency for tones to spread
when the interval between the two is greater.
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1.3 Errors of Transposition.

Errors of transposition, commonly called 'Spoonerisms' when they in-
volve segments, result when two tones reverse or switch their original

position in an utterance.

Transposition errors are illustrated in 4.
(%)

kin

khaaw
Phuket Thai:{ -—

-~

lz=azw

——

]

Stendard Thei:{ —

'(I've) already had dinner.'

-
M} [=]
b. phom  mii  chiiwit Jaan chomchyyn 'I have & nice life.'
Phuket Thai:[ —™ —_ — —_ e
Standard Thai:[ _~ — - 7 —_— - N ]
D e o
(M\] [—]
c. khaw them rus rua la} 'He made a hole in the fence,'
Phuket Thai:[ — —_ — — ]
Standard Thai:[ ~ — — N )
B
Y I
4. van nil prechum klum ha) klumeca) 'Today's meeting
Phuket Thai:[ — __ P — — —_— —~~ depressed me.'
Standard Thei:[ — ™ .+ — — N N =)
M} (-]
e. mii  khwaamruusyk  khomkhyyn '(I) feel bitter.'
Phuket Thei:[ —  — __ YT ]
Standard Thai:[ — —_ T . - ]
B =
[—] [
f. phom book khun lz=aw // khun mel chya 'T told you but
Phuket Thai:| v —_— _ — /] you wouldn't
believe me.'
Standerd Thei:[ _/ ___ — = - = M\
// = pause boundary Y (7]
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Note, too, that unlike perseverative and anticipatory tone errors, trans-
position errors may involve a mid tone as evidenced in 4a-b.

These errors are also similar to transposition errors involving seg-
ments, as in the example 'teep a cape' for the intended 'keep a tape' (From~
kin 1971).

1.4 Further Similarities Between Tone and Segmental Errors

As is true for consonant and vowel errors, a number of tone errors
cannot be unambiguously classified.

a. phro khaanaamman phazn 'Because the price of oil
Phuket Thai:[ _ - e ™~ —_ ) is high.'

Standerd Thei:[ [ W — ]

Lo (=1

b. ma) ruucak khaw 193} '(I) Gon't know him at al1.'

Phuket Thai:[ =— —_— - - :

Standard Thai:[ — — _ - -]

Li=1<
c. khra) mii samxit thii cha) 1lzaw baan 'Who has a notebook -
Phuket Thai:[ — -—_ . —_— — ] that's already been
used?'

Standard Thai:[ — — . _ N — N ]

ey g

In 5a-b we cannot tell whether the substituted high tone results from an-
ticipation of the following high tone or perseveration of the preceding high
tone. In 5c we cannot tell whether the falling tones are errors of anti-
cipation or perseveration, or both. - It appears that the probability of a tone
error increases when an unlike tone intervenes between a sequence of like tones.
This too is found in segmental errors.

One interesting. fact about thése tonal errors is that unstressed syllables
are not normally involved. This is in agreement with the finding of Noote-
boom (1969) who points out that 'in significantly more cases than is to be
expected in a random distribution the elements involved in a speech error
belong to stressed syllables'. MacKay (1969) and Boomer and Laver (1968)
also found this to be true for segmental errors. We find here a further
similarity between tone and segmental errors.
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1.5 Implications for Linguistic Theory
1.5.1 Orthogonal Tone Features

All of the errors that we have discussed so far point to the reality
of the independence of whole tones or tone features; that is, the tones
may be copied or shifted while the consonants and vowels of the syllable
remain in their original position. Fromkin (1971:35-38) employs a similar
argument to show the reality of properties or features of consonants and
vowels that are smaller than the segment, as in the example 'glear plue sky'
for the intended 'clear blue sky' (Fromkin 1973). Note, however, that al-
though tone features function similarly to segmental features in that they
can be independently disordered, the evidence from these tone errors argues
neither for nor against assigning tones to a suprasegmental as opposed to
a segmental unit. Since segmental features are assigned to segmental units,
tone features too could be assigned to segmental units on the basis of the
tone errors. Clearly, other linguistic evidence must be sought to force
a decision on such a theoretical issue.

1.5.2 Representation of Contour Tones

As for the phonological representation of contour tones, Wang (1967)
proposes a set of distinctive features of tone that includes unit contour
tone features (e.g. FALLING, RISING) while Woo (1969), Maddieson (1970),
and Leben (1973) among others maintain that all contour tones are to be
analyzed as sequences of level tones (e.g. HL = FALLING, LH = RISING).
Unfortunately, the data are inconclusive on the question of whether contour
tones are to be analyzed as indivisible units or as sequences of level tones.
However, the fact that the overwhelming majority of errors reveal that the
tones are copied or shifted as unitary wholes, although not evidence against
a sequential. interpretation of contour tones on a lexical level, certainly
necessitates unit contour tone features at some level of representation.
Furthermore, most of the substituted tones do not appear to be sensitive
to the begin-point and/or end-point of tones that are anticipated or
perseverated.

We do find, however, some errors in the present corpus which lead to
the conclusion that contour tones be analyzed as sequences of level tones.
These errors are given in 6.

(6)
a. khrej khii rot maa daan 'Who all came by car?'
Phuket Thai:[ —~ ™ _ . — ]
Standard Thai:[ — __ -~ -— ™ ]

(]
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b. phom paj khut noomaal naj !
ht n paa I vent to dig up bamboo
Phuket Thai:[ ™ — ™ o~ ] shoots in the forest.'
Standard Thai:[ _/ —~ _ __ — - )
t
(/]
c. sek phea nya)} maj khrap 'Did washin
) y g ctlothes
Phuket Thai:[ _.  ~— ™ — ] meke you tired?'
Stendard Thei:[ — ™\ —_— - -]
\
(]
d. Jesdzen av wa) sa) ophlzs 'Kee iodi
. ) P the iodine hand
Phuket Thai:[ "N~ =~ __ ™ ™ ] for first-aid.' ¢
Standard Thei:[ — — — — /]
\
(M) = Phuket Thai
e. sYyy tuas 'Buy (your) ticket.'

Phuket Thei:[ __ — ]
Standard Thai:[ — _/ ]
|
[M\]

L. khoo sisha '
Phuket Thai:[ =7 = —39 ] Things have disappeared.’

Standard Thai:[ __~ - /)

™ = Phuket Thai

6a-c suggest that the counterfeit rising tones be analyzed as a sequence

of L-H level tones: the rising tones result from the preceding L tone
(begin point) anticipating the transition to the following H tone (end
point). Similarly, 6d-f suggest that the counterfeit falling tones be
analyzed as a sequence of H-L level tones: the falling tones result from
the spreading of a preceding H tone (begin point) into a following syllable
that carries a L tone (end point). What seems to have happened in these
tone errors is shown in 7.

(7) a. L H - I8 H (6a~c)

b. H L ~ H®H M (6d-f)
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The use of unit contour tone features as in 8a-b, would obscure the nature
of these tone substitutionms.

(8) a. L H> R H
b. H L> H F

It should also be pointed out that a process such as the one de-
picted in 7a is almost unattested in the tone language of West Africa
(Hyman and Schuh 1974). It is possible that the rare occurrence of 7a
reflects a typological property of those languages, and not a universal con-
straint on tone spreading. The process in 7a certainly seems reasonable
from a phonetic standpoint. A rising tone facilitates the tramsition
from a lower tone to a higher tonme.

The evidence from tone errors in the speech of Phuket bidialectals
then suggests that contour tones need to be analyzed as both indivisible
units and as sequences of level tones. Segmental errors have been shown
to occur at either a more abstract level or at the phonetic level.

The fact that the great majority of contour tone errors involve per-
severation, anticipation, or transposition of the whole contour, suggests
that even at a more abstract phonemic level contour features may be present.

1.5.3 Tone: Production and Perception

In about fifty percent of the errors the tone substituted for the
target or intended tonme is a high-falling tone. That is, in half the
errors the contaminating tone(s) which perseveres or is anticipated, or
transposed is a high-falling tone. This cannot be due to an overwhelming
occurrence of high-falling tones in Phuket Thai since the mid-rising fall-
ing and low-falling tone also occur widely in the lexicon. The fact that
a high-falling tone is substituted for Standard Thai mid and high tones almost
as frequently as rising and low tones also makes it difficult to explain in
terms of dialect interference alone. It is not the case that the Phuket
bidialectal is only substituting a high-falling tone for cognate low and
rising tones. However, the distribution of tones in Phuket Thai would par-
tially account for the unevenness in the kinds of tones substituted in
these errors since the tones above the dotted line in (1) (see Section 0)
occur more frequently than those below.

I would like to suggest that the preponderance of high-falling tones in
these errors may be due to language-universal phonetic tendencies instead
of language-specific phonological characteristics of the Phuket dialect.
First, I know of no tone language that has a phonologically low-falling
tone without also having a high-falling tone, whereas numerous Asian tone
languages do have only a high-falling tone in their tonal inventory. Li
and Thompson (1975), in their investigation of tone acquisition in Man-
darin children, found also that the high-falling tone (tone 4), alohg with
the high-level tone (tone 1), was acquired earlier than either the rising
(tone 2) or low (tone 3) tones. Ohala and Ewan (1973), based on tone
production data, suggest that falling tones are easier to produce than
rising tomes. Brown (1965, 1975), from evidence on diachronic tone changes
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among Thai dialects, suggests that a tone gravitates to the most natural
height for its contour, tone space permitting: the most natural height

for a falling tone is claimed to be mid-high as compared to mid-low for a
rising contour tone. These errors thus seem to show how physiological and/
or perceptual factors may influence the kind of errors that occur. Just as
in other kinds of speech errors a multiplicity of factors converge. The
errors cannot simply be attributed to motor control or performance

factors; interaction with other factors must be taken into account in order
to explain these errors on the performance level (Fromkin 1975).

Another interesting asymmetry in the distribution of the tones sub-
stituted in the errors is that contour tones, ie. falling and rising tones,
outnumber level tones by a ratio of 4 to 1. Among the level tones the
high tone clearly predominates; few instances of low and mid tones occur
in the errors. This distribution in frequency of occurrence of the substi-
tuted tones tentatively suggests the rank order in 9.

1. FALLING

(9) "Contour' 2. RISING
3. HIGH
'Level' 4, LOW
5. MID

It would appear that errors are more likely to produce dynamic pitch con-
tours than static pitch contours; among the latter, errors are more likely
to result in more 'extreme' pitches. Speculatively, this hierarchy might
reflect a scale of 'perceptual salience' whereby (comparatively) dynamic
tonal contours are perceptually more salient than (comparatively) static
tonal contours, and whereby the 'extreme' pitches are perceptually more
salient among the static tonal contours. This perceptual bias may in-
trude in the production of pitch as evidenced by the errors in the pre-
sent corpus.

2. Dialect Interference

Let me now turn to tone errors that can be directly attributed to
dialect interference to see what they tell us about phonological rules.

2.1 Phuket Tone Sandhi
Phuket Thai has a tone rule, not found in Standard Thai, by which

the rising tone becomes a low-level tone in non phrase-final position at
normal speech tempo. The application of this rule is illustrated in 10.
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(10)

&a.

b.

Phuket Thai:[ — — ]

ven phiisaew '(She's) my older sister.'
\
-]

khaw nan nip ' He's sitting still.'

Phuket Thai:[ — - 1]

\
[-)

Examples of how the application of this rule may affect a Standard Thai
utterance produced by a Phuket bidialectal are given in 11.

(11)

khaw pen khon thii klaahean maak 'He's a very brave

Phuket Thai:[ — —~ —~ — N ) person.’'

Standard Thai:[ — —= = ™ TN\ _J =)

Phuket

Standerg

Phuket

Standard

Phuket

Standard

Phuket

Standard

t
(-]

khea) araj pa) maj root '] can't seem to sell enything.*
Thai:[ ™ cem — — ]
Thai:[ ./ «—= — ™ ™\ ]
t
[.]
hoophek toon nii cha) ma} dej '"These days the dormitory
Thai:[ T _ - e o — =] is & mess.'
Thai:[ . = — T T ™ T\
¥
(<]
maj ruu lan naj '(I) don't know which house it is.'
Thei:[ — __ ™ =N\ ]
Thei:[ N\ — _rs _/ 1]
t
(-]
khaw aasa) juu team thyek kheaw '‘They live in the
Thai:[ — NN ~ _o ™ ] mounteins.'
Thai:[ ™ —«_ . — N _/ ]

\ |
(] = Phuket Thai
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Although it is possible that these errors are random substitutions, a

more non ad-hoc explanation is that the tone rule is not only part of the
Phuket dialect grammar which linguistic evidence necessitates but is actively
utilized in performance. This is demonstrated by the fact that the Phuket
speaker may incorrectly apply this rule to a Standard Thai underlying form

as in lla-d, and sometimes to a Phuket Thai underlying form as in lle. Note
that in 1la-d the tone rule would not apply to the Phuket Thai underlying
forms. 1In 1llc, for example, the underlying form for hoo has a rising tone

in Standard Thai, a high-falling tone in Phuket Thai. The tone rule does

not apply to the high-falling tone.

lle further shows that an error may occur in the selection of the under-
lying cognate form before the application of the tone rule; otherwise, the
low-level tone cannot be accounted for. The corresponding Standard Thai
underlying form has a high-falling tone and, as we have already seen, the
tone rule applies to the rising tone only.

What is important here is that the errors show that the interference is
rule-governed. A rule of one grammar is applied incorrectly at a point in
another grammar at which it would otherwise apply.

2.2 Non-Cognate Lexical Items

A number of examples can be found in which the Phuket bidialectal sub-
stitutes a non-cognate Phuket Thai word in a Standard Thai utterance but pro-
nounces the word with its Standard Thai tone. These are shown in 12.

(12)

a. ca kin Jjaanat 'I'11 eat pineapple.'
Phuket Thai:[ - -~ —_ 1
ca kin sspparot
Stendard Thai:[ - —_— . - ]

Jaanat
[~ 7]
b. va) thaaw boon 'Go kick the football.'
Phuket Thei:[ —  __ — ]
va)} te boon
Stendard Thai:[ — | o~ ]
thaaw
[ ]
c. av khasw khot hoo mas dua} 'Bring slong some
Phuket Thai:[ =~ ~— - N =] packages of rice.’

ew khaaw sa)} hoo mas dus}
Stendard Thai:[ — T\ — - "N ]
o
[ 71
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In 12b the word for 'to kick' is te in Standard Thai, thaaw in Phuket Thai.
The word thaaw means 'foot' in Standard Thai. Here the speaker substituted
the Phuket Thai word but pronounced it with its high tone of the Standard
Thai word. These errors clearly result from interference of the Phuket
dialect.

2.3 Language-Specific Phonological Comstraints

A few errors in the corpus reveal the phonological constraint that
disallows contour tones on syllables containing a single sonorant segment.

(13)
a. khra} ca chug) raw 'Who will help us?'
Phuket Thei:[ ~— - o =]
Stendard Thai:[ — - N\ —]]
\
caa
(M _
b. look ca thaleasa} '
. The world is i
' Phuket Thai:[ _» - . ] crumble.’ going to

Standard Thai:[ ™\ - - ~— )

tnda

[™N\]

In both 13a-b a normally unstressed short vowel is lengthened to ac-
commodate the falling contour tone. 13a shows that ca (future auxiliary)
anticipates the falling tone of chuaj; 13b shows that the falling tone of
look perseveres into the first syllable of thalaaj, normally pronounced with
a short vowel on a mid pitch level. Here we see that unstressed syllables
may sometimes be involved in tone errors, as also happens in segmental
errors. 13a-b also tell us something about the sequence of events in the
production of an utterance. The disordering of the tone must occur before
or simultaneous with the lengthening of the vowel. That is, the substitu-
tion of the falling tone necessitates a long vowel. If the vowel is not
lengthened as a result of the tonal change, a phonological constraint of
both Standard Thai and Phuket Thai would be violated. As with segmental
errors, tone errors provide evidence for the posited phonological rules of

a language.

3. Conclusion

To sum up, the evidence from tone errors made by Phuket bidialectals
shows us that (1) the disordering mechanisms that have been proposed to
account for consonant and vowel errors may be extended without modification
to handle tone errors (2) tones function independently of other segmental
features (3) language-specific phomological rules and constraints on the dis-
tribution of tones are evidenced in the kinds of errors which occur and (4)
tone errors seem to reflect or support some proposed universals regarding
tone rules. Tone errors then do provide relevant data for linguistic theory -- to
paraphrase Fournié——giving us if not a window, at least a peep-hole, through
which we can view the workings of the human mind.
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[Dissertation abstract]

Aspects of Thai Tone

Jackson Thomas Gandour

This dissertation consists of seven sections, each corresponding to
2 paper that has been published or accepted for«publication. These papers
investigate a number of hypotheses within the theoretical framework of
generative phonology that deal with varous phonological and phonetic aspects
of tone. Thai, a member of the Austro-Thai language family is the prin-
cipal language used for testing the hypotheses. Experimental phonetic
data is used to explore both diachronic and synchronic questions concerning
tone.

Section 1 explores the relationship between various consonant types
and tone in an attempt to provide a phonetic basis for well documented
cases of tonal development among languages of Southeast Asia.It is an
acoustical investigation of the effects on the fundamental frequency of a
vowel caused by preceding consonants of different phonation types. It is
found that (1) the fundamental frequency contour in transition to the vowel
is relatively high and falling after voiceless consonants, and relatively
low and rising (-falling) after voiced consonants (2) the fundamental fre—
quency is initially higher after voiceless unaspirated stops than for
voiceless aspirated stops (3) the perturbations on the fundamental fre—
quency caused by preceding consonants are short in comparison to data
obtained from languages without lexically contrastive tones and (4) "plain"
and "breathy" allophones of the voiceless aspirated stops have a differential
effect on the tone of the following vowel. Implications for theories of
pitch production and tonal development are discussed.

Section 2 investigates the question of the phonological representation
of contour tones, i.e. whether contour tones should be represented lexi-
cally as single contour tones or as sequences of level tones. A case of
tone sandhi in Lue is found that seems to require not only the contour tone
feature RISING, but also the tone feature CONTOUR. Alternative solutions
that do not permit underlying contour tone features are shown to obscure
a general process of tonal dissimilation; that is, only by postulating
classificatory contour tone features can we capture what appears to be the
correct linguistic generalizationm.

Section 3 examines the proposal that predictable segments should
always be derived by phonological rule. The glottal stop in Thai, al-
though predictable by rule, suggests that this proposed constraint on a
theory of phonology is too strong. The principal evidence in favor of
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including the glottal stop in underlying forms involves co-occurrence
restrictions on tones and consonants. These generalizations are left
unexpressed unless one permits the glottal stop to be present in under-
lying forms.

Section 4 takes up the issue of whether some classificatory features
should be binary or multivalued. In order to provide a satisfactory
explanation of the diachronic tone splits conditioned by the phonation
types of syllable-initial consonants among languages and dialects of
Southeast Asia, it is found necessary to posit a multivalued scalar feature
'glottal width' on the classificatory level of representation. The feature
'glottal width' consists of a linearly ordered set of terms along a single
physical continuum that extends from the widest open position of the glottis
to the fully closed position (i.e. glottal stop). Other proposed sets of
laryngeal features are tested against this evidence and found to be in-
adequate. A binary feature 'vibrating' is also proposed within this
theoretical framework.

Section 5 examines the issue of whether tones are to be represented
segmentally or suprasegmentally in Thai. An argument that has been ad-
vanced in favor of analyzing tone segmentally in Thai - namely, the
neutralization of contour tones in fast speech ~ is shown to be untenable.
A systematic acoustic investigation of these putative cases of tone neutra-
lization shows that RISING and FALLING contour tones are not neutralized
to level tones in fast speech. Other arguments, however, can be given in
favor of assigning tones to segments on the phonological level of re-
presentation as well as analyzing the contour tones as sequences of level
tones.

Section 6 consists of a detailed analysis of some tone rules in Thai.
It is shown that tonal neutralization on CV syllables -~ whereby an under-
lying contrast between HIGH and LOW is neutralized to MID -~ depends not
only on the position of the CV syllable within the words, but also on the
presence of an internal word boundary in the underlying forms of certain
polysyllabic words. The alternate pronunciations of these polysyllabic
words (one alternant exhibits the tonal neutralization whereas the other
one does not) is then accounted for simply as a difference in the under-
lying forms. The presence of an internal word boundary blocks applica-
tion of the rule that neutralizes the underlying tomnal contrast.

Section 7 investigates tone errors produced by Southern Thai bi-
dialectals when attempting to speak Central Thai, the national language
of Thailand. It is shown that most of the errors are not due to dialect
interference. Instead, the errors reveal that the disordering mechanisms
(perseveration, anticipation, transposition) that have been proposed to
handle consonant and vowel errors may be extended without modification to
tone errors. The tone errors further reflect or support the independence
of tone features and some proposed universals regarding tone rules.
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Phonetic explanation of the development of
tones from prevocalic consonants
Jean-Marie Hombert

[Department of Linguistics

University of California, Los Angeles]

I. Introduction

The development of contrastive tones on vowels due to the loss of a
voicing distinction on obstruents in prevocalic position is probably the
most well documented type of tonogenesis. When such a development occurs
a relatively lower pitch register develops on vowels following the pre-
viously voiced series and a relatively higher pitch is found after the
previously voiceless or voiceless aspirated series. This process can lead
to a multiplication by two of the number of tones. If the language was
atonal it will have two tones after this development; an already existing
two-tone system will be transformed into a four-tone system, and so on.

The correlation between initial consonant and pitch register was noticed at
the beginning of this century by Maspero (1912) and Karlgren (1926) for
Chinese, and later extended to other East Asian languages by Haudricourt

and Martinet (1946), Haudricourt (1954, 1961), Matisoff (1973a) and Mazaudon
(1975) . This correlation is also found in other linguistic groups, e.g.,

in Hottentot (South Africa) as described by Beach (1938). Although it did
not give rise to tonal development, a similar correlation between consonant
types and fundamental frequency height is found in certain African languages
(Hyman 1973 a,b; Hyman and Schuh 1974).

I will assume that when similar sound changes occur in languages
genetically, geographically and chronologically distant, these changes
should be explained in terms of physiological constraints (articulatory
and/or auditory). In order to show that the development of tones due to
the loss of a voicing distinction in prevocalic position is phonetically
motivated, I will present production and perception data and I will show
to what extent they overlap.

II. Production data

a. Previous studies

Phonetic studies by House and Fairbanks (1953), Lehiste and Peterson
(1961), Mohr (1968), Lea (1973), and Lofqvist (1975) among others, show
how a voicing distinction in pre-vocalic position can affect the fundamental
frequency (Fo) of the following vowel. Some of the data from these studies
are summarized in Table 1.
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P t k b d g
House and Fairbanks 127.9 127.1 127.2 120.9 120.6 122.8
(1953)
Lehiste and Peterson
(1961) 175 176 176 165 163 163
Mohr (1968) 130.7 129.8 131.1 125.1 124.8 125.0

Table 1. Fundamental frequencies (in Hz) of vowels as a function of
the preceding consonant as determined by three studies.

Although the number of subjects and the methods used to measure and
average the data differ in these studies, it is clear that the Fo values
of vowels are higher after voiceless (aspirated) than after voiced stops
and that these values do not vary in any consistent way as a function of
the place of articulation of the stops.

Unfortunately, these data give only an averaged or a peak value for
Fo, making it impossible to deduce the time course of the Fo perturbation
caused by the preceding consonant.

b. Experimental conditions

In order to remedy this, the following data were collected. Five
American subjects without speech disorders or history of hearing pathology,
speaking some form of general American English dialect were used. They
spoke 6 cv nonsense words where C = [p,t,k,b,d,g] (and for three subjects

[w,m] as well),and V = ig . The word list spoken consisted of ten
tokens of each test word arranged in random order. Each test word was
uttered in the frame '"say again'". The recording was done in a sound

treated room. Measurements were made on a mini-computer by means of a
hardware pitch extractor (Krones, 1968), with a reference point at the onset

of the vowel, Fo values were measured at onset and 20, 40, 60, 80 and 100
msec after this onset.

c. Results

The results are given in Figures 1 and 2, Figure 1 showing Fo curves
on the vowels following the voiced and voiceless stops, averaged over all
speakers' samples, and Figure 2, showing the Fo curves, including those
for vowels following sonorants, for three individual speakers.

Although the greatest difference in the Fo curves in figure 1 exists at
vowel onset, statistical analysis (analysis of variance followed by Dun-
can's test) reveals they are still significantly different 100 ms after
vowel onset. These two curves differ from each other in two ways: direc-
tion of Fo change and average relative value. The data in Figure 2 show
that individual speakers' Fo curves exhibit one or both patterns.
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Fo
140Hz|_
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120 |

| | | | 1 time

20 100 msec

Figure 1. Fundamental Frequency values of vowels after voiced and
voiceless aspirated stops - [p] and [b] represent the voiceless aspirated
and the voiced series respectively. Fundamental frequency (vertical axis)
is measured as a function of time (horizontal axis) -(5 subjects).
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The explanations proposed to explain these facts (Fo raising after
voiceless consonants vs Fo lowering after voiced consonants)can be divid-
ed into two categories. The first attributes these Fo perturbations to
aerodynamic effects and the second to differences in vocal cord tension.

Researchers following the first theory (i.e. aerodynamic) would ex-
plain the phenomenon in the following terms. After the closure of a voiced
consonant, voicing continues, but since the oral pressure increases (be-
cause of the closure), the pressure drop decreases, leading to a lower
frequency. The fundamental frequency then rises after the release until
it reaches the "normal" value of the vowel which is being realized. 1In
the case of a voiceless consonant, since the rate of air flow is supposed
to be high, a strong Bernoulli effect will draw the vocal folds together
very rapidly; they will be pushed apart very rapidly as well because the
subglottal pressure is still high. Consequently, the rate of vibration
of the vocal folds will be high at the onset of the vowel and will return
gradually to the intrinsic value of the vowel being realized.

The experimental data presented earlier as well as earlier studies
(Lofqvist 1975), show that a consonant still affects the fundamental fre-
quency of the following vowel at least 100 msec after vowel onset. Pro-
ponents of the second theory (vocal cord tension) claim that this pertur-
batory effect is too long to be attributed to aerodynamic factors. Halle
and Stevens (1971) suggest that these intrinsic variations are the result
of horizontal vocal cord tension and they propose the features [stiff] and
[slack] vocal cords to capture the relationship between low tone and voiced
consonants (where the vocal cords are supposed to be slack in order to fa-
cilitate voicing) on the one hand, and high tone and voiceless consonants
on the other hand. Studies by Ohala (1972), Ewan and Krones (1974), as
well as more recent work in progress by Ewan suggest that the Fo per-
turbation is caused at least partially by vertical tension (i.e. larynx
height).

Both of these explanations (horizontal and vertical tension) fail to
account for the fact that postvocalic consonants do not have the same
effect on Fg as prevocalic consonants do (however see below). Lea (1972,
1973) suggests that both voiced and voiceless consonants lower the Fo of
the preceding vowel. Other studies (Mohr 1971, Slis 1966) indicate that
postvocalic consonants have a similar effect on Fo as prevocalic consonants
but with a much smaller magnitude. The counterargument I just presented based
on different influences of pre- and post-vocalic consonants can be weakened
if one considers that postvocalic consonants are less "strongly" articulated
than their prevocalic counterparts (Slis 1967, Fromkin 1969).

Nevertheless, Halle and Stevens' position is not supported by ex-
perimental data; electromyographic recordings by Hirose, Lisker and Abram-
son (1973) and Hirose and Gay (1972)do not show obvious differences in the
tension of the laryngeal muscles during the production of voiced/voiceless
distinctions. Ewan and Krones' claim however, is in agreement with experimental
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data showing a correlation between B and larynx height (Ohala 1972,

Ohala and Ewan 1972). Ewan and Krones (1974) also show a correlation be-
tween voiced sounds and low larynx position as opposed to voiceless sounds
and high larynx position. It was also indicated that the larynx was in
lower position at the end than at the beginning of a voiced consonants.
This suggests that the larynx is actively lowered during a voiced consonant
in order to increase the volume of the oral cavity. Warren and Hall (1973)
and Bell-Berti (1975) show that this is, at least partially, an active
process. If this is the case one would expect to find a perturbed (lower-
ed) Fo after voiced consonants as opposed to a nonperturbed Fo after
sonorants and voiceless consonants. Unfortunately this does not seem

to be the case in the data presented in Figure 2, where it is shown that
Sonorants pattern similarly to voiced obstruents. Although it seems that
theories based on muscular tension ecannot account for some empirical data,
we are in an even more difficult situation with theories based only on
aerodynamic factors.

Klatt, Stevens and Mead (1968) present air flow data in which a high
rate of air flow lasts only about 50-60 msec into the vowel; comparable but
uncalibrated data are presented by Frék jker-Jensen, Ludvigsen and Rigchel
(1971). Moreover, van Hattum and Worth (1967) as well as Isshiki and
Ringel (1964) show that oral airflow is momentarily lower after voiceless
aspirated consonants than it is after voiced consonants. These data‘are in
agreement with the results of a mathematical model of aerodynamics proposed
by Ohala (1975a). All these results seem to favor the theories based on
muscular tension.

III. Perceptual data

a. Previous studies

There is evidence from experiments using synthesized speech that
small fundamental frequency perturbations can be used as cues to discriminate
between sonorants and voiced obstruents and between voiced and voiceless ob-
struents (Chistovitch 1969, Haggard et al 1970, Fujimura 1971, Abramson 1974).
The perception of stimuli with changing frequency contours has been in-
vestigated for pure tones (Brady et al 1961; Heinz et al 1968, Nabelek
and Hirsh 1969; Nabelek et al 1970; Pollack 1968; Sergeant and Harris 1962;
Tsumura 1973) as well as for vowels (Klatt 1973; Rossi 1971). From these
studies it is difficult to conclude to what extent the perception of a
changing frequency contour would be affected by a steady-state frequency
immediately following the contour.

b. Experimental conditions

In order to get these data, the following study was carried out.l
Ten subjects, native speakers of American English, with normal hearing,
participated. Acoustic stimuli consisting of 10 instances of the vowel
[1] were synthesized with different fundamental frequency patterns.
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As shown in Figure 3, each stimulus was composed of a slope followed
by a level tone maintained constant at 120 Hz. The onset frequency was
either 110 or 130 Hz (i.e. Fo = +10 Hz). The duration of the slope was
varied at 40, 60, 100, 150 and 250 ms. 1In other words, 5 stimuli (with
Fo onset = 130 Hz) had a falling fundamental frequency and 5 stimuli (with
Fo onset = 110 Hz) had a rising fundamental frequency. The overall duration
of each stimulus was fixed at 250 ms. Each time a stimulus was presented it
was followed by a 500 ms pause and a second vowel [1] with a steady-state
fundamental frequency. The duration of this vowel was also 250 ms. The
level of its fundamental frequency was adjustable by a knob controlled by
the subject. The task was to match the pitch of the second vowel to the
pitch of the beginning of the first vowel. The rate of stimulus presentation
as well as the number of trials for a given presentation were controlled by
the subject. Each one of the 10 stimuli was presented 3 times in a ran-
domized order. The subjects heard the stimuli through earphones at a com-
fortable level (about 70 dB). The parameter values were chosen in order
to simulate the effects of consonants on neighboring vowels.

c. Results

The results2 are presented in Figure 4, subjects' responses are
plotted as a function of the duration of the slope. Responses to stimuli
with a falling Fo at the onset (from 130 Hz to 120 Hz) are indicated by
a circle ("0"), responses to stimuli with a rising Fo (from 110 to 120 Hz)
are indicated by a cross ("X"). A statistical analysis of these data (ana-
lysis of variance followed by Duncan's test) indicates that the two curves
are already perceived as significant%y different when the onset slope (from
Fo onset to level Fo) is 60 ms long.

This graph suggests that 1) falling patterns (i.e. vowels with funda-
mental frequency onset above 120 Hz) are perceived more accurately than
rising patterns (i.e. vowels with fundamental frequency onset below 120 Hz;
2) the longer the slope, the more accurate the matching, but correlation
between slope duration and accuracy of matching is not linear.

d. Discussion

These results can be explained by forward masking. If we extrapolate
the results obtained with steady state tones to contours, (i.e. masking a
higher frequency by relatively lower frequency) we can understand why the
onset region of the rising ramp was not accurately perceived, since each
frequency was masked by the previous lower frequency (since the frequency
is going up). This is not the case for the falling tone in which each fre-
quency is followed by a lower frequency. Data from the psychoacoustic
literature (Brady et al 1961, Heinz et al 1968, Pollack 1968, Nabelek and
Hirsh 1969, Nabelek et al 1970, Tsumura 1973) can be interpreted as sup-
porting my claim concerning the role of masking in the perception of chang-
ing frequency contours.
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Figure 4. Perceived fundamental frequency (vertical axis) as a function
of the duration of the slope (horizontal axis) - (0) indicates responses
to falling Fo stimuli (Fo omset = 130 Hz). (X) indicates responses to

stimuli with risingFo (Fo onset = 110 Hz).
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In these experiments, subjects were asked to match the pitch of a
steady state signal with a changing frequency signal. They consistently
adjusted their steady state tone closer to the final point of the contour.
This fact already shows the role of masking which attenuates the effect of
the onset region in favor of the offset region, but furthermore there is a
tendency to match closer to the final point when the stimulus is a rising
contour (as opposed to a falling contour). This indicates, as I have sug-
gested, that the masking of the onset is more effective in the case of
rising contours (as opposed to falling contours), and consequently, this
leads to the perception of an averaged pitch closer to the offset frequency.

These data are also in agreement with the study of Brady et al (1961)
with respect to the role of the rate of frequency change. They found that the
matching of a steady state frequency with a contour frequency is closer
to the end point of the contour when the rate of change is high; in other
words, the onset region is less salient at high glide rates. This is shown
on Figure 4 by responses close to 120 Hz when the slope duration of the
stimulus is short (i.e. the rate of frequency change is high). This is
also in agreement with Pollack (1968) and Nabelek and Hirsh (1969), whose
results indicate that optimum discriminability of relatively small frequency
changes is obtained at relatively slow glide rates.

Finally, it should be pointed out that this study was limited to’ the
comparison of Fo differences vowels following voiced and voiceless obstruents.
Further research should investigate the perceptual role of Fo during voiced
consonant immediately preceding vowels vs.the absence of Fo during voiceless
consonants. ’

IV. Conclusion

In the first part of this paper, I showed that the consonantally~induced
Fo perturbations on vowels in such non-tone languages as English and Swedish
persist for some 100 ms after vowel onset. The perceptual data just pre-
sented show that listeners start hearing significant differences in the Fo
onset of our synthesized stimuli when the slope of the Fo contour is 60
ms long. Thus, there is at least 40 ms between the time we start hearing
the differences and the time the real consonant-related Fo variations cease
to be significantly different.

These data, then, allow us to define the narrow limits, both percep-
tual and articulatory, within which the development of tones from a former
voiced/voiceless stop contrast is likely to occur.
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Footnotes
lFor a more complete description of this experiment, see Hombert 1975b.

2The fact that a linear scale is used does not distort the results with-
in this narrow portion of the frequency range (see Stevens, Volkman, and New-
man 1957). 1In any case my claim about the asymmetry between rising and
falling contours would have been even more obvious with a logarithmic scale.

3In reporting the results of the perceptual experiments we have given those
values of AFo and At of the pitch ramps which were detectably Adifferent
on the average. 1t is an open question whether for the purpose of explaining
how these differences could be detected in order to give rise to a sound
change we should report instead those minimum differences detected by the
best, not the average listener. If so, the values given above should be
regarded as very conservative estimates of minimal detectable pitch pertur-
bations (Hombert, in preparation).
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Consonant Types, Vowel Height and Tome in Yoruba

Jean-Marie Hombert
Department of Linguistics

University of California, Los Angeles

1. Introduction

In this paper I shall address myself to three different issues:
consonant types, vowel height, and distribution.of tones. 1In the first
part, I want to show how a voiced vs. voiceless consonant can affect
the fundamental frequency of the following vowel depending on the tone
of this vowel. These data are needed in order to be able to show that
Fo perturbation caused by voiced/voiceless consonants in prevocalic
position are important enough to allow a reinterpretation into a tone
distinction if a voicing contrast disappears. In the second part, the
intrinsic pitch of vowels as a function of tone will be investigated:
the relevance of these data for rejecting or accepting current theories
of intrinsic pitch of vowels will be examined. I will also try to show
why the development of tones from the reinterpretation of intrinsic
pitch of vowels is so rarely attested in languages. Finally, I will
indicate that it is often the case that other cues than steady state
fundamental frequencies are used to identify tones. The so-called
Yoruba low level tone which is realized as a low falling tone, at
least in some environments, is a good example of this.

2. Consonant types

In an earlier study (Hombert 1976a) I asked five American speakers
to read a word list consisting of ten tokens of each test word arranged
in random order. These test words were 6 CV nonsense words using the
consonants /p, t, k, b, d, g/. Only the vowel [i] was used since I was
not interested in variations caused by vowel height in this experiment.

With a reference point at the onset of the vowel, Fp values were measured

at the onset and 20, 40, 60, 80 and 100 msec after this onset. Under
these conditions, data presented in Figure 1 were obtained. As to be
expected, the largest differences between the two curves, obtained
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respectively after voiceless and voiced consonants, were found at the
vowel onset, with these differences decreasing as time increases. A
statistical analysis! of these data showed that these two curves were
still significantly different? at 100 msec after vowel onset.

In the second part of this study using synthesized stimuli I
showed that these intrinsic perturbations can be perceived even when
they are only 60 msec long. In relating these perceptual data and the
production data to each other, we can see that there is an overlap of
at least 40 msec between the time we start hearing significant differences
and the time these differences cease to be significant.

These experimental data validate and explain the well-attested
development of tone due to the loss of some voicing distinction in
prevocalic position.

Tone systems are not static. A language can acquire tones and
then increase the complexity of this tone system but it can also de-
crease the number of its tones and ultimately become non-tonal. These two
Processes, acquisition and recession of tones, have been termed tonogenesis
(Matisoff, 1970, 1973) and tonoexodus (Lea, 1973). Cases of tonoexodus
are rare3 and it is not clear what the intermediate historical stages
between the tonal and non-tonal stages are.

In the case of tonogenesis, the complete ''scenario" is well attested.
The development of contrastive tones on vowels due to the loss of a
voicing distinetion on obstruents in prevocalic position is probably the
most well-documented type of tonogenesis. When such a development occurs,
a relatively lower pitch register develops on vowels following the
previously voiced series and a relatively higher pitch is found after
the previously voiceless or voiceless aspirated series. Phonetic studies
by House and Fairbanks (1953), Lehiste and Peterson (1961), Mohr (1971),
Lea (1972, 1973), Lofqvist (1975) and Hombert (1976a) show how a voicing
distinction in prevocalic position can affect the fundamental frequency
of the following vowel.

Unfortunately, all these phonetic studies are based on non-tonal
languages. Thus, they can explain how a non-tonal language can acquire
two tones from the loss of some voicing distinction in prevocalic
position but we do not have any strong basis for believing that these
data can be extended to languages which are already tonal. Namely we
do not know what the behavior of voiced or voiceless consonants is
going to be at different frequency registers. Is a voiced consonant
still going to affect the onset frequency of a vowel with low tone? 1Is
a voiceless consonant going to perturbate the frequency of a high tone?

In order to answer these questions, two Yoruba subjects were asked
to read® a word list of 42 CV tokens (2 consonants® x 7 vowels x 3 tones)
put in the frame: so CV sékéb ("say CV louder"). Each token was read
five times. The results are presented in Figure 2. On this graph each
point represents the average of 70 measurements (7 vowels x 5 repetitions
x 2 subjects). The thin lines represent the fundamental frequency of
vowels after [k] or [g]. The wide lines represent the avera§e Fp after
voiced and voiceless velar stops for the three Yoruba tones.

My purpose was to compare the effect of voicing contrast at differ-

ent frequency registers. From the data presented in Figure 2, three
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points should be emphasized:

1. The perturbation caused by a voiced consonant on a following high
tone or by a voiceless consonant on a following low tone is greater
than the effect of these two series of consonants on a mid tone.

2. The effect of a voiced consonant on a high tone is greater than the
effect of a voiceless consonant on a following low tone.

3. The duration of the perturbations caused by prevocalic consonants
on the fundamental frequency of vowels is shorter in a tone language
(Yoruba) than in a non-tonal language (see Figure 1).

It is interesting to point out that these results are in agreement with
Gandour's findings (1974) in his investigation of "Consonant types and
tone in Siamese'. Gandour found that a shorter part of the vowel was
affected by the preceding vowel (about 30 msec for voiceless consonants
and about 50 msec for voiced consonants). It seems that there is a
tendency in tone languages (which does not exist in non-tonal languages)
to actively minimize the intrinsic effect of prevocalic consonants
probably in order to keep the different tones maximally different per-
ceptually.

3. Intrinsic fundamental frequency of vowels

In the second part of this paper, I shall address myself to the
issue of intrinsic fundamental frequency of vowels. Essentially, four
theories have been proposed to explain why highsvowels have a higher
intrinsic fundamental frequency than lower vowels.

The first theory, proposed by Taylor (1933) and adopted by House
and Fairbanks (1953) is called the "dynamo-genetic" theory. Taylor
claims that the muscular tension of the tongue, required for the realiza-
tion of high vowels, is transferred to the muscles of the larynx ''via
a kind of sympathetic resonance or radiation'. This is not a viable
theory anymore, since we know that electrical insulation in muscles and
nerves is good enough to prevent serial contraction of adjacent muscles
triggered by osmotic spread of excitability (Atkinson, 1973).

The second theory presented by Mohr (1971) relates width of the

pharynx and pressure build-up behind the point of constriction to explain
the fundamental frequency differences between low and high vowels. Since
the width of the pharynx is about one-fourth as big for low back vowels
as for corresponding high vowels, Mohr tries to relate smaller cavity
and constriction further back with higher supraglottal pressure, leading
to smaller pressure drop across the glottis and consequently lower
fundamental frequency. Unfortunately Mohr's data do not support his
theory. In any case, as Ohala (1973a) mentions

"...the air flow during vowels is rapid enough and the magnitude of
the pressure small enough that whatever back pressure is caused by
the vowel constriction will be manifested equally rapidly for -all
vowels'".

The next theory, known as the source tract coupling theory, was
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first proposed by Flanagan and Landgraf (1968). This theory assumes a
possible coupling between the vocal cords and the vocal tract so that a
low first formant (characteristic of high vowels) would attract and
consequently raise the fundamental frequency. This sucking effect does
not occur when the first formant is further away from the fundamental
frequency (as it is in the case of low vowels). The intrinsic pitch
difference between low and high vowels would then be explained. Un-
fortunately, predictions made by this theory do not receive empirical
support. It would predict, for instance, that the difference in pitch
between high and low vowels would be reduced when speaking with a
helium-air mixture (since a property of helium (or other light gases) is
to raise formants and consequently to increase the distance between Fo
and F;). Beil (1962) showed that this was not the case.

The tongue pull theory (Ladefoged, 1964; Lehiste, 1970) is based on
the assumption that when the tongue is in high position for the realiza-
tion of high vowels, it exerts an extra tension transmitted to the larynx
via the hyoid bone. This vertical pull increases the tension of the vocal
cords (Ohala, 1972) and gives rise to a higher pitch for these high
vowels. This theory ran into great difficulty when Ladefoged et al (1972)
provided data showing that tongue height and hyoid bone height were
inversely proportional. Ohala (1973a) admits that such findings show that
the pulling is not done through the hyoid bone but he maintains that the
tongue pull theory is still a viable theory provided that the pulling
is done through other tissues.

I would like to show in this paragraph that tone languages such as
Yoruba can bring some very useful data in this controversy. If we
assume a correlation between larynx height and Fo (Ohala and
Ewan, 1972; Ewan and Krones, 1974), it seems that the tongue pull
theory would predict that the Fo difference would be smaller with vowels
realized with high tones as opposed to vowels realized with low tones.
Since the larynx is in higher position for high tones than for low tones,
we expect that the tension exerted by the tongue will be less. This
assumes a linear relationship between tension and larynx elevation
(which would have to be tested). Figure 3 displays the averaped funda-
mental frequency values of the 7 Yoruba vowels depending on the tone
under which they were realized. The measurements were made 100 msec
after vowel onset. Each point is an average of 20 tokens (2 consonants
X 5 repetitions x 2 subjects). From these data it is clear that the
prediction made by the tongue pull theory is not verified; in fact the
opposite is found, namely that the fundamental frequency difference
between high and low vowels is more pronounced with high tone than with
low tone.

Although it is obvious that more data are needed before refuting
either the tongue pull theory or accepting the source/tract coupling theory,
the data I just presented seems to be difficult to account for by the
tongue pull theory.

The second point I would like to discuss with respect to intrinsic
pitch of vowels has to do with tonogenesis. Phonetic studies indicate
that the intrinsic perturbations caused by prevocalic consonants on the
pitch of the following vowel are of about the same order of magnitude
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as the intrinsic differences depending on vowel height. Lehiste (1970)
mentions

"the influence of an initial consonant could counterbalance the
influence of intrinsic pitch: the average for /ka/ sequences was
171 Hz while that of /gi/ sequences amounted to 170 Hz."

However it is very rare to find languages making an extrinsic use of
these intrinsic variations. In fact the only example I know of is
Pilszczikowa-Chodak's study of Hausa (1972), in which she shows that
tone assignment of verbs and noun plurals is largely predictable from
the height of the final vowel in Hausa; high vowel predicting a high tone
and vice versa. This confirms the prediction we would have made supposing
that the intrinsic variations described earlier would become phonologized.
Unfortunately this correlation has been criticized by Hausa scholars
(Leben (personal communication), Newman, 1975). It seems important then
to explain why the two kinds of tonal developments (from prevocalic
consonants and from intrinsic Fg of vowels) are not similarly attested.

First I want to show that different loudness levels cannot explain
this asymmetry between the two potential possibilities of tonal develop-
ments:

We know that low vowels are perceived as louder than higher vowels
(Fant, 1960) and we also know that loudness can affect our perception
of pitch. If we can show that the produced intrinsic differences be-
tween high and low vowels are not perceived because of factors (such as
loudness) affecting our perception of pitch, then we would have an ex-
planation to the question of why languages do not develop tone from
these intrinsic fundamental frequency differences.

Although the magnitude of the effect of loudness on pitch differs
from one study to the other (Zurmihl, 1930; Stevens, 1935; Snow, 1936;
Cohen, 1961), it is generally accepted that the effect of increased
loudness (if any) (see Cohen, 1961) will be to lower the pitch (at
least within this frequency region). Thus, this effect will lead to an
increase in the pitch difference between high and low vowels and would
make it more difficult to explain why tone developments based on these
differences did not occur historically. In fact, instead of comparing the
overall amplitude values of vowels just by stating that low vowels are
louder than high vowels, it would be more appropriate to compare the
amplitude values of different vowels within the frequency region relevant

for pitch discrimination. It has been shown (Plomp, 1967) that the frequency

region around the fourth harmonic is more important for pitch perception
than the fundamental frequency region. Under the best conditions (around
300 Hz), high vowels are 10 dB louder than low vowels (Fant, 1960). This
amplitude difference is not enough to cancel out the intrinsic differences
obtained in production. Thus, this explanation based on loudness is not
satisfactory.

The second suggestion I want to propose is based on the well-known
fact that whatever the sensory modality, our auditory mechanism is more
sensitive to a signal varying from state 1 to state 2 (with a variation
AS = S, - Sl) than to a static difference between the same two steady
states S; and Sy (Whitfield and Evans, 1965; Mgller, 1973). If we apply
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this principle to pitch perception we can understand why tones develop
from prevocalic consonants (where the intrinsic effects are realized as
either rising or falling contours) but not from vowel height differences
(where the intrinsic differences are in terms of steady state differences).
A third possibility which is currently being tested (Hombert, 1976b) is
that our perception of pitch of vowels is affected by vowel quality.
Since intrinsic pitch and vowel quality are always associated for a given
vowel (as opposed to the case of consonantal perturbation where the
consonant can be removed) it is possible that the pitch of a high (vs
low) vowel is lower (vs higher) than its intrinsic fundamental frequency
as a result of a process of normalization done by our auditory system.

If this is the case, the pitch differences between low and high vowels
would be smaller than their fundamental frequency differences and this
would account partially at least for the lack of development from

vowel height.

4. Distribution of tones

It has been shown that if we consider intensity and frequency as
two independent parameters, about 350,000 different pure tomes can be
discriminated by the human ear over the whole auditory area (Stevens
and Davis, 1938; Wever, 1949; Licklider, 1956; Winckel, 1968). About
1500 of these tones are discriminated from pitch differences only. The
fact that it is very rare to find tone languages with ten or more distinc—
tive tones can be explained by the following reasons:

-- the amplitude parameter is not completely independent of the
frequency parameter in speech (Hombert, 1975).

-- the fundamental frequency range is a much smaller range than
the auditory range.

-- the historical unlikeliness of developing a huge number of tones
in any one language.

-- the most importamt point is the difference between discrimina-
tion and identification. In contrast with our amazing ability to decide
if two tones presented successively are similar or not, our identifi-
cation gbility (i.e., our ability to identify and name sounds) is
rather poor. For speech and music it has been estimated that a trained
listener can identify about 50 sounds presented individually. Winckel
(1938) indicates that fluctuations of less than 20 Hz are imperceptible,
in noise (i.e., in everyday situations)LO Figure 2 indicates that the
three tones in Yoruba are from 20 to 30 Hz apart.

Pollack (1952) shows that a maximum Yf five level tones can be
distinguished under laboratory condition (vhen loudness cues have
been removed). “

Few languages have been reported as having as many as five level
tones (Longacre, 1952). In fact it seems that when a language has more
than two level tones, other cues than steady state fundamental frequency
are used to identify some of the tonmes.
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It has been shown by Pollack and Ficks (1954) that our auditory
system is more efficient (i.e., transmits more information) at processing
a stimulus with multiple encoding (i.e., more than one cue is used) as
opposed to the processing of the same amount of information using a more
sophisticated coding of only one parameter. This finding can be applied
to pitch perception indicating that secondary cues such as loudness,
duration and direction and speed of change, and phonation types are
likely to be used in order to facilitate our tone identification (Hom-
bert, in preparation). From Figure 2, we can see that the so-called
"low" tone in Yoruba is in fact a falling tone. The fact that the
falling contour is a more important cue than the F, level has been shown
by LaVelle (1974). LaVelle argues that Yoruba has a rule which lowers
a low tone in phrase final position. I propose that the "unmarked"
realization of the Yoruba low tone is in fact a low falling tone and that
the falling tone is realized as a low level tone when followed by a
non-low tone (i.e., when followed by either a mid or a high tone). When
a low tone occurs in isolation or in final position, it is realized with
its more distinctive perceptual characteristics. When it is followed by
a higher tone, articulatory constraints (the complexity of going down
for a falling tone and then up for the next tone) take over and the
low falling tone is realized as a low level tone. But in that environ-
ment perception is made easier by the following tone which can be used
as a reference for comparison. It has been shown by Han and Kim (1974)
that 'the pitch information in the neighbouring syllables serves as a
basis on which the retrieval of the phonemic status of a tone is made'.

5. Conclusion

In this paper, I have shown:

1. How the three Yoruba tones were affected by voiced/voiceless con-
sonants in prevocalic position. Voiced consonants have a greater effect
on high tones and voiceless consonants on low tones. The duration of
these perturbations is smaller in Yoruba than in a non-tonal language
such as English,

These data show that an already existing tone system can multiply
the number of its tones if the voicing contrast in prevocalic position
is to disappear.

2. The fact that the intrinsic Fo differences between high and low
vowels are smaller when these vowels are realized with a low tone as
opposed to a high tone seems to be a counter-argument to the tongue-
pull theory generally proposed to account for these intrinsic Fo
differences between high and low vowels.

In the discussion it was also suggested that the fact that tones do
not develop from intrinsic pitch of vowels as they do from intrinsic Fy
perturbations caused by prevocalic consonants cannot be explained by
loudness but may be by the dynamic effect of prevocalic consonants as
opposed to the static effect of vowel height.

3. It is often the case that other cues than steady state Fo are used
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to identify tones. It seems that Yoruba "low" tone is in fact a low
falling tone, but that this low falling tone is changed into a low level
tone when followed by a non-low tone.
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Footnotes

1. Analysis of variance followed by Duncan's test.

2. With a 1% confidence level.

3. Some cases can be found among Eastern Bantu languages.,

4. The recording was done at University of Ibadan, Nigeria, and the
data analysis was done in the Phonology Laboratory, University of Cali-
fornia, Berkeley.

5. Only 2 consonants [k] and [g] were used in this experiment to
represent voiced and voiceless stops. Recent data seem to indicate that
velar stops have a more importapt perturbatory effect on the Fg of the
following vowel than other stops (Hombert and Ladefoged, 1976: Meyers,
1976) .

6. The three Yoruba tones are represented as follows:

High Tone ’
Mid Tone —
Low Tone

7. When the Fg values after voiced or voiceless stops were too close
to the average value (wide line), they were not represented on Figure 2.

8. High refers to the tongue-height parameter.

9. See Atkinson (1973) and Ohala (1973a) for a more detailed review of
these different theories.

10. 20 Hz is probably an overestimation considering on the one hand
the richness of certain tone languages (in terms of number of tones) and
on the other hand the maximum frequency range of vocal cord vibrations.
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11. Pollack's experiment was done using a 100-5000 Hz frequency range,
but his data show that the number of identifiable tones is negligibly
affected by a lowering of the upper limit of the frequency range.

References

Atkinson, J. E. (1973) "Aspects of intonation in speech: Implications
from an experimental study of fundamental frequency" Ph.D. Thesis.
University of Connecticut.

Beach, D. M. (1938) The Phonetics of the Hottentot Language
Cambridge.

Beil, R. G. (1962) '"Frequency analysis of vowels produced in Helium-
rich atmosphere" JASA 34:347-49.

Capell, A. (1949) "Two tonal languages of New Guinea" Bulletin of the
Sehool of Oriental and Afriean Studies 8:184-99.

Chistovich, L. A. (1969) "Variation of the fundamental voice pitch as
a discriminatory cue for consonants" Soviet Physice - Acoustics
V. 14, no. 3. pp. 372-8.

Cohen, A. (1961) "Further investigation of the effects of intensity
upon the pitch of pure tones" J4SA 33:1363-76.

Ewan, W. G. and R. Krones (1974) "Measuring larynx movement using the
thyroumbrometer" Journal of Phoneties 2:327-35.

Fant, G. (1960) Acoustie Theory of Speech Production Mouton: The Hague.

Flanagan, J. L. and L. Landgraf (1968) "Self-oscillating source for
vocal tract synthesizers" IEEE Trans. Audio 16:57-64.

Fujimura, 0. (1971) "“Remarks on stop consonants" In Form and Substance
Akademisk Forlag. pp. 221-32.

Gandour, J. (1974) 'Consonant types and tone in Siamese" Journal of
Phoneties 2:337-50.

Haggard, M., S. Ambler and M. Callow. (1970) '"Pitch as a voicing cue"
JASA 47, No. 2, 613-7,

Han, M. S. and K. 0. Kim (1974) "“Phonetic variation of Vietnamese tones
in disyllabic utterances" Journal of Phonetics 2:223-32.

Haudricourt, A. G. (1954) "De 1'origine des toms en vietnamien"
Journal Asiatique 242:69-82,



52

Haudricourt, A. G. (1961) "Bipartition et tripartition des systémes de
tons'dgns quelques langages d'extréme-orient" Bulletin de la
Societe Linguistique de Paris 56:163-180.

Hombert, J.-M. (1975) ''Towards a theory of tonogenesis (An Empirical,
physiologically and perceptually-based account of the development
of tonal contrasts in language)" Ph.D. Thesis. University of
California, Berkeley.

Hombert, J.-M. (1976a) "Phonetic explanation of the development of tones
from prevocalic consonants" In this volume.

Hombert, J.-M. (1976b) '"Development of tones from vowel height" 1In
this volume.

Hombert, J.-M. (In preparation) "Production and perception of tone of
Yoruba nouns"

Hombert, J.-M. and P. Ladefoged (1976) '"Effect of aspiration on the
fundamental frequency of the following vowel' Journal of the
Acoustical Society of America 59(A) S72.

House, A. S. and G. Fairbanks (1953) "The influence of consonant .
environment upon the secondary acoustical characteristics of vowels'
JASA 25: No. 3:105-13.

Hyman, L. M. (1973) Ed. "Consonant types and tone" Southern California
Occasional Papers in Linguistics No. 1.

Hyman, L. M. (1973b) 'The role of consonant types in natural tonal
assimilations" Consonant Types and Tone (Ed. L. Hyman). Southern
Califormia Occasional Papers in Linguisties No. 1:153-179.

Karlgren, B. 1926. '"Etudes sur la phonologie Chinoise" Archives
d'Etudes Orientales Vol. 15.

Ladefoged, P. (1964) A Phonetic Study of West African Languages Cam-
bridge Univ. Press.

Ladefoged, P., J. DeClerk, M, Lindau, G. Papgun. (1972) "An auditory-
motor theory of speech production" In Working Papers in Phonetics
UCLA 22:48-75.

LaVelle, C. R. (1974) '"An experimental study of Yoruba tone' Studies
in Afriecan Linguistics Supp. 5:185-194.

Lea, W. (1972) "Intonational cues to the constituent structure and
phonemics of spoken English" Ph.D. Thesis. Purdue.



53

Lea, W. (1973) "Segmental and suprasegmental influences on fundamental
frequency contours" In Consonant Types and Tone (ed. L. Hyman) pp 15-70.

Lehiste, I. (1970) Suprasegmentals M.I1.T. Press.

Lehiste, I., and G. Peterson (1961) "Some basic considerations in the
analysis of intonation" JASA 33:419-25.

Licklider, J.C. (1956) "Auditory frequency analysis' Proe. 3rd
London Symp. on Information Theory pp.253-68 London.

Longacre, R. (1952) "Five phonemic pitch levels in Trique” Acta
Linguistica 7:62-82.

L3fqvist, A. (195) "Intrinsic and extrinsic F variations in
Swedish tonal accents" DPhonetiea:31:228-47.

Luce, G. H. (1959) '"Introduction to the comparative study of Karen
languages" J. BURM. R.S. 42,1:1-18,

Maspéro, H. (1912) "Etudes sur la phonétique historique de la langue
annamite: les initiales" BEFEO, XII.

Matisoff, J. (1970) '"Glottal dissimilation and the Lahu high-rising
tone: a tonogenetic case-study" Journal of the American Oriental
Soctety 90,1:13-44,

Matisoff, J. (1973) '"Tonogenesis in Southeast Asia" In Consomant Types
and Tone Ed. L. Hyman. pp. 71-96.

Meyers, L. (1976) '"Aspects of Hausa Tone" UCLA Working Papers in
Phonetics 32.

Mohr, B. (1971) "Intrinsic variations in the speech signal® Phonetica
23:65-93,

Mgller, A. R. (1973) '"Coding of amplitude and frequency modulated sounds
in the cochlear nucleus" Paper presented at the Symposium on
Auditory Analysis and Perception of Speech. Leningrad. Aug. 21-24,
1973,

Newman, P. (1975) '"The non-correlation of tone and vowel height in
Hausa" Studies in African Linguisties 6.2:207-213.

Ohala, J. (1972) 'How is pitch lowered" (Abstract) JASA 52:124.

Ohala, J. (1973a) "Explanations for the intrinsic pitch of vowels"
MIM Jan. 1973:9-26.



54

Ohala, J. (1973b) '"The physiology of tone" 1In Consonant types and
tone. (Ed. L. Hyman). pp 1-14.

Ohala, J. and W. Ewan (1973) "Speed of pitch chanpe'" (Abstract) JASA
53:345,

Pliszczikowa-Chodak, N. (1972) '"Tone-vowel height correlation and tone
assignment in the patterns of verb and noun plurals in Hausa" In
Studies in African Linguisties  3:399-422.

Plomp, R. (1967) "Pitch of complex tones" JASA 41:1526-1533.

Pollack, I. (1952) "The information of elementary auditory displays"
JASA 264:745-49 .

Pollack, I. and L. Ficks (1954) ‘“Information of elementary and multi-
dimensional auditory displays" JASA 26:155-158.

Shafer, R. (1953) "Etudes sur 1l'Austroasien" B.S.L.P. 48,1:114-115.

Snow, W. B, (1936) 'Change of pitch with loudness at low frequencies"
JASA 8:14-19.

Stevens, S. 5. (1935) "The relation of pitch to intensity" JASA 6:150-54.

Stevens, S. S. and H. D. Davis (1938) Hearing: Its Psychology and
Physiology J. Wiley & Sons. New York.

Taylor, H. 1933. '"The fundamental pitch of English vowels" Journal of
Exp. Psychol. 16:565-582.

Wever, E. G. (1949) Theory of Hearing J. Wiley & Sons. New York.

Whitfield, E. G. and E. F. Evans (1965) '"Responses of auditory cortical
neurons to stimuli of changing frequency" J. Neurophysiology
28:655-72.

Zurmuhl, G. (1930) "Abhangigkeit der tonhohenempfindung von der Laut-
starke und ihre Beziehung zur Helmholtzschen Resonanztheorie des
Horens" Z. Sinnesphysiol. 61:40-86.



55

Development of Tones from Vowel Height
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Introduction

In this paper I will attempt to provide one of the major reasons
why the intrinsic fundamental frequency variations caused by vowel
height rarely, if at all, give rise to the development of phonological
tones. Explanations of sound changes based on physiological constraints
of our articulatory and/or auditory mechanisms have been proposed for a
long time (Durand, 1938; Grammont, 1933; Haden, 1938; Passy, 1891; Paul,
1891; Rousselot, 1891; Sweet, 1888). The interest in finding such
explanations for widely (i.e. non-language specific) attested sound changes
has been revived recently (Hombert,1974, 1975a, b, c; Hombert, Ohala and
Ewan, 1975, in preparation; Ohala,1974a, b, 1975). These explanations
imply that the pronunciation intended by the speaker may get distorted
by the time it is perceived by the listener. This may be due to the action
of articulatory constraints which affect the way the sounds were uttered
or by the action of auditory constraints which affect the way the sounds
were analyzed by the listener's ear. In order to demonstrate that a
sound change is phonetically motivated, one has to demonstrate first
that these intrinsic perturbations are present in the speech signal (at
least in the case of articulatory motivated sound changes) and second,
that their magnitude 1is sufficient to be perceived.

The role played by experimental phonetics in explaining sound
changes is clear from this scheme. But the interaction between phonetics
and historical linguistics is not unidirectional. In this paper, I want
to illustrate a case in which historical data can lead us to new in-
sights concerning perception and speech processing. I mentioned earlier
that a phonetically motivated sound change will be explained if ex-
perimental data show that intrinsic perturbations (non-intended by the
speaker) are present in the speech signal and of sufficient magnitude to
be heard by the listener. Now let us suppose we can demonstrate these
two points despite the fact that historical data do not show that this
historical change is widely attested (i.e. probably phometically motivated).
At least two reasons can be proposed to account for this discrepancy: (1)
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linguists have failed to report this type of sound change perhaps be-
cause of a lack of focus in the linguistic literature om such a pos-
sibility. (2) This sound change simply did not occur. If this second
case is valid, this may imply that our previous investigations of the
existence and the perception of the intrinsic perturbations may have

been too hasty or too superficial and consequently have to be reconsidered.

Phonetic data

It has been shown (Hombert, 1974) that the most well documented type
of tonogenesis, namely the development of contrastive tomes on vowels
due to the loss of a voicing distinction on obstruents in prevocalic posi-
tion is phonetically motivated. 1In this paper I want to address myself
to the following question: Why is it that such a development does not
occur from the intrinsic fundamental frequencies caused by vowel height?
First, let us examine data concerning the intrinsic fundamental frequencies
of vowels in American English. Several studies have shown that vowels have
an intrinsic fundamental frequency related to their height: high vowels
(low Fl) have a higher fundamental frequency than low vowels (House and
Fairbanks, 1953; Lehiste and Peterson, 1961; Peterson and Barney, 1952)
as shown in table 1.

Table 1. Intrinsic fundamental frequency of vowels (in Hz).

i a u
House and Fairbanks (10 subjects) 127.9 118.0 129.8
(1953)
Lehiste and Peterson (5 subjects) 129 120 134
(1961)
Peterson and Barney (33 subjects) 136 124 141
(1952)

The data presented in table 1 indicate that the intrinsic varia-
tions of fundamental frequency due to vowel height are of the same
order of magnitude as the intrinsic differences caused by prevocalic
consonants (Hombert, 1974; House and Fairbanks, 1953; Lea, 1972, 1973;
Lehiste and Peterson, 1961; Lofqvist, 1975; Mohr, 1971). 1In fact, Le-
histe (1970:71) mentions "The influence of an initial consonant could
counterbalance the influence of intrinsic pitch: the average for
/kz/ sequences was 171 Hz, while that of /gi/ sequences amounted to
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170 Hz." Since vowel height and prevocalic obstruents seem to cause com—
parable intrinsic perturbations, one would expect tonal development
resulting in vowel merging to be as frequent as tonal development re-
sulting in the loss of some voicing contrast in prevocalic p031t10n and

one would expect the development to show that high vowels give rise to

high tones and low vowels to low tones. However, historical data illustrat-
ing such developments are not straightforward.

Historical data

Pilzczkowa-Chodak (1972) suggests that tone assignment of verbs and
noun plurals in Hausa is largely predictable from the height of the
final vowel: a high (vs. low) final vowel predicting a high (vs. low)
tone. This analysis, however, has been criticized by Hausa scholars
(Newman, 1975; Leben and Schuh, personal communications). It seems that
Middle Chinese words with checked tones (i.e. p,t,k endings) and voice-
less initial consonants developed a relatively lower tone when the
vowel nucleus was [a] than when it was [s] (Baron, in preparation; Pulley-
blank, 1970-1). 1In some Cantonese dialects, this tone development has
sometimes been analyzed as originating from a length contrast. In the
Omei dialect of Mandarin, two tones rearranged themselves depending on
vowel height; the 'new' high tone regrouping high vowels (Baron, in
preparation; Cheung, 1973). In Ngizim (Schuh, 1971) and in Bade, the
tone patterns of verbs are partially predictable from the vowel of the
first syllable; if the vowel is [a], the verb will have a high tome. The
literature offers a few other examples which seem to indicate an interaction
between vowel height and tone. In Foochow (Yuan et al, 1960; Chen and
Norman, 1965; Maddieson, 1975) the vowel is raised if the tone of
some lexical items is replaced by a higher tone. A similar phenomenon
occurs in Lahu (Matisoff, 1973) where the rising tone can raise a vowel.
These last two cases (Foochow and Lahu) can be interpreted as an effect
of tones on vowels. It would seem that the interaction between tones and
vowel height works only in one direction: tone can affect vowel height but
not vice-versa. As I mentioned earlier, historical data do not suggest
that the development of contrastive tones from vowel height is a widely
attested process; furthermore, the reverse direction of interaction (i.e.
low vowels giving rise to high tones) as observed in Ngizim and Bade
seems ynexplainable phonetically. It would seem reasonable then to find
an explanation for the infrequency of this type of effect.

Several reasons can be proposed. One would expect that such a tonal
development would start where the intrinsic differences are maximil,that
is from the merging of low and high vowels. This seems unlikely since
even very restricted vowel systems contain i, a and u. One can also argue
that the intrinsic perturbations caused by prevocalic consonants are of a
different nature than those caused by vowel height. A voiced (vs. voice-
less) consonant causes a rising (vs. falling) fundamental frequency pattern
at the onset of the following vowel. On the other hand, the intrinsic
fundamental frequency associated with different vowel qualities is mani-
fested by differences in steady-state fundamental frequency levels. Our
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auditory system is more "efficient" at detecting changes in varying funda-
mental frequency signals rather than differences (of the same magnitude)
between two steady-state fundamental frequency signals.

Another possibility is that our perception of pitch of vowels is
affected by vowel quality. Since intrinsic pitch and vowel quality are
always associated for a given vowel (as opposed to the case of con-
sonantal perturbation where the consonant can be removed) it is possible
that either the pitch of vowels is affected by the spectrum envelopes (ef-
fect of loudness at certain frequencies) or that the pitch of high (vs. low)

is perceived lower (vs. higher) as a result of some sort of normalization.
The following experiment was designed to test this hypothesis.

Experimental paradigm

Ten subjects (5 females and 5 males) all native speakers of American
English participated in this experiment. They were asked to compare the
pitch of two synthesized vowels (generated by a software synthesizer) of
different quality. Only those who were able to achieve a score of 95%
or better in a control experiment involving the comparison of the pitch
of two pure tones were selected as subjects. The formant values of the
three vowels used in this experiment are given in table 2.

Table 2. Formant values of synthesized vowels i, a, u.

i a u
F1 (in Hz) 270 730 300
F2 2600 1090 870
F3 2800 2440 2240

These values are taken from Peterson and Barney (1952) except for the
second and third formants of [i] which have been raised in order to

sound more speech-like (Delattre et al (1952)) . Three fundamental fre-
quencies, 115 Hz, 120 Hz and 125 Hz (with an accuracy of + 0.5%) were
superimposed on each of these three vowels which had a duration of 250
msec (with a rising and decay time of 20 msec). The interval separating
the first (V1) and second vowel (V2) was 500 msec. The fundamental fre-
quency of the second vowel was either 5 Hz below, equal to, or 5 Hz above
the fundamental frequency of the first vowel (in other words, the funda-
mental frequency range of V2 was from 110 Hz to 130 Hz). V1 and V2 al-
ways differed in quality (i.e. there were no i-i, a-a, or u-u sequences) .
Six repetitions of all possible V1-V2 comparisons were presented (ex-—
cluding cases where V1 and V2 had the same quality) making a total of

324 judgements (3V1 qualities x 3V1 FO x 2V2 qualities x 3V2 FO x 6
repetitions). Over-all amplitude levels were equalized for the three vowels.
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Subjects were asked to judge: whether the first or the second vowel was
higher in pitch (i.e. a two-way forced choice). They were instructed

to mark the  corresponding vowel on their answer sheet. They had three
seconds in which to make a response. The experiment was divided into two
parts preceded by a short training session in which six pairs were
presented. The same stimulus presentation format was adopted in the con-
trol experiment in which synthesized vowels were replaced by pure tones.
The role of this control experiment was twofold; it was used to determine
the accuracy of the subjects' pitch perception and also to investigate
the effect of stimulus ordering on the perception of pitch especially when
the two tones had the same frequency.

Results and Discussion

Since the criterion used to select subjects was quite strict (minimum
of 95% correct in the control experiment), they made very few mistakes when
the vowels were 5 Hz apart (90% correct or better). As a result, in the
following analysis I will only consider the pairs which had identical FO
on both vowels. The subjects' responses for these pairs are presented in
table 3.

Table 3. Number of times each vowel was judged to be the higher
in pitch when comparing the pitch of vowels of different
quality but equal fundamental frequency (10 Subjects).

i:a comparison u:a comparison u:i comparison
(i-a and a-i pairs) (u-a and a-u pairs) (u-i and i-u pairs)
a = 257 a = 261 i= 185
i =103 u= 99 u=175

From this table, it is clear that the low vowel [a] has a tendency to be
judged higher in pitch than the high vowels [i] or [u] (although their
fundamental frequencies were in fact equal).

Let us now look in more details at the pairs involving comparisons of low
(2) vs. high (i or u) vowels. In table 4, data showing the effect of
fundamental frequency level and ordering for these pairs are presented.
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Table 4. Number of times each vowel was judged to be higher in
pitch when comparing the pitch of vowels of different
quality (but equal FO) as a function of the fundamental
frequency level and the order of presentation of these two
vowels (10 Subjects).

i:a comparison u:a comparison
i:a a-1i u-a

FO FO FO FO

115 120 125 | 115 120 125 | 115 120 125 115 120 125

Low vowel a ;
judged higher 44 39 48 46 36 44 48 36 42 57 47

34
in pitch
High vowel i
or u judged 16 21 12 14 24 16 12 24 18 3 16 26

higher in pitch

These data were subjected to a three-way analysis of variance. The hypo-
thesis being tested (i.e. low vowel being judged higher in pitch than high
vowel of equal fundamental frequency) was found to be statistically significant
(p < 0.0005). The ordering effect was found to be non-significant. It

can be noticed in table 4 that the differences in  the number of "high"
judgements for the low vowel [a] vs. the high vowel [i] or [u] is smaller

at 120 Hz and moreover the responses for the a-u pair at 115 Hz deviates
considerably from the ratio found under other conditions. These two points
suggest that the location of the relevant harmonics with respect to the for-
mants may play a role in pitch perception. In fact, the statistical ana-
lysis revealed that the effect of fundamental frequency level was significant
at the 0.02 level. Although this last point requires further investigation,
the basic point has been demonstrated. Since the low vowel [a] is perceived
higher in pitch than the high vowels [i] and [u] when compared at equal
fundamental frequency, this implies that vowel quality affects pitch per-
ception of vowels. The pitch difference between high and low vowels

is smaller than their fundamental frequency differences. This is an
important point for explaining why intrinsic fundamental frequency differences
caused by vowel height did not give rise to tonal development as frequently
as we would have expected considering the magnitude of these intrinsic
differences.
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These data demonstrate that the effect exists, that the perceived
pitch difference between high (low Fl) and low (high Fl) vowels is
smaller than their fundamental frequency difference would indicate. How-
ever, the origin of this effect has not been demonstrated. Two possibilities
should be investigated:

1) it is a low level phenomenon which can be explained by vowel spectra
characteristics

2) it is a higher level phenomenon involving some normalization of
fundamental frequency depending on vowel height.

Although it is clear that a controlled experiment has to be done in order

to accept or reject one of these hypotheses, available relevant experimental
data do not seem to favor the first possibility. It has been known for quite
a long time that intensity affects our pitch perception. Stevens (1935) shows
that the pitch of a tone whose frequency is 150 Hz is lowered by as much as
11% when its intensity is raised by 50 dB. More recent data (Cohen, 1961)
suggest a smaller effect (2 to 4%Z). In order to be able to apply these data
to vowels, we have to know which frequency region is the most relevant for pitch
perception. Ritsma (1967) indicates that for fundamental frequencies in the
range of 100-400 Hz (i.e. the relevant range for speech), the frequency region
consisting of the third, fourth and fifth harmonics plays a dominant role in
the perception of pitch. Since the vowels used in this experiment had a FO

of 115, 120 or 125 Hz, the dominant frequency region is located between 345

(3 x 115) and 600 Hz (5 x 125). Since we know (Cohen, 1961; Snow, 1936;
Stevens, 1935; Zurmuhl, 1930) that by increasing loudness we lower the pitch
(assuming that we are dealing with a tone below 1000 Hz), our results would be
explained if we could show that the amplitude of the spectrum of [i] or [u]

is sufficiently greater than the amplitude of [a] in the relevant frequency
region (i.e. approximatively 345-600 Hz). In fact, as can be seen from Figure
1, the intensity of [a] (is higher than the intensity of [i] or [u] in a major
part of this frequency region) and consequently would not explain our results.

The second possibility would imply an interaction between Fo and vowel
quality at a higher neurological level. Since vowel quality and intrinsic
FO are always produced simultaneously, it is possible that our auditory
system subjects the speech signal to some form of normalization having the
effect of raising the pitch of low vowels (or lowering the pitch of high
vowels). It should be remembered that similar effects have been investigated
and described: for instance, the size-weight effect by which a small size
box is judged heavier than a bigger size box of equal physical weight
(Birnbaum and Veit, 1974). It should be noted that this experiment indicates
only the direction of the effect. The only quantitative information is that
for these selected subjects, under these experimental conditions, the effect
was smaller than 5 Hz. Before making definitive conclusions about the rele-
vance of these data for explaining the non-development of tones from vowel
height, two stages are required. First, a quantification of the effect under
laboratory conditions (i.e. by presenting pairs of vowels differing both in
quality and FO) and second, a quantification of the relationship between
laboratory conditions and 'real world' conditioms.
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Conclusion

In summary I have shown that the study of historical developments,
or more precisely in this case, the lack of historical developments can
lead to new insights concerning perception of speech. I presented data
indicating that the pitch differences between high and low Vowels were
smaller than the corresponding intrinsic fundamental frequency differences.
This is taken as a partial explanation for the lack of tonal develop-
ment from vowel height.
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WORD GAMES: SOME IMPLICATIONS FOR ANALYSIS OF TONE

AND OTHER PHONOLOGICAL PROCESSES
Jean-Marie Hombert

Department of Linguistics, University of

California, Los Angeles

1. 1Introduction

Word games have become very popular among linguists and, in fact,
have a current literature of their own. Bamgbose (1970) with Yoruba,
Chao (1931) with Chinese dialects, Conklin (195@, 1959) with Tagalog and
Hanunbo, Haas (1957, 1969) with Thai and Burmese, Hombert (1973) with
Bakwiri, and Sherzer (1970) with Cuna give us an idea of the socio-
cultural role of word games, the kind of manipulations which can be used,
and how they can help us to solve linguistic problems.

In this paperl, I shall first present some examples where word games
can shed light on problems involved in phonological descriptions and then
turn to the representation of tone, especially to the segmental vs
suprasegmental nature of tone. In order to do this, I will present data
from experimental workZ done with speakers of Asian and African languages.
After looking at problems of analysis introduced by these two different
representations, I will attempt to define what some of the theoretical
implications are. Finally, I will mention the relevance of data from
existing word games and also the possibility of inventing word games as a
way of gaining insight into phonological systems.

2. Linguistic use of word games
The examples presented in this paper involve a word game which
consists of inverting the position of the two syllables in disyllabic
words, as in (1).
@) C1V1C2V2 —_— C2V2C 1V1
2.7 Vé /7
for instance: 'death' kwéli — 1likVe

The first part of this study will be illustrated with examples from
Bakwiri3, a language spoken on the southern slopes of Mount Cameroun.
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2,1 Syllable structure

2,1.1. Word games can be used to define the syllable structure.
Let us consider the sequence presented in (2). It is not clear to which
syllable Vs and C; belong. Examples presented in (2a, b and e) can
suggest a solution.

(2) (C1) vy (V) Cp V3

a. 'plantain' mk3 — kdm> BUT NOT Smok

b. 'throat' 155 — 0321 BUT NOoT 3?1
~N 7/

c. 'wood' weoll —= 13iiwééé BUT NOT ol fwe

Considering these data, the Bakwiri syllable structure should be analyzed
as (C) V (V). It is interesting to notice the appearance of a

glottal stop in transformation 2b. In Bakwiri glottal stops occur only
before a vowel in word initial position as showmn in (3).

@ A/ — [2799]

This glottal stop is preceived with difficulty in initial position but
it becomes obvious when the syllables are reversed in the word game as
seen in (2b). Since the vowel sequence [0i] 1is not prohibited and, in
fact, does exist in certain words in Bakwiri, our example (2b), along
with examples such as (4) shows the psychological reality of the initial
glottal stop.

/
(4) a. ‘'salt' Ik%a — k321
b. 'sun' Tg¥e — g¥&7f
The reason why the glottal stop is transposed with the vowel is to pre-
vent the loss of a syllable. If the vowel were moved to the end without

the glottal stop, the resulting unacceptable game form (5) would reduce
the word to only one syllable.

(5) fhs is not transformed into 03}

Thus, the glottal stop provides one more piece of evidence that the
unit moved by the word game is the syllable.

2.1.2 The only consonant clusters occurring in Bakwiri consist of
nasals followed by homorganic voiced stops. This restricted distribu-
tion might lead us to suspect that these clusters are phonemic units.
Their behavior in the word game confirms this suspicion.

Ve N\
(6) a. 'to take care' kdmba — mbékzs BUT NOT békam

~ AN
b. ‘'rice' kKbndi —= ndfkd  BUT Nor dfkon
c. 'father' zgqgg —_— qgézé BUT NOT gézén
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2.2 Glides

One of the problems in the analysis of Bakwiri is establishing
whether forms as in (7) are to be analyzed with an intervocalic glide
or not.

(7) a. 'stone' I?yé OR l?é
b. 'excrement' lowa OR 168
c. 'small' tayi OR 3]
d. 'village' mbowa OR mboa

The word game provides a reliable criterion for setting up underlying
forms as seen in the left column of (8) and 9.

(8) a. Ifyé

b. 1éwa

Y

D
_>w

N ©7
o\ =N

On the other hand, some forms are unable to undergo the game transfor-
mation, presumably because they have no underlying glide and therefore
consist of only one syllable.

9 a. tef —n ]
b. mboa —» ]

It is possible sometimes to be able to check the correctness of the
transformations made by the native speaker. In (10) the plural form of
the item given in (7a) is presented, we see that the glide is, in fact,
present.

(10) 'stones’' mgyé

2.3 Vowel length

If we look at (11) we can see that when a word has a long vowel,
the length is not transposed with the syllable but rather stays in the
same place.

(11) a. 'stomach' lddngd —— ngaald
b. 'bum' zédyd —> yaazd

If we call S1 the first syllable and S2 the second syllable, the
generalization of this transformation can be written as in (12).

(12) S1 52 S2 S1
—i
+ length - length length - length
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From the examples presented in (11) it could be argued that there is a

constraint which does not allow a double vowel in word final position.

If we look at (13) we see that all combinations are possible and there-
fore this argument does not hold.

(13) a. 'earth' 2828 — 7874
, 1 2 2 1

b 'bone' 28828 —= z&872¢ BUT NOT z& 284

1 2 2 1 2 1

c. 'it is not' & z&é — 24 7¢¢ BUT NOT zé& 28

1 2 2 1 2 1

In both cases (13b) and (13c)the rhythmic pattern does not change when
the syllables are reversed by the game. We can now generalize as in (l4).

(14) S1 S2 — S2 S1
a length B length a length length |

When the long or more exactly, the double vowel is formed by two different
vowels, the native speaker is sometimes unable to apply the word game
rules, but in other cases he can give the expected form as in (15).

(15) 'door' 11688 — BaaI14

The problem encountered by the native speaker in applying the word game
rules in this case can have two origins. Either it can be a difficulty
in replacing a sequence of two different vowels ViV2 by a sequence of two
identical vowels V3V3 (in the case of a word having the structure
C1V1V2C2V3) or more probably, the speaker feels he is violating the
length pattern by putting a double vowel in a position where there was a
single vowel before the transformation. All these data seem to suggest
that, in Bakwiri, the length pattern is a property of the whole word

and consequently is not dependent on the segment to which it is originally
assigned. The same kind of evidence is found in Conklin (1956, 1959) for
Tagalog as shown in (16) and for Hunanubo as shown in (17).

(16) dooti — diito BUT NOT ditoo
(17) buuna — naabu BUT NOT nabuu
3. Tone

3.1 As can be seen from the examples presented so far, as well as in
(18) below the tone pattern of disyllabic words in Bakwiri is not
affected by the word game transformation.

(18) a. Low-low 'plantain’ = mokd —s koMo
b. High-high 'death' kvel{ —» | {KkWé
c¢. Low-high 'one person' moko— komo BUT NOT komo

d. High-low  'falling' kWel{— Ifk%e BUT NOT |1Kk¥é
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As I suggested earlier for the length pattern, speakers isolate the tone
pattern as a property of words, that is, without a particular tone being
attached to a particular segment, and, in our case, not even to a
particular syllable. In other words, data from this word game suggest
that tone is a suprasegmental feature in Bakwiri.

It is interesting to note that in Thai and Burmese word games re-
ported in Haas (1969), the reverse is found. These word games consist
~ of interchanging the finals of two successive syllables as shown in (19)
for Thai’ and (20) for Burmese.

(19) 'big bottom' k[on] j[aj] — k[3j] jlén]
(20) 'fire place’ m{ bow — mow b

The tones move with the transposed segments, suggesting that in Thai and
Burmese, tones may be best analyzed as a segmental feature on syllabic
segments.

3.2, 1In fact, one of the hotly debated issues on the status of tone is
whether tone should be represented as a segmental or a suprasegmental
feature. Schachter and Fromkin (1968) in Akan, Woo (1969), Maddieson
(1971) and Fromkin (1972) argue for segmental representation. But .
Pike (1948), and McCawley (1964, 1970) view the syllable as the domain
of the tone feature. Welmers (1962) claims that tone should be regarded
as a feature on the morpmeme in Kpelle. Edmonson and Bendor-Samuel
(1966) present evidence for regarding the phonological word as the tone
bearing unit in Etung. More recent studies by Elimelech (1973) in Kru,
by Leben (1973a) in Mende, Bambara, Maninka and Hausa, and by Mazaudon
(1971) in Tamang spoken in Nepal, lead to a similar conclusion: that is
in these languages tone should be regarded as a feature on the phonolo-
gieal word.

3.3. One persuasive argument for tone as a feature on the phonological
word in these languages is that the number and shapes of tone patterns
are not dependent on the number of vowels or syllables a given word has.
This is what is shown in (21) for Kru8 and (22) for Tamang.

(2l Monosyllabic Disyllabice
a. 'pepper' bd [ T ] 'wine' nimé [~ ]
b. ‘'rice' k5 [ — 3] "cup' tape [ _]
c. 'child' ji [~ ] 'inside' ké1& [~ ]

d. ‘'chicken' si [T\ ] 'coconut' kitd [T 7\]
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(22) Disyllabic Trisyllabic
a. 'he went' ni—ci [>=—] 'if he goes' ni-sami [>—-
b. 'he sat' ci-ci [— 7] 'if he stays' ci-sami [ ]

c. 'he pinched' cit-ci [—-] 'if he pinches' <cii-sami [——3

'he remembered' cii-ci [——A] 'if he remembers' cii-sami [—

From these data it is clear that the tone patterns on di- or trisyllapic
words are just expanded versions of tone patterns on monosyllabic units
for Kru and disyllabic units for Tamang,suggesting that tone is mapped
over the phonological word without using segmental information.

3.4. Word games can provide important insight into this segmental vs.
suprasegmental controversy. I have devised a word game for this purpose
and used it with native speakers of African and Asian languages. This
word game involves the two manipulations shown in (23).

(23) a. CjV4CV, —— C1VaCoVy (M1)
b. C1V1C2V2 —i C2V201V1 M2)

A disyllabic word C1V)CyV, was changed into C;V,C,V; (vowels interchianged)
by the first manipulation M1, or into C2V2CiV) %syliables interchanged)
by the second manipulation M2. After Bakwiri, I experimented with
speakers of the Dschang and Kru languages of Africa, and Mandarin, Can-
tonese, Taiwanese and Thai among East Asian languages.

I taught the word game to my informants by using the simple syllable
structure CV (and not CVV or CVC) and identical tones on both syllables
to illustrate the rules of vowel and syllable interchanging. The output
from M2 was quite consistent both in African and Asian languages. As
the data in (24) show, the tone pattern was left unchanged by African
speakers performing the syllable switching manipulation.

(24) a. Bakwiri 'falling' kWéIl __M.z__> ifkwe BUT NoT IVk%é
b. Dschang 'bone' sk M2, Wiz BUT NOT  k¥eh
c. Kru 'axe' tows —2 > w&tl BUT NOT  wétl

But apart from very rare exceptions which will be discussed later, the
tones were consistently moved with the syllables by the Asian speakers
as shown in (25).

(25) a. Thai 'woman' phuN jinA __, JioAphuN BUT Nor jig\ phu/]
b. Cantonese 'convenient' fon ¥pind — pin"‘faq\‘ BUT NOT pin\',forj—'}
c. Taiwanese 'meaning' iNsud — su\ i \] BUT NOT su\li N|

d. Mandarin ‘'at least' t/e’ i1 maJ'——> maJ‘t;,‘i /1 BuT NoT ma’}‘c;a’ivl
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From (26) we can see that the output from Ml is also consistent for the
African languages considered. The tones are not moved when the vowels
are interchanged.

26) a. k"0 ML _ i morwor ke
b. ak"e _51____, akWa BUT NOT kW3
c. tawe ! tewu BUT NOT téwi

The data from the Asian languages on M1 are not so straightforward as

they were for M2. 1In Thai, a great majority of items presented (70%)

were transformed as shown in (27a), that is, the tones were moved with
the segments; but some items were left unchanged as in (27b).

(27) a. ‘'woman' phu\,jir)A _E}_,phir)/]ju\JBUT NOT phin A,ju\'

b. 'milk' nam—fnom-[ Lnomjnam‘fBUT NOT nom" nam—l
The output of Ml is also subject to variation in Cantonese; 507 of
responses were of the form presented in (28a), with the tones being moved
with the vowels, and approximately 507 were of the form presented in (28b).
(28) a. 'convenient' fon #Pin'i———Ml—> fin“‘paq\‘ BUT NOT fin\pao’i

b. 'salted vegetables' ha:m\thoiﬂ—lgH>-hai\tha:m'ﬂ '

BUT NOT hol —{t[a:m_]

For Taiwanese and Mandarin, forms such as (29a) are very rare, and in
fact, the tone pattern is almost always left unchanged after manipula-
tion Ml (vowel interchanging game) as shgwn in (29b) and (30).

(29) Taiwanese
a. 'meaning' i \’su \l—_> u \lsi \JBUT NOT uNsid
b. 'below' ekha T —— & Jkhe TBUT NoT 2] khed

(30) Mandarin
'at least' ty‘i qmaJ—»t{)a I miABuT NOT ‘t;\-a\lmi/l

3,5. Problems of analysis

3.5.1. Monosyllabicity

While one might be tempted to conclude from the data obtained with
M2 that tone is a feature of the word in the African languages presented
here, but a feature of a smaller unit in the Asian languages, there is
one important problem which must be faced before the data from the
syllable switching game can be accepted as conclusive: namely that words
in Asian languages tend to be monosyllabic as opposed to the polysyllabic
tendency of African languages. In order to be able to have a certain
control on the bias introduced by this difference, I tried to have three
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different kinds of disyllabic compounds for Asian speakers. One group,
exemplified in (31), contained compounds of two clearly distinct words,
the second group contained compounds which were 'felt' to be one word
as in (32), and the last group contained associations of words which
make very little sense together as represented in (33).

(31) a. Thai 'not to stay' mai ‘* Ju _}
b. Cantonese 'cat's tail' mau | mei ]
c. Taiwanese 'red flower' an ﬂ hue '1
d. Mandarin 'black dog' hei 7] gou _4
(32) a. Thai 'woman' phu \} jin ]
b. Cantonese 'monkey' ma: tau 7]
c. Taiwanese 'lonely' ko o tud 7]
d. Mandarin 'train' huo _| t §)e 7
(33) a. Cantonese 'cat wind' ma:u ] fun ‘ﬁ
b. Mandarin 'fire pig' huo | teu 7

It was assumed that words of this last group should not be felt as one
word and unexpectedly these nonsense compounds turned out to be the only
exceptions we have to the general tendency for Asian speakers to move
the tones with the syllables during manipulation M2.

3.5.2. Dpifferent behavior with M1l and M2

In fact, the apparently opposite results we got with M2 lead us to
the same conclusion. In both types of languages, the speakers keep the
tone pattern attached to the word or morpheme unit. In African
languages,the tone pattern of a disyllabic word is maintained when the
twvo syllables change position. In Asian languages, the tone is changed
with the syllables precisely because each syllable is a word. These
results suggest that the word should be regarded as the tone bearing unit
in the case of these African languages: but they do not rule out the
possibility that tone is a feature on a smaller unit in Thai, Cantonese,
Mandarin and Taiwanese. As we mentioned earlier, the tone pattern of
the African words is not modified by the vowel switching game. This was
a predictable result: if tones are not interchanged when the whole
syllable is moved, we should not expect them to be affected when a
smaller unit (namely the vowel) is moved. We saw in (28) through (30)
that variations are possible from language to language and from informant
to informant. Tone is not always moved with the vowel in Thai, Cantonese,
Taiwanese and Mandarin. But nevertheless, the fact that such an
interchange is not attested at all with African speakers has to be
accounted for. That segments can also be tone bearing units seems to be
a reasonable working hypothesis. Further investigation can be done
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either by using the manipulation M1 (vowel switching game) and looking
for consistency across speakers and across languages, or by trying to
find tonological evidence showing whether tone behaves like a supraseg-
mental or a segmental feature. Leben (1973a) has correctly pointed out
that if we assume that tone is a feature capable of being associated
with units larger than segments, it should behave like other supra-
segmental phenomena.

3.5.3. Level of application of word game rules.

When word games are created by linguists as a method of gaining
insight into the native speaker's competence, it is very important to
be able to check the level of application of the word game rules. It
is obvious that our data will not have the same importance if the word
game operates on the surface phonetic form as opposed to a deeper form.
It is sometimes easy to know if certain rules have applied before or
after the word game. Let us compare the relative ordering of tone
sandhi rules and word game rules in Taiwanese. If we consider only
the non-checked tones, Taiwanese has five tones as in (35).

(35) High level (™
High falling (\)
Mid ¢ b
Low falling (Jd

Low falling rising ()

When two monosyllabic words are in compound, the first tone of the
compound is modified as in (36).

(36)
T — A
\ S— ]
4 —
N — \
Joo— -

The tone of the second word is left unchanged. 1In (37), (38) and (39)
three examples, with differemt ordering of tone sandhi and the word game
rules of M2, are shown. The word presented in (37a): i \su  is
transformed into su J i \ . In fact the original tones are low
falling-low falling and the first tone (low falling) has been transformed
into high falling by tone sandhi. Then, if we proceed as proposed in
(37b), we will get the incorrect output: su N i (high falling-low
falling). But rather, if we consider that the word game rules apply

on the surface form only after the tome sandhi rule without having
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access to the underlying form, then we will get the correct derivation
presented in (37c).

(37) a. 'meaning' i \lsudfrom i\, sud
i \1 SU\J M‘2——->su N i\'

b. wunderlying form --» word game — — = = === » surface form
(U.F.) W.G.) (T.S.) (S.F.)
i\_,su\l —_———> quiJ ------- > suN i \l
c. U.F. — LS. > S.F. — —» W.G.

iJqu—--—--——-a- i\lqu—ysu Ju\l

This derivation does not explain the output of M2 in (38a). We have to
assume that tone sandhi has applied before and after the word game
transformation changing the tone sequence from high-high falling to
mid-high falling by tone sandhi, then, to high falling-mid by syllable
interchanging and finally to high-mid by a new application of the

tone sandhi rule.

(38). a. 'flower' hue 1 tui \j from hue -'lui N
hue - tui \ 22 o u Thee
b. U.F. —-——T°—S'—> S.F. -~ — — »VW.G.
hue _)Iui\l———> hue ""Iui\l—--—)lui\lhue"’
c. U.F, =— _T‘._S._ > S, F., — — W.G. — —-—T--'-S'--) S.F.

The transformation presented in (39) can only be explained by consider-
ing that word game rules apply before the tone sandhi rule since a sequence
low falling-low falling, which is in fact a sequence mid-low falling

prior to tone sandhi, is changed to low falling-mid by syllable inter-
changing and then to high falling-mid by tone sandhi.

(39) 'old house' ku \I tshu \]from ku "'tshu \1

ku ~ ‘tshu\l-ﬂ——> tshu \l ku ‘E
U.F. —— W.G. - _’I;:S—.—— m— > SOF.

ku -ftshu\’ - - tshu\] ku"' - —)’tshu\l ku"'

3.6. Theoretical implications of suprasegmental representation

While most of the theoretically oriented work has sought to treat
tone as a feature on segments, Leben (1973a) proposes that a new matrix
containing suprasegmental information should be added to the segmental
matrix. Since as I have argued, speakers of some languages at least,
strive to maintain a constant tone pattern on words, this proposal
appears to have some psychological validity. In addition, Bamgbose (1970)



717

has shown that Yoruba speakers can invert a tone pattern for poetic
purposes, which suggests that they have access to this suprasegmental
matrix. Examples of such transformation are given in (40).

(40) a. ‘'open place' pddrapongba -————-péérépangbé

b. 'ar ! apérémopéte —
. gument aperemopete aperemopete

4. Conclusion

I have attempted to show that word games can be very useful for
gaining insight into phonological systems. We have seen how they can
provide information concerning syllable structure, glides and vowel
length, as well as providing evidence concerning the underlying repre-
sentation of tone. Information from such games is valuable when
consistency across related languages and across speskers is obtained.
This study using only one informant for each language (except for
Cantonese and Taiwanese where two informsnts were used) cannot pretend
to lead to indisputable claims but I do think that word games can
provide an access to the native speaker's knowledge of his language.
It is hoped that both existing and experimentally contrived word games
will be further studied from this point of view.

In conclusion, I would like to mention a remark made by Hector
Javkin: "Phonology has often consisted of the subject being serious
and the linguist playing games. The time has come to reverse the
process''.
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Footnotes

1. This is an expanded version of a paper presented at the Linguistic
Society of America meeting at San Diego, December 1973, The first
part of this paper was read at the 1973 Summer Linguistics Conference
at Santa Cruz and published in Stydies in African Linguisties Vol.

4, 3, pp. 227-236.
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2. The experimental work involved in this study was done at the
Phonology Laboratory, University of California, Berkeley and supported
by an NSF grant (GS-2286).

3. Bakwiri belongs to the Duala group (Guthrie's A-22). In this
study the sign ——» represents the transformation operated by
the word game.

4. "The reason why the vowel /i/ is lengthened will be discussed later.

5. The nasalization and denasalization precess is explained in greater
detail in Hombert (1973).

6. Exactly the same kind of behavior for tone and length patterns is
found in a word game played by young Sanga speakers as described by
Coupez (1969).

'grandfather' nkadmbd —— mbddnkd

7. According to J. Gandour (personal communication) dialect specific
and even speaker specific variations occur with respect to treatment of
tone in the Thai word game.

8. This is not the situation found in all Kru dialects (W. Welmers,
personal communication).
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Contextual Factors Influencing Tone Discrimination’

J. M. Hombert and S. Greenberg
[ Department of Linguistiecs

University of California, Los Angeles )

Introduction

Tone languages do not exploit the various possibilities of tonal
contrasts with equal frequency. For example, falling tones have phonemic
status in many tone languages while rising contours are relatively rare.
Such disparities in the distribution of tonal patterns may be caused in
part by articulatory constraints imposed by the mechanics of laryngeal
displacement (Ohala and Ewan, 1973; Sundberg, 1973).

Additional constraints may be imposed by limitations on the auditory
system's ability to encode frequency information of a waveform whose
periodicity changes constantly.

Detection and recognition of a pure tone is adversely affected
upon the introduction of a second tone in temporal proximity to the first.
When the interfering tone precedes the target, the decrease in performance
is significant only if the interval separating the tones is less than
60 msec (Samoilova, 1960; Elliot, 1962). However, the presence of a
tone beZowing the target can interfere with tonal recognition for inter-
stimulus intervals up to 250 msec (Massaro, 1972). A tone preceding the
target exerts maximal interference when its frequency is slightly below
the target's. The situation is a bit more complex when the interfering
tone follows the target. Identification of temporal order is most
severely affected by a tone lying one-sixth to one-third of an octave
above the pattern frequency range (Divenyi and Hirsh, 1975). In a tone
recognition paradigm, however, the depree of interference appears inde-
pendent of the direction of frequency change (Massaro, 1972).

In an earlier study Hombert (1975) found that the onset of a falling
tone was more accurately perceived than the onset of a risine tone in
synthesized vowel stimuli. The data indicated that 1) low tones are
more effective at masking higher tones than the converse; and 2) forward
masking is more significant than backward masking in the perception of
fundamental frequency contours. In the case of a rising tone, each
frequency would be masked by the immediately preceding lower frequency.
This would not occur in the case of a falling tone since the fundamental
frequency descends.
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The experiment reported here was designed in order to clarify the
role of backward versus forward masking on the one hand and the role of
relative frequency height on the other.

More generally, the purpose of this paper i1s to investigate whether
interference caused by a neighboring tone (a phonomenon generally
referred to as "masking" in the psychoacoustic literature) is relevant
for the perception of pitch corresponding to the frequency range used
by the human voice in speech and to use this knowledge to acquire new
ingights into the evolution of tone systems in the languages of the world.

Experimental Paradigm

Eight subjects, all native speakers of American English, participated
in an experiment in which they were asked to compare the fundamental
frequency of two synthesized vowels in the presence of an adjacent syllable.
Each of the subjects had achieved a score of 957 or better on a pretest
involving the comparison of the F, of two neighboring vowels.

As can be seen in Figure 1, the set of stimuli? was composed of 1)
a synthesized VCV sequence ([ini]) on which two fundamental frequency
patterns were superimposed (either a low steady-state F, of 119 Hz on
the first vowel followed by a high steady-state F, of 150 Hz or a high
steady-state F, followed by a low steady-state Fp), and 2) two sets of
comparison vowels: the high set (140 Hz, 145 Hz, 148 Hz, 152 Hz, 155 Hz,
160 Hz) which were compared with the high reference vowel (F, = 150 Hz);
the low set (109 Hz, 113 Hz, 117 Hz, 121 Hz, 127 Hz, 130 Hz) which were
compared with the low reference vowel (Fo = 119 Hz).

Subjects were asked to judge whether the comparison vowel's funda-
mental frequency was higher or lower than that of the reference vowel.
If the comparison vowel was higher (lower) they were instructed to
circle the letter "HB" ("L'") on their answer sheet.

These stimuli were grouped into eight conditions as presented in
Figure 2: 1) The comparison vowel either followed the reference vowel
(conditions 1, 2, 3, 4) or preceded it (conditions 5, 6, 7, 8); 2) The
comparison vowel was either adjacent to the reference vowel (conditions
1, 2, 5, 6) or non-adjacent (conditions 3, 4, 7, 8); 3) The comparison
and reference vowels were either high (conditions 1, 3, 5, 7) or low
(conditions 2, 4, 6, 8).

The interval separating the comparison vowel and the disyllable was
350 msec. The subject had two seconds in which to make a response.

Each condition was composed of two identical subparts. Each subpart
consisted of 66 trials (10 repetitions for each of six comparison vowels
+ six trials at the beginning of each subpart which were excluded from
the data analysis).

The experiment was run in two sessions (Session A and Session B)
separated by one or two days. Subjects were divided into four groups.
The order in which the conditions were presented was counterbalanced
across these four groups.
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Results

memwksdtMsumanampmumwinnMeL Our data
were subjected to a four-way analysis of variance. Three parameters
were within subjects: 1) Position of the comparigon vowel; 2) Contiguity
of the comparison and reference vowels; 3) Frequency height of the
comparison and reference vowels. The fourth parameter involved the
distribution of the results by group.

The d' measurements refer to a measure of the subjects' ability to
Judge the relative pitch of the vowels,which compensates for response
bias (Green and Swets, 1966). As can be seen from the table, the posi-
tion of the comparison vowel relative to the reference vowel does not
affect the subjects' performance.

As expected, these results show that the comparison of two tones
is easier when the comparison and reference vowels are contiguous. A
more surprising result can be seen in the third row of the table. Com-
parison of low tones was better than comparison of high. This suggests
that for our experimental paradigm, at least, low tones are perceptually
fsiore salient,

On Figure 3 performance level (the ordinate) is plotted as a
function of the experimental condition (the abscissa). Subjects have
been divided into two groups according to their performance. Perfor-
mance values corresponding to the four best subjects (Group A) are
indicated by a triangle. The performance values for the four subjects
with relatively lower scores (Group B) are represented by circles. Sets
of performance values (in d' units) averaged across each group of subjects
are connected by a solid line.

Discussion

Analysis of the frequency distribution of errors makes it unlikely
that the results are due to factors unrelated to fine frequency dis-
crimination. For five of our eight subjects, ninety-four percent or
more of the errors occurred when the fundamental frequency of the
comparison vowel was either one step above or one step below that of the
reference vowel.

The results are not consistent with our original hypothesis concern-
ing the effects of backward and forward masking. A consistent pattern
of interference effects is absent, both when the data is averaged and
when it is analyzed by subject.

The most significant factor contributing to the observed interfer-
ence involves the contiguity relationship of the comparison and reference
vowels. Not surprisingly, discrimination is affected least when the
compared vowels are adjacent to each other.

A second, less significant factor involves the frequency range of
the compared stimuli. When the comparison involved vowels with fundamental
frequencies in the lower range, disecrimination is superior for 311
subjects in Session A and for the lower performance group in Session B.
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This result is somewhat surprising in view of the frequent observa-
tion of high tone prominence in many tone languages. One possible expla-
nation could be that the violation of the normal correlation of lower
intensity with low tone provides the low tone with an unaccustomed
perceptual salience not found in the normal speech context. An investi-
gation of this hypothesis is planned for the near future.

It is entirely possible that certain peculiarities of the experimental
paradigm contributed to the observed effects. For instance, several
subjects reported using a discrimination strategy which ignored the
reference vowel in an attempt to base judgements solely upon the absolute
frequency of the comparison vowel. This sort of strategy could account
for the uniformly high performance level achieved by the superior perfor-
mance group throughout the conditions of Session B. Randomly varying
the absolute frequency of the target vowel among several possibilities
within a restricted range should render this strategy ineffective. In
addition, it may be advisable to increase the interval separating the
comparison and reference stimuli in order to minimize possible secondary
interference effects.

Conclusion

This study did not confirm our hypothesis concerning the relative
importance of backward and forward interference of linguistic tones. 1In
fact, our data appear to indicate that the findings concerning backward
and forward masking are not directly relevant for stimuli having a funda-
mental frequency corresponding to the human voice range.

As expected, it was found that the comparison of fundamental
frequency is more accurate when the two vowels are contiguous. As well,
our data suggest that the perception of low tones is more accurate than
the perception of relatively higher tones. This finding points indirectly
to the role of amplitude information involved in the perception of tones
in tone languages.

Footnotes

1. This paper was presented at the 90th Meeting of the Acoustical
Society of America, San Francisco, California, November 3-7, 1975.

2. The fundamental frequencies of the comparison vowels were not in
equal linear intervals because of the manner in which the OVE III
synthesizer sets Fo. The OVE III generates a limited number of F,
values. Specification of a specific frequency value provides only
the synthesizer's closest approximation. We were aiming at equal
spacing between our comparison vowels since pitch perception is
approximately linear below 1000 Hz (Stevens et al., 1937).
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ON SOME CONTROVERSIAL QUESTIONS IN THE STUDY OF
CONSONANT TYPES AND TONE

Larry M. Hyman
University of Southern California*

l. The recently published volume The Tone Tome: Studies
on Tone from the UCLA Tone Project (Working Papers in Phonetics
27, September 1974) contains a number of papers dealing with
the interaction between consonant types and tone. One of these,
Ian Maddieson's "A note on tone and consonants" addresses
itself to the following generalization reported by Hyman (1973)
and Hyman and Schuh (1974):

(1) consonants affect tone, but tone does not affect consonants

The aim of his note is to demonstrate that "there are a number
of cases which show that it [the generalization above] is false"
(p.18). Maddieson claims, first, that it is just as natural for
tones to affect consonants as it is for consonants to affect
tone; and second, that there is no simple one-to-one correlation
in this 1nteract10n because of the multiple phonetlc factors in-
volved.

In this reply I would like to focus on both of these posi-
tions. In particular, I would like to show that Maddieson's
apparent counterexamples are not counterexamples at all. In so
doing I hope to draw attention to what I consider to be the im-
portant questions in the study of this phenomenon.

2. Before entering into details, two general remarks are
in order. Maddieson states: "Although they say they are giving
an inventory of natural rules in their article, Hyman and Schuh
do not explain why they think it is natural that 'consonants
affect tone but tone does not affect consonants'" (p.21, his
emphasis). The linguistic literature abounds with examples
where a contrast in basic consonant type (e.g. voiced vs. voice-
less etc.) plays a role in the tone system of a language (syn-
chronically and/or diachronically). Many tonal contrasts owe
their existence to earlier consonant contrasts (see, for example,
Matisoff 1973 for a general survey of "tonogenesis" in Southeast
Asia); in African languages, the subject of Schuh's and my work,
tone rules often make explicit reference to the voicing state of
consonants; finally, it is interesting to note that Pike (1974),
whose expertise in Mexican tone languages is unequalled, concurs
with the Hyman and Schuh generalization.

While such historical and synchronic interactions are num-
erous (I needn't give examples here), there are occasional re-
ported phenomena where, it would appear, the identity of a tone
has affected in some way the voicing state of an adjacent con-
sonant. After conducting an extensive search of the literature,
Maddieson isolates six apparent counterexamples to (1), i.e. six
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cases where tones appear to affect consonants (I shall turn to
these below). Maddieson fails to mention, however, that there
is an unmistakable statistical bias revealed by the world's lan-
guages. Although I have made no count, I know that the bias in
favor of (1) holds for African languages, and specialists have
expressed the same view to me (in personal communications) about
Oriental and Amerindian languages. Even admitting the validity
of all of Maddieson's counterexamples, it is still a fact that
consonants affecting tone is vastly more frequent than is the
contrary. This in itself requires an explanation. Unfortunately,
Maddieson accepts each apparent counterexample at face value and
does not explore the possibility of reinterpreting them in ac-
cordance with the Hyman and Schuh generalization. While Schuh
and I were not aware of several of his examples when we arrived
at our conclusion, I am not as much impressed by the evidence
Maddieson raises against us, as I am tempted to provide alter-
native explanations.

Maddieson appears to be annoyed that our generalization is
too "hasty": "If the belief that tones do not affect consonants
is repeated sufficiently often, researchers will not be on the
lookout for such phenomena and the myth will become further en-
trenched" (p.21, my emphasis). As just mentioned, Hyman and
Schuh's "belief" (others might have called it a "claim") grew
from a statistical bias which Maddieson fails to note. In look-
ing at African languages, the interaction between consonant types
and tone appeared to be unidirectional. Thus, a typical case
reported in the above works is found in Nupe, where a L-H se-
quence becomes L-LH (i.e. low followed by rising tone) only if
the intervening consonant is voiced:

(2) /epsd/ —> [&pd] ‘'is peeling’
/ebd/ —> [&bi] 'is sour'
/ewa/ —» [ewd] ‘'wants'

Maddieson is an Africanist and knows that this is common--and

that the reverse, where a consonant change is in some way con-
ditioned by a tone, is almost unattested in Africa (Ellington

1970 presents the only possible counterexample I am aware of).
Thus, Hyman and Schuh's reason for coming to the conclusion in
(1) should be no mystery to Maddieson.

3. Let us nowkurn to Maddieson's counterexamples. While
I may appear to be unreasonable at first, and it may seem that
I am trying to salvage (1) at any cost, the motivation for my
desire to reinterpret or dismiss Maddieson's counterexamples
will become apparent.

a. Maddieson mentions, citing Schachter and Fromkin (1968),
that "the pitch of voiced consonants is frequently determined
by the tone of neighbouring tone-bearing segments" (p.18). This
is not a counterexample, however, since the "copying" of pitch
from a vowel onto a neighboring consonant does not alter the con-
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sonant type in any way other than in pitch. Since what we are
interested in is cases where a tone possibly affects the seg-
mental characteristics of a consonant, this example is irrele-
vant. Only if some dialect of Akan dev01ced [b] when followed
by high tone, for instance, would Hyman and Schuh have to yield
on this point.

b. The OhGihi dialect of Igbo has glottal fricatives which
"appear to be partially voiced before low tones" (p.18). I was
unable to obtain a copy of this study to ascertain what "appears
to be" means (e.g. is there instrumental data?). Let us, how-
ever, file this example with the tentative hypothesis that if
the above observation is confirmed, maybe glottal consonants can
be affected by tone.

c. The Jingpho case has been cited to me by several people.
Let us assume the analysis which best supports Maddieson's posi-
tion, namely, "...words with low tone vowels and final voiceless
stops voice the final stops in a process of gemination..." (pp.
18-19). However, one fact which is not mentioned by Maddieson
is that the low tone is accompanied by breathiness in Jingpho.
Since we know that glottal states can affect other glottal states,
it is possible that the voicing phenomenon cited by Maddieson is
conditioned by the breathiness of this tone, rather than by its
pitch.

d. The fourth possible counterexample comes from Siamese.
Gandour (1974) has shown that ph in Siamese varies in pronunci-
ation between [ph] and [ph], i.e. asplrated vs. breathy. Before
a higher tone the breathy variant is more likely; before a tone
with a lower onset the aspirated variant is expected. According
to Maddieson, "this is an example of a rule by which an earlier
onset of voicing is conditioned by occurrence of high pitch" (p.
20) . However, Gandour mentions (p.113) that these data are part
of a historical change from *bfi to [ph], i.e. from breathy voice
to voiceless aspirated. Thus, rather than conditioning, it
would appear that certain tones retard this sound change. Why
should this be? The answer, I believe, is as follows. Assuming
proto *bf, it is clear that the lowering effect of *bf will be
greater before a H tone than before a L tone, where the lowering
effect of *bh will be less noticeable. The changes in pitch are
given in (3):

(3) Proto Target
a. *fd [J] >  png [T
b. *pha [ __J > phi [~]

In (a) part of the acoustic signal of *bh is a depressing pitch
effect on a following vowel, especially if the tone starts high.
The change to [phl, however, would require that this acoustic
cue, which establishes a perceptual strategy, be abandoned and a
new one be put in its place. It is the establishment of this
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pre-existing strategy which inhibits the change. 1In (b), on the
other hand, where we start with breathiness having much less of
a depressing effect (and therefore with pitch being of lesser
importance in the perception of bh than in (a)), tone does not
provide a retard in the change. In just this way, then, I would
like to hypothesize tone to interact with consonants. It is
important to emphasize that it is not the tone/pitch which is
conditioning the change. The reason for the set of facts pre-
sented by Gandour is a perceptual one and not an articulatory
one. Since consonant types and tone have been argued to provide
support for various articulatory features, this is an important
point, whose significance will be returned to below.

e. As a fifth counterexample, Maddieson cites certain cases
in the history of Chinese where consonantal changes appear to be
conditioned by tones. For instance, it is well-known that
Middle Chinese *b (representing the class of voiced stops) de-
velops into [ph] before Proto-Tone I, but becomes [p] before
Proto-Tones II, III and IV in many of the present day dialects.
It is certainly true that these facts are often presented in
such a fashion that one might conclude that they constitute a
counterexample to the Hyman and Schuh generalization. However,
as carefully explained to me by Steve Baron and Martine Mazaudon,
Pulleyblank (whom Maddieson cites) does not view these reflexes
of *b as being tonally conditioned. Rather, the difference be-
tween [ph] and [p] is due to a process of "glottal dissimilation"
similar to that reported for Lahu by Matisoff (1970). While
there are some questions concerning the relative chronology of
the changes involved, the following accurately accounts for the
different reflexes of original voiced stops:

(4) a. *ba >~ pha > pha
* - » )
b. ba®” > pha >  pa- S TONES
c. *bah > phah > pah
d. *bat > phat > phalH > pal

In the leftmost column proto forms are reconstructed with dif-
ferent finals corresponding to the four developing proto tones.
As seen in (a), Tone I derives from an open syllable; in (b)
Tone II is traced back to a final glottal stop which then pro-
bably introduced creakiness on the preceding vowel; in (c) a
final *h is reconstructed which probably introduced breathiness
on the preceding vowel; finally, in (d) a nonnasal stop is re-
constructed. (I am ignoring the possibility of final sonorants,
which may have combined with one or more of the above--though not
exerting a tonal effect.) 1In the second column historical *b
becomes [ ph] in all four cases. In the third column, final
stops weaken to different glottalic finals (represented by an

H) and as a result, forms which were in this class were redis-
tributed into the other classes. Finally, in the last stage of
the development, [ phl] is "dissimilated" to [p] in those cases
where a glottal consonant later appeared in the same syllable.
(Equivalently, we can speak of creakiness and breathiness con-
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ditioning the dissimilation.) This process of glottal dissimi-
lation can also be seen as the cause of the affricate/fricative

split which, as pointed out by Maddieson, appears on the surface
to be conditioned by tone.

f. The sixth example comes from "many Scandinavian dialects"
(p.21), where a glottal stop (e.g. Danish st@gd) has come to be
associated with a certain accent. This is not a counterexample
because: 1) tone is not affecting a pre-existent consonant; 2)
the glottal stop may be an accentual phenomenon rather than a
pitch phenomenon; and 3) there is no agreement that this is the
correct history of stgd in the first place (see G3rding 1973 for
a discussion of the issues involved). Point (2) is of interest.
In formulating generalizations about tone rules, Hyman and Schuh
made it clear that these generalizations were not intended to
cover pitch-accent languages. This restriction is legitimate
because of the fundamental difference between accent and tone;
also Hyman and Schuh intended to isolate one aspect of tone,
namely, pitch. Where pitch has an accentual function, it may be
the latter that conditions a consonant change (as in stress-accent
languages). This would also apply to any attempt to use examples
such as Verner's Law as a counterexample (as, for example, in
Anderson 1974). 1In order for a spirant to become voiced, the
accent could not directly precede it. 1In slightly different
terms, we could say that the weakening process was blocked where
a consonant was fortified by an accent. In African languages,
weakening processes are not blocked by the presence of H tone.
Thus, I conclude that it must be the accentual property of the
pitch prominence which is responsible rather than the pitch
itself.

4, In summary, we have seen that most of Maddieson's ap-
parent counterexamples can be reanalyzed, or are not counter-
examples at all. An important aspect of the Hyman and Schuh
generalization has, however, become clearer in this dispute.
Namely, it is necessary to restate this generalization as in (5):

(5) consonants affect pitch, but pitch does not affect con-
sonants

Since we do not want the generalization to cover tones which
have breathiness or creakiness associated with them, or to
cover pitch-accent, where accent is combined with a pitch real-
ization, (5) seems preferable to (1). I am, however, leaving
open two possibilities. First, since I could not counter the
Igbo case in section 3b, the possibility is still left open that
pitch may affect glottal consonants. Since pitch changes are
themselves the product of glottal mechanisms, this should not
be surprising. It should be noted, though, that even if such
cases are occasionally found, they are rare. The second pos-
sibility is that pitch may interact with consonants for per-
ceptual reasons, as seen in section 3d. 1In Siamese I argued
that high pitch retards a change from breathy voice to aspira-
tion. The reasons for maintaining (5) in the face of such
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phenomena will be discussed in section 6 below.

5. Maddieson's final criticism is leveled against Hyman
and Schuh's hierarchy of consonant types in terms of greatest
vs. least raising/lowering effects. He finds this unacceptable
because the hierarchy "makes no allowance for diversity" (p.23).
Maddieson thus not only does not accept the unidirectionality
explicitly incorporated into the generalization in (5), but also
rejects any attempt to find consistent pitch properties associ-
ated with specific consonant types. The strictness of the
Hyman and Schuh hierarchy is, however, a desirable thing-~if
some language has voiced obstruents raising a tone synchroni-
cally, and voiceless obstruents lowering pitch, Hyman and Schuh
would claim that this is a strange state of affairs. That is,
just as there are crazy rules of segmental phonology, languages
sometimes get crazy tone rules (and Hyman and Schuh are not re-
sponsible for these). But Maddieson does not appear to have
this in mind at all: "...because there are a number of factors
involved in determining the rate of vocal cord vibration, it
does not seem possible to make simple predictions about unique
correlations or the direction of effect. For example, a down-
ward movement of the larynx may slacken the vocal cords (which
lowers the frequency of vibration) but would tend to increase
airflow through the glottis (which raises the frequency of
vibration)" (p.23).

First of all, although Maddieson's example seems on the
surface to be reasonable, it should be noted that there is no
evidence that slackened vocal cords are involved in associating
voiced sounds with low tone. More serious, however, is the
idea that the same phonetic event can either raise or lower
pitch. What this means is not clear. It could mean that there
is in the above example a rise and then a fall in pitch, and
that either of these can be picked up and phonologized. Or it
could mean that for any given token of a systematic phonetic
unit there can be either a rise or a fall, depending on how
these multiple factors interact. The latter makes more sense.
However, if one time a speaker produces a [b] and the pitch on
the following vowel is raised, and then produces another [b]
and the pitch on the following vowel is lowered, then the two
[b] sounds are simply not the same phonetic entity. It may be
that one kind of [b] (e.g. a more fully voiced one) may gradu-
ally win out and become characteristic of the lanquage, but how
can it be possible that the same physiological gestures produce
two different acoustic tendencies? Thus, this criticism against
the hierarchy is unfounded. Gandour's (1974) finding that un-
aspirated consonants raise pitch more than aspirated consonants
is interesting, and it may turn out that a modification of the
hierarchy is called for. But, it should be noted, Hyman and
Schuh were careful to point out that the hierarchy was both
tentative and incomplete (because a lot of consonant types were
left out]. Hopefully with more phonetic and phonological research
we will learn more about which consonants have the most effect
on pitch and in which direction.
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6. The study of consonant types and tone has thus revealed
important generalizations about the directionality of interaction
and the effect of specific consonant types. The reformulated
generalization in (5) not only accounts for intrinsic variations,
interference of consonant types in tone rules, and cases of tone
splits and tonogenesis, but also predicts that "tonoexodus",

i.e. the loss of tones (Lea 1973), will not take place in as (6):

(6) *pa/ > pa *b4 > pa
*pd > ba *b3 > ba

In (6), there is a proto tone distinction between H and L which
is reinterpreted as a voicing distinction of the initial con-
sonant. In these (unattested) changes, a voiceless consonant
becomes voiced before a L tone and a voiced consonant becomes
voiceless before a H tone. However, I have already drawn at-
tention to the generalization that the pitch of a vowel will not
in itself change the voicing quality of an adjacent consonant
(if accompanied by an accent or by some glottal state such as
creakiness or breathiness, either of these may effect changes

on the neighboring consonant). Thus, although historical tone
change is cyclic, with languages acquiring tones and then losing
them, the two processes (tonogenesis and tonoexodus) do not owe
their existence to the same phonetic facts.

It has been important to show that Maddieson's counterex-
amples are not valid. Since we can now reconfirm our "belief"
in (5), the next step is to incorporate this generalization into
a model of the larynx. Phoneticians cite three factors which
play a role in pitch production: tenseness of the vocal cords,
rate of airflow through the glottis, and the raising/lowering
of the larynx. These different factors must now be evaluated
with respect to phonological universals (as well as intrinsic
variations of pitch as a function of consonant types). It would
seem to me that of these three possibilities, rate of airflow
best accounts for the nonoccurrence of the changes in (6). If
either vocal cord tension or larynx height were basic in the
correlation of consonant types and tone, we would expect that
anticipatory assimilations such as would be those in (6) would
take place. Under the rate of airflow hypothesis, on the other
hand, the prediction would be made that a high (or low) rate of
airflow could not affect a preceding segment. An appropriate
analogy would be vowel lengthening before voiced consonants,
Although this is very general process, we do not expect to find
the reverse, i.e. consonants becoming voiced after long vowels.

I cannot at the present time explain why *ap does not be-
come EEbJ, and why *5b does not become féb]. However, there
is reason to believe that rate of airflow does play a role in
such potential cases as well. Ewe data (Stahlke 1971) as well
as data from English (Lea 1973) suggest that both voiceless
and voiced obstruents lower the pitch of a preceding vowel (see
also Hyman 1973, Hyman and Schuh 1974). Thus, Stahlke analyzes
Ewe as having a rule which lowers mid tone to L before /p/ and
/b/, but not, for instance, before /w/, which is a sonorant.
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Since vocal cord tension and larynx height cannot account for
the lowering of pitch before voiceless obstruents, we turn to
aerodynamic factors for an explanation. An oral obstruction
causes a decreases in the rate of airflow across the glottis,
which in turn causes a decrease in pitch. While the interac-
tion between voicing and pitch seems to be adequately accounted
for in terms of rate of airflow, it does seem to be the case,
however, that the intrinsic pitch effects of glottal and glot-
talic consonants are due at least in part to vocal cord tension.
Thus, the pitch raising effect of a syllable-final glottal stop
and the pitch lowering effect of a syllable-final /h/, both of
which are widely attested in the world's languages (see, for
example, Matisoff 1973), may best be seen in this light.

What is clear, however, is that we must continue to look
for phonological generalizations--which in turn should be used
to evaluate alternative phonetic theories. 1In isolating pitch
from breathiness/creakiness, and from accent, and in distinguish-
ing between articulatory vs. perceptual interactions between
consonant types and tone, I hope to have provided a number of
issues whose significance can now be fully appreciated.

*Research on this paper was supported in part by a Postdoctoral
Fellowship from the Miller Institute for Basic Research in-
Science, University of California, Berkeley. I would like to
thank Jean-Marie Hombert, Steve Baron, Martine Mazaudon, Boyd
Michailovsky and Graham Thurgood for discussing various aspects
of this paper with me.
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1. Int:roduction2

According to Schachter and Fromkin (1968), Peters (1973) and others,
downdrift is an intonation phenomenon which lowers the fundamental
frequency of tones throughout a phrase. This is accounted for, formally,
by introducing pitch assignment rules into the phonological component.

At a relatively abstract level, the pitch assignment rules introduce
pitch specifications in terms of numerical notation. Thus, these rules
derive abstract scalar features of FO.

In the first section of this paper I shall briefly review one of
these proposed solutions, and offer a simpler alternative. Primarily,
this paper is concerned with the physical realization of tonal phenomena,
and, in this respect, the latter part of this presentation is aimed at
providing universal rules of FO assignment for tone systems.

2. A current analysis

In their treatment of downdrift, Schachter and Fromkin account for
the following data: ‘

(1) a., mé+34b4 underlying form
b. méi+bd by vowel deletion
c. mg+a+bé by pitch assignment
d. ma+bé by segment deltion

Line (b) is from (a) by vowel deletion. This rule actually deletes all
features except [+Sepgment, Low Tone]. Line (c) is from (b) by pitch
assignment. Line (d) is from (¢) by a segment deletion rule.

This solution has two drawbacks. First, it requires an ad hoc unit
with no features other than tone. Secondly, it suggests that pitch
assignment rules are ordered relatively early in the phonological
component. These shortcomings can be eliminated by positime the follow-
ing rule:
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2 B > d» / L ___

It is true that high (¥), downstep (D), and low (L) are only cover
symbols for composites of tone features. One can then assume that the
distinctive feature matrices of these tones are the following:

(3) E L »

RPule (2) can be stated formally as:
() [+v1] > [+vn] /7 [-m1]

One could of course also introduce a special tonal feature [+downstep ]
to account for this interesting phenomenon.

3. Rules of FO realization

The output of a grammar would then be stipulated onlv in terms of
phonological features rather than relative FO values. If it can be
shown that there are universal rules or equations by which these
linpuistic tones can be realized as phvsical signals specified as to
fundamental frequency in hertz, then an important claim is being made.
That is, this suggests that grammaticallv, onlv tones, not FN values are
represented as both input and output of the grammar and that the physical
realization of these tones can be determined by universal phonetic
processes. Such universal rules can also be conceived of as a set of
instructions to a speech synthesizer. To the extent that the synthesized
speech does not simulate human speech we know that the rules are incorrect.

As a first approximation T will utilize two variables. One variable
'p' represents the set of FN values assignable to tones. 1f in a two
tone language, 'p]l' is the set of frequencies assignable to phrase
initial high tones, then 'py' is the set assignahle to phrase initial
low tones. The other variable 'n' represents the set of FO intervals
assignable to a phrase. The values which replace the variables are
determined by the individual speaker.

For a non-downdrift language with low tones, the tones can be
distinguished in the grammar by one distinctive feature, sav +H and -H.
Then the FO assignment rules may be stated as follows:
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(5) a. [———]
Pt/ PhB |,
Tone -+ PhB = phrase boundary
P
p2 |/ PhB [—H ]
b ~ D { -B A,
Tone /
+n L p +H
c- B F4r) [—
Tone - /
-n ~H
| L P L
d. PBHW -
Tone -> P /
p Er
b - L

Rule (5a) provides for arbitrary FO assignment to initial tones. PRule
(5b) states that the FO of high is realized as the F0 of the preceding
low plus the relative FO interval. Rule (5¢) states that low tone is
realized as the ¥0 of the preceding high minus the relative V0 interval.
Rule (5d) assigne identical FO to sequences of like tones.

The sentences generated by the grammar will therefore be specified
only as + or - high for each tone bearing unit, and the F0 assignment
rules will allow for the specification of FO in terms of hertz as in (6):

(6) & L 3] L L
a. 13NHz by Sa (spk.det. p1=130Fz)
b. 11552z bv 5¢ (spk.det. n=15Hz)
c. 130%2 by 5h
d. 1150z by 5¢
e. 1158z by 54

Throughout this paper, I will continue to employ variables in the
formulation of the rules. FEach variable, which represents a set of
actual FO values, can be roughlvy viewed as having some correlate in the
speech mechanism. The actual physical value of the first occurrence of
a variable in each phrase is principally determined by the individual
speaker. In converting the phrase initial occurrence of a variable into
physical reality, the speaker is constrained by certain extra-linguistic
considerations. In all derivations, I assume that, once selected, the
value for each variable remains constant throughout the phrasal pitch
mapping operation. Note that these FO assignment or realization rules
are not ordered. It will be further shown that ordering is unnecessary
for pitch realization rules for downdrift languages as well, since, as
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we shall see, downdrift is viewed as an assimilatory process, wherebv

the FO of one segment is dependent on that of the preceding or contextual
frequencies. The FD rules can only apply to a sepment when the

necessary FO has been assigned to an immediately preceding segment.

3.1 Pitch realization rules in Hausa

Let us now consider a languape like Hausa, in which downdrift
occurs but no downstep. Hausa has two contrasting tones which can
again be specified in feature terms as +F and -F.

(7) a. Pi / PhR [———?
+H
Tone >
P2 / PhB [T)
b M p +H
Tone —+ /
L—n D -H
c ™~ -1
P ——
Tone + |( [‘*‘n]) / p E_p ] [i'H]
-z
L
d. 2| -
Tone » p / PhB
P +H
e. P BH _
Tone > /
- p gY

Rule (7a) provides for assignment of FO to phrase initial tones. (7b)
introduces a FO interval between high-low sequences. (7¢) and (d) are
formulated to account for the behavior of high tone after low. PRule
(7c) allows for an optional FO interval between low~high sequences when
the high is followed by another tone. %“hen the option is not chosen the
high tone is lowered to the frequency level of the immediately preceding
low tone. PRule (7d) states that a high tone assimilates completely to
an immediately preceding low tone when the high tone occurs at phrase
boundary. The process by which a high tone is totally assimilated to
the level of a preceding low is termed 'high destruction’' by Meyers
(1974) . In (7c) the variable 'z' is included to account for the degree
of assimilatory attraction a low tone exerts on a following high tone.
Its realization, which is some fractional value of 'n', is determined by
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the speaker. Rule (7e) provides for what Meyers calls 'intonational
downdrift'. This phenomenon refers to the slight degree of lowering each
member of a sequence of like tones undergoes. The variable 'x', whose
value is determined by the speaker, provides for this process. The
operation of these rules are illustrated in the following sample
derivation:

(8) H H L H L H
a. 130hz by 7a (spk.det. p1=130hz)
b. 125hz by 7e (spk.det. x=5hz)
c. 110hz by 7b (spk.det. n=15hz)
d. 120hz by 7c (spk.det. z=5hz)
e. 105hz by 7b
f. 105hz by 7d

3.2 FO realization rules in languages with downstep

There are languages like Akan, Igbo, etc., where due to the deletion
of underlying phonemic low tones, and given the mechanism of downdrift,
a three way phonetic contrast is manifest after +H. In some of these
languages, in the course of historical change, the downstep produced by
downdrift and low tone vowel deletion has become 'phonologized' (cf.
Hyman) . However, in these languages some occurrences of downstep may
still be predictable given the phonological rules of the languae, while
others must be underlying.

Let us consider a language in which all occurrences of downstep
result from vowel deletion rules. Given a phonetic tonal sequence like

(99 B L H L H,

and if downdrift is seen as an assimilatory process, after everylow a high
will be lowered by that preceding low. Using the downdrift rule posited
earlier (given under (2) and (4)), the string given in (10) would

result,

(10) # L. D L D
If, in addition, the final low tone vowel is deleted we would derive (11)

(1) H L D D
HI + - + +
MID - - + +

The FO realization rules for such a language can now be given as
follows:
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(12) a.
p, / PhB [;H—]
Tone -~
pp [/ PhB [TH"]
b. p] +H - -
Tone - /
-n | P -H
o] -p-1 —_H- ~ -
Tone - +n / +H
-z | | pJ ;+M _
d. 5 -1
Tone = P / | 8M aH
W
| P BM
e. P +H -
Tone -~ /
-z P +M |

Rule (12a) provides for an interpretation of phrase initial tones with a
different starting FO for high and low tones. Rule (12b) introduces a

FO interval between high-low sequences. Rule (12e¢) interprets downstep
tone when preceded by a low tone. As in rule (7c), the variable 'z' in
(12¢c) functions to compress the FO interval between low-high sequences.
(12d) assignes identical FO to a sequence of contiguous high or low tones.
(12e) lowers a downstep tone or high tone by 'z' hertz. These rules are
illustrated in (13).

(13) H L H L H
a. D D by 2
b. ) by vowel deletion
c. [tﬁ] [:H] [:ﬁ] [Iﬁ] input to the pitch rules
d. 130hz by 12a (spk.det. p;=130hz)
e. 115hz by 12b (spk.det. n=15hz)
f. 125hz by 12¢ (spk.det. z=5hz)

g. 120hz by 12e
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4, Contours and downdrift in Yoruba

In this paper I have not yet considered rules of contour FO realiza-
tion. In consideration of this surface phenomenon, I shall turn to
Yoruba, a West African Kwa language with three level tones. In this
language phonemic low after high is always realized as a phonetic fall
from the level of the preceding high, and phonemic high after low is
always a phonetic rise from the level of the preceding low.

(14) a. L B ~» L °w’
b. H L = H $HL$ $ = syllable boundary

As shown in (l4), a rule of tone spread converts low-high and high-low
tonal sequences to low low-high and high high-low respectively. This
well motivated process is considered the phonological source of the
Yoruba contours.

It is specifically claimed that in respect to downdrift, the end
points of rising and falling c¢ontours function as high and low tones
respectively. In support of this claim, it is pointed out that the end
points of the rise and fall are always lower than their respective level
counterparts which precede. Such ohservations are in accord with the
downdrift phenomenon. Courtenay (1971) claims that Yoruba utterances
also reflect the operation of downdrift. Assuming the correctness bf
Courtenay's observation, let us examine the following Yoruba data:

(15> a. 2bdtd 1. 100 » 1208z 2. 143 - 14lHz
12
b. d&kpétf 1. 103 » 124" 2. 141 = 140"
12
c. 18€dzl 1. 98 » 120" 2. 140 > 143"
1 2
d. ...wanfbf... 1. 89 5 105" 2. 137 5 140"
12

In (15) there are two columns to the right of the phonetic transcriptions.
Each column contains four rows of figures corresponding to the indicated
phonetic segment, and each phonetic segment is represented by two FO
values. The figure to the left of the arrow represents the approximate
starting FO of the indicated tone bearing segment, and the figure to the

r ight of the arrow represents its approximate final FO. If, in (15),

the end point of the Yoruba rise is functioning as a high tone physically,
then the following level high tone violates an important phonetic conse-
quence of downdrift.

(16) Once a tone has been lowered in an utterance, a following identical
tone cannot occur higher than a similar preceding tone.

If it is agreed that downdrift is the cause of the lowered rise,
then I believe that the only reasonable alternative is to posit 'upstep'
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to account for the following high tone. In my opinions, such an alterna-
tive is poorly motivated.

The evidence in (17), which is the phonetic inverse of (15), is
interesting in another respect. In these data notice that the fall also
fails to reach the frequency level of the following tone which is low.

(A7) a. ...fG Yyowd 1. 120 > 90hz 2. 74 5 7T4hz
b. ...88rd dla 1. 142 - 100" 2. 8 . 83"
c. ...iléYkdwé 1. 168 > 147" 2, 95 , 87"
d. ...18sY¥kd y& 1. 140 > 127" 2. 98 » 90"
e. ...iléikawé I. 160 > 130" 2. 70 » 71"
£. kl13debadd 1. 124 » 102" 2. 8 > 70"

Ohala and Ewan (1973) report that for a given pitch interval a
subject can execute a fall faster than a rise. They suggest that more
physiological effort is required for the production of rising FO as
compared to falling FO.

5. Realization rules for contour pitch

One expectation which follows from the proposal by Ohala and Ewan,
is that at least the end point of a fall should easily reach the level of
a following low tone, if the fall functions phonetically as a low tone.
In my opinion then, to explain a physical fall as a funection of two
physical levels becomes quite unacceptable upon consideration of the
data in (17). A plausible counter-proposal which adequately accounts for
the behavioral similarity of rising and falling is:

(18) a. Physical contours in Yoruba are identical to similar contours
which are underlying and segmental in other languages.

b. Physical contours tend to assimilate to their points of origin.

If part (a) of this proposal is valid then its acceptance implies the
exclusion of pitch intervals on minimal units at the physical level in
Yoruba and similar languages. Furthermore, if the domain of tonal
features is the segment, then it is likely that this natural physical
constraint pervades the entire phonology. Under this proposal, (19)
shows how Yoruba can introduce contours:
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(199%° 4. LH » L1d L LR or L R
b. HL » HA HHF or H F

If the full implications of the hypothesis in (18) are pursued, I
expect that they will at least shed some light on the questions concerning
the theory of tonal representation. I will not pursue those consequences
in this paper.

According to my observations of instrumental data, the FO shapes
during contour tones is as shown in (21).

2B

)

The significance of these curves is that the begin point carries a
sustained FO, but not the end points. The generalization stated in (18b)
is missed by those linguists who insist on maintaining that the physical
endpoints of Yoruba contours function as level tones.

(21)

6. Conclusion

In this paper I first considered an analysis of a tonal problem
which seems questionable in that it requires the maintenance of an ad
hoc tone bearing unit, and pitch assignment rules early in the phonolo-
gical component. An alternative was proposed which resulted in a simpler
description.

In the latter part of this paper an attempt was made to formulate
rules which describe or provide for the conversion of abstract features
into physical reality. As such these rules can be conceived as rules
of speech synthesis. It is assumed that if the rules are stated correctly,
they can apply to all such languages universally and need not be stated
for each language. All that need be stated in the grammar of each
language is the type of tone language it is.

Finally, in the attempt to account for Yoruba contours, I offered a
more explicit definition which may lead to a greater understanding of
this phenomenon at both the abstract and phy ical levels of representa-
tion. One should note that my characterization of contours precludes the
necessity to prevent such phenomena from appearing in either phonological
rules or in underlying representations on the grounds that such represen-
tations violate theoretical constraints.

Footnotes

1. This paper was presented at the Sixth Annual Conference on African
Linguistics at The Ohio State University, April 11-13, 1975,
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2. I am greatly indebted to Vicki Fromkin for her guidance and construc-
tive criticisms throughout the development of this paper. I would
also like to thank Peter Ladefoged and Paul Schachter for their
patience.

3. The notation '...', refers to the fact that the data was taken from
a larger utterance.

4. The symbol '~' means that both tones occur on a single segment.

™\ .
5. L2 » LRor R/ Jand il = wmr or Fl ™\ ] may be universal general-
izations about tone languages. However, it is an empirical question

because it is quite conceivable that there are languages which have
the rules: IH » RE[,/~] and fi. » FLING T
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The Acquisition of Tone in Mandarin-
Speaking Children*
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1. Background

In spite of the extensive literature now available on children's
acquisition of phonology, there exists very little data on the acqui-
sition of tomes by children learning a language with phonemic tone
distinctions.

There is a substantial body of literature on the acquisition
of suprasegmental aspects of language, i.e., stress, intonation,
duration, pitch, etc., which suggests that these aspects of’
language are acquired relatively early. For example, there are
a number of studies suggesting that distinctive intonation patterns can
be detected in theyoung infant's early vocal behavior. Kaplan
(1570) shows that normal falling and rising intonation contours in
English can be discriminated by eight-month old children. Lenneberg
(1967) cites complementary evidence suggesting that an infant's
produced intonation patterns become distinct at eight months. The
early use of prosodic features is also reported by Weir (1966) and
Atkinson-King (1973) (also see references cited in these two studies).
Crystal (1970) cites studies demonstrating that children from 7-10
months have "primitive lexical items" with a "suprasegmental character"
which is more stable and more readily elicited than the segmental
character (p. 80). Kaplan and Kaplan (1970) report that most of
the literature suggests that at about 5-6 months, the child is
primarily processing suprasegmental aspects of speech, while
Crsytal (1973) states.that most observers conclude that 6-7 months
is the most likely period for the emergence of such features in
production., From these studies, Bever, Fodor, and Weksel (1965)
conclude that "it is widely accepted in the literature that the
child effectively masters the intonation pattern of his language
before he has learned any words at all" (p. 275).

As far as the acquisition of tone is concerned, however, much
less is known and the evidence is much less clear about early
acquisition. Chao (1951), in his pioneering study describing the
Mandarin of his granddaughter Canta during her 28th month, claims
that

"Canta acquired tones very early, as most Chinese children do.
Isolated tomes of stressed syllables are practically the same
as in standard Mandarin". (p. 32)
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However, he does not say how early tones are acquired, nor does
he give any specific data. He does mention (p. 27) that records
from the time Canta was about 18 months old showed that she had

"one instead of two rising tones, so that [he] high-rising
was either shye 'shoe' or shoei 'water', which are now distinct
in her speech".

Interestingly enough, however, though Canta may have Eié 'shoe'

and shui 'water' with the correct rising and dipping tones respect-
ively, in the Cantian lexicon which he provides, out of 51 rising
tone words, 15 of them are transcribed as dipping tone words in
Canta's speech, though only one dipping tone word is transcribed

as a rising tone word. This suggests that there is still confusion
for Canta between rising and dipping tones, a finding which is
strongly supported by our data. But it also suggests that the
errors are overwhelmingly in the direction of substituting dipping
tones for rising tones, a finding which is not supported by our
data. Chao also reports that the "tone sandhi" rule of Mandarin
which raises a dipping tone to a rising tone before another dipping
tone is only beginning to be learned by Canta.

E. Pike (1949) reports that Mixtecc-speaking children learn
lexical tones as they learn the segmental items in their language
and that their first words show correct lexical pitch. No sys-
tematic data are cited to support her impression; in fact, the
data we have collected suggest that it is not universally valid.
Kirk (1973) notes that in the speech of four Ga children between
2 and 2-1/2 years of age, 13% of their distortions in imitation
are tonal. Apronti (1969) shows that one 2-year-old Dangme child
makes no tonal mistakes and can correctly apply tone sandhi rules.

One recent study of stress (Atkinson-King {19737 ) suggests
that, although stress in individual lexical items may be learned
as early as 2 (i.e., children do not typically produce [ teybd1]
for [téybel]), the use of stress patterns to distinguish between
grammatical patterns such as nominal compounds (like hét dog) and
adjective-noun phrases (like th_Qég), may not be acquired until
much later, somewhere between the ages of 7 and 12 years of age.

These studies suggest, then, that tone acquisition takes
place relatively early. In order tc satisfactorily study this
hypothesis, however, it is clear that what was needed was an in-
depth longitudinal study with a number of children. We carried
out such a study in Taiwan in 1974-75 which provides for the first
time answers to the following questions:
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a. In what ways do the child's utterances deviate from the
adult's with respect to tone during the acquisition process?

b. What is the duration of the tone acquisition process?

¢. What is the chronological relationship between the
acquisition of tones and the acquisition of segmental

units?

d. What explanations can be offered for the patterns of

errors which are found and for the relative speed with
which tone seems to be acquired?

And, specific to Mandarin, we might include:

e. What is the nature of the rising-dipping tone "confusion"
mentioned by Chao?

f. What are the facts about the acquisition of the "tone
sandhi" rule?

g. What is involved in the acquisition of the "neutral tone"
in Mandarin?

The data we have came from 17 children of Mandarin-speaking
families in Taipei, Taiwan. The children ranged in age between
18 and 36 months. Loengitudinal data over a period of about 7 months
were collected for 10 of these children, and more sporadic data
were collected for the other 7. We visited each child roughly
every 3 weeks. The procedure was to engage the child in looking at
picture books. The adults on hand would point to the picture, ask
the child what it was, and try to elicit a naming response from
the child. The importance of using the pictures lies in the control
they provide on the possible responses the child could have been
giving. After each child utterances the adult would repeat what
the child had said. If the child did not respond, the adult would
often supply the answer, which the child might then imitate. A1l
sessions were taped, using a Uher-134 cassette recorder and an
AKG-109 microphone, and were later transcribed by the two of us.
A total of about 80 hours of data were collected.

Before reporting our results, we would like to briefly present
the Mandarin tone system.

2. The Mandarin tone system

There are four tone phonemes: high level, rising, low, and
falling. There is, in addition, a "neutral" tone which occurs on
unstressed syllables, suffixes, particles, and the second syllables
of many disyllabic words.
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Chao (1930) provided a way of representing these tones by
dividing the pitch range into five levels, numbered 1 to 5, where
1 corresponds to low, 3 to mid, and 5 to high. A tone can then
be represented by sequences of numbers. He also provided a
graphic representation by placing a tone contour line corresponding
to the pitch range of the speaking voice. These two representations

can be displayed together as follows:

(1) high tone | 55
(2) rising tomne 4 35
(3) dipping tone '\4 214
(4) falling tone \J 51

This traditional understanding of Mandarin citation from tones is
confirmed by acoustic measurements (see Brotzman [1964], Wang, and
Li [1967], and Dreher and Lee [1966]).

The "neutral" tone occures when a syllable is unstressed. It
is predictable and depends for its phonetic pitch primarily on the
tone of the preceding syllable. The relative pitch of the neutral
tone after each of the four citation forms in Mandarin can be ill-
ustrated as follows (after Chao [1968]):

half-low .{ after high tone
middle -l after rising tone
half-high 'l after dipping tone
low j

after falling tone

As mentioned above, certain suffixes and particles always carry the
neutral tone; the second syllables of many compound words are also

in the neutral tonme. Other syllables may be reduced in stress

during speech and acquire a neutral tone as a result of their position

in a given syntactic construction (see Woo [1969] and Cheng [1971]
for discussion).

In the pinyin romanization system, the Mandarin tones are
represented by diacritics as follows:

high: ba "eight'
rising: _hé ‘to pull'

A 'd
low: ba object marker
falling: bé_ 'a harrow'
neutral: ba attitude particle
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There are basically two tone sandhi rules, both of which

affect the dipping tonme. As illustrated in (1), the first raises
the dipping tone to a rising tone before another dipping tone.

The rising tone which results from the application of this rule has
been shown experimentally to be indistinguishable from an inherent
rising tone (see Wang and Li [1967]). The other tone sandhi rule
changes the dipping tone to a low level tone before a high, rising,
or falling tone. Notice that the effect if (1b) is essentially

to shorten and simplify the complex dipping tone by removing the
fall at the beginning and the rise at the end of the vocalic segment.

[@D) Tone sandhi rules:
a, \4 > /] before \A
‘7
b. J before % 1 l
LN

Significant for the interpretation of our results is the fact that
the only enviromment in which the dipping tone has its full dipping
properties is in isolation or utterance~final position.

3. Results

To provide a framework within which to discuss our results,
let us delineate four stages in the tone acquisition process.

(2) Stages of tone acquisition:

Stage 1: The child's vocabulary is small. High and falling
tones predominate irrespective of the tone of the adult form.

Stage 2: The child is still at the one-word stage, but he

has a larger vocabulary. The correct 4-way adult tone contrast
has appeared, but sometimes there is confusion between rising
and dipping tone words.

Stage 3: The child is at the 2-3 word stage. Some rising
and dipping tone errors remain. Tone sandhi is beginning to
be acquired.

Stage 4: Longer sentences are being produced. Rising and
dipping tone errors are practically non-existent.
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The results of our study may be summarized as in (3):
(3) Results:

a. The correct tone system is acquired relatively quickly
and is mastered well in advance of the segmental system.

b. The high and falling tones are acquired earlier and more
easily than the rising and dipping tonmes.

c. Confusion persists in the form of substitution errors
throughout stages 2 and 3 between the rising and dipping
tones.

d. The tone sandhi rules are learned, with infrequent errors,
as soon as the child begins to produce his own multi-
word utterances.

e. The neutral tone is often misinterpreted as a full tone.

We would now like to discuss each of these results in greater
detail.

a. Tones vs. segmentals

Our data provide rich support for the claim that the tonal
system is mastered well in advance of the segmental system. Examples
abound from all stages in which the child produces a phrase or
word with the appropriate tone pattern which is segmentally very
far from the adult form and often downright incoherent.

(4) gives some typical examples from each of the four stages.

(4) child adult
Stage 1
deds [ 71 ¥ [ 7] 'car'
fodi [ 7] feyyi [ 7] 'plane’
Stage 2
ipi [T, gyenbi [ | ] "pen’

dziyu [ ] Jinren [ * ] 'soldier'
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Stage 3
dadaydu [’ \] $yaobaytu [_’ \] 'rabbit'
suya [’ 4] Soubyao [’ ] 'watch'
Stage 4
yaba day dayi laba dzaydzeli 'the horn
[_7NN L] [ NN v is here'
dzo wote [\ _ ] dzwd> hwoés [ \_ ] 'ride a
train’

Recall that the children producing these utterances are responding
to pictures; we can thus be quite confident in assigning them the
meanings that we have. The extent to which our subjects produced
utterances which were tonally perfect but segmentally inaccurate
or even incomprehensible provides support for the claim discussed
by Van Lancker (1975) that features of pitch are stored and pro- -
cessed in the brain differently from segmental phonological fea-
tures. We base our claim that the correct tone system is acquired
relatively early on the fact that the child is still at the one-
word stage when he has the adult tone system almost completely
under control.

b. Rising and dipping tones

Now we want to look more closely at the data which support
the second and third claims in (3), which involve the contrast
between the high and falling tones, on the one hand, and the rising
and dipping tones on the other. Together these two claims state that
the rising and dipping tones cause trouble for the child.

First, let us look at what happens before the adult b-way
contrast has appeared. One Stage 1 child represented in (5a) pro-
duced only high and falling tones. (5a) represents data from a single
taping session.

(5) a. child A adult
u [N\N] u [“] "fish'

da  [\] dan [\ ] 'egg'
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didi [\ ] didi [\ _ ] 'brother’
dei [T1 % [] 'car'

wa [7] hua [ | 'flower'
va  [] va [] 'duck"

& [] den [] "light'

Utternaces to which we couldn't assign a meaning:
falling 48 tokens
high 12 tokens

falling-high,
% 22 tokens
high-falling-

As can be seen from the tones in the display in (5a), the child's
utterances on this occasion were not random. Words with high and
falling tones were pronounced correctly, and many syllables to '
which we could not assign a meaning occured with high or falling
tones or combinations thereof. No syllables were uttered with
rising or dipping tomes. Further, when the child was presented
with a rising or dipping tone word, she would refuse to repeat it,
with the single exception of the first word in (5a), to which she
consistently gave a falling tone. It is important to note that
the four tones are distributed fairly evenly among the words

which the child is likely to know. Thus, we can discount frequency
as a factor in explaining the skewed distribution of tones in this
child's speech. The fact seems to be that the rising and dipping
tones are simply somehow more "difficult". We will return to this
point.

Another Stage 1 child, shown in (5b) below, had a slightly
different strategy. This child produced very few contour tones
of any kind. With a few exceptions, all tones were re-interpreted
as level tones in his speech.

(5) »b. child B adult

u [] Ju [] 'pig

ya [-] (mid) yang [’] "sheep’
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wa [ ] a [ ] "fish'

va [_] nyao [ ] 'bird'

ma [_] ma [v] 'horse'

u [] tu [\] 'rabbit'

5a [ ] | syan [\] 'elephant'

?2i% [ ] cice [\ ] 'car'

%21 [ 7] Syaoji [ 7] "little
chicken'

?i% [ ] Jontou [7] 'pillow’

70?21 [ f] guoti [7 7] 'flag'

2% [ ] byenfu [ .] 'bat'

2% [ ] ifu [ L] © 'clothes'

2u? [ 1] kuzi [ \.] "trousers'

%% [ ] maozi [\ .] 'hat'

Notice that with this strategy, this child never missed a high
tone. Accordingly, on the basis of the data from these two Stage 1
children, we can set up a hierarchy of ease of learning for the
four tones:

(6) 1. high
2. falling

3. rising and dipping

Now, let us look at the types of errors made by all the Stage 2
and 3 children, who we claimed have acquired the adult 4-way contrast
as indicated in (2). The striking fact about Stage 2 and 3 children
is that they sometimes confuse rising and dipping tone words. Specifically ,
what the data show is that at Stages 2 and 3, the children produce high
and falling tones correctly all the time, whereas some of the time a
dipping tone word is pronounced with a rising tone or a rising tone
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word is pronounced with a dipping tone. The confusion thus takes the
form of substitution of rising for dipping tones and vice versa.

The table in (7) shows the percentage of substitution errors
made under the two conditions, utterance-final and before another
syllable. The percentages were arrived at by averaging the
percentage of errors for the rising and dipping tone syllables
for each child bu not counting repetitions within one taping
session.

(7) Adult Tone

Environment Rising Dipping

a. i 21% 28%
(utterance-
final)

b. X 17% 57
(non-utterance-
final)

Average of percentages of errors made by Stage 2 and 3
children for adult rising and dipping tones.

What this table shows is that in utterance-final position
(7a), 217 of the rising tone syllables were pronounced with a
dipping tone, while 28% of the dipping tone syllables were pro~
nounced with a rising tone. In both these cases, all other
responses were correct, i.e. there were no substitutions involv-
ing high or falling tones.

In (7b) it can be seen that in non-utterance-final position,
substitution errors occured on 17% of the rising tonme syllables,
but such errors occured on only 5% of the dipping tone syllables
in non-utterance-final position.

The striking fact brought out in (7), of course, is that
only 5% of the dipping tones in non-utterance-final position were
missed by our subjects.
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To explain this fact, we return to the tone sandhi phenomena
mentioned earlier. Looking again at (1b), recall that the dipping
tone changes into a low level tone before any tone except another
dipping tome. That is, the rising component disappears, in such
environments, and with it the similarity between the rising and
dipping tones disappears. Hence, the child is less likely to
confuse the two, and the total number of mistakes he makes is
much smaller than in utterance-final position. Consequently,
there are many fewer dipping tone errors than rising tone errors
in his environment because of this fact.

With respect to the data we have been discussing, two points
should be made clear. First, it is not in general the case that
a given child would have two parts to his lexicon: those words
which were always pronounced correctly and those which were always
pronounced incorrectly. Rather, as would be expected, it was the
case that a given word would be pronounced correctly most of the
time and incorrectly once in awhile.

The other point to make clear is that there seems to be
no evidence whatever in our data for a stage of tone acquisition
where a child has only one rising tone which he uses for all rising
and dipping tone words. That is, our data provide no evidence
for a stage at which only three-way contrast is being made:
high, falling, and one generalized rising tone. Instead,we find
that if the children have rising or dipping tones at all, they
have them correct at least 70-80% of the time. There seems to be
nothing gradual about this transition, which in fact we observed
to have occured within the space of less than a month in two of
our subjects. The other subjects were all beyond this point when
we began our study.

The data we have just examined, then, show clearly that the
rising and dipping tones of Mandarin present more problems to the
language learner than do the high and falling tones. The rising
and the dipping tones seem to be more difficult for the child to
produce, they appear later in his speech, and are the only tones
confused with each other throughout much of the early acquisition
period.

In seeking an explanation for these facts, we note once again
that the rising and dipping tones are alike in one important
respect: they share, at leat in utterance-final position, a
rising end component. It seems clear that it is this rising end
component which is involved in the confusion of these two tones.
This confusion can be found in data from perception studies as well.
For example, Kiriloff (1969) reports an experiment in which adult
learners of Mandarin as a second language made considerably more
errors in perceiving the rising and dipping tones than the high
and falling tomes, and that they showed a marked tendency to
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confuse the rising and dipping tones in identification tasks.

Klatt (1973) reports an experiment in which native speakers
of Mandarin were asked to identify tones synthetically produced
within a frequency range which was systematically reduced. When
the frequency range was reduced down to 2 hz, the high and falling
tones continued to be identified nearly perfectly, but the rising
and dipping tones were frequently confused,

Thus, our tone acquisition data showing confusion between
the rising and dipping tones squares with the results of these
perception studies.

Given the rising end component which these two tones share,
we can propose two hypotheses to account for the facts. The
first is that the difficulty and confusability of the rising and
dipping tones are due to the simple fact that these two tones are
similar to each other and different from the high and falling tones.
We will call this the Similarity Hypothesis.

The other hypothesis is that rising tones are somehow more
difficult than high and falling tones.

Although the data concerning the confusion between the rising
and dipping tones can be explained by éither hypothesis, there is’
other evidence to favor the Difficulty Hypothesis.

Recall first our Stage 1 child who refused to repeat any
rising or dipping tone words. The Similarity Hypothesis would
predict that she would respond to such forms, but that her responses
would be randonly distributed between the rising and dipping tones,
or that they would be forms with tones in between the rising and
dipping tones. The fact that she would not respond at all suggests
that these tones were too difficult for her to produce at this
stage.

Then there is the growing body of independent facts which
suggest that rising tones are more difficult than level and falling
tones. First, there are three phonological facts brought up by
Ohala (1973) which could be accounted for in terms of the
Difficulty Hypothesis. The first is the often-noted fact that
the incidence of falling tones is far greater than the incidence
of rising tonmes in the languages of Asia and Africa. The second
linguistic fact is pointed out by Hyman (1973a) and Hyman and
Schuh (1974): in African languages, a low-high (i.e., rising)
sequence is vulnerable to assimilations (either anticipatory or
perseverative), but a high-low (i.e., falling) sequence is not.
In other words, languages tend to try to reduce the number of
occurrences of low-high sequences,involving rising pitch, while
being content, as it were, to leave alone high-low sequences,
involving falling pitch. Finally. the well-known "downdrift"
in African languages is very rarely matched by analogous raising
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or "updrift" phenomenon.

These phonological facts support the hypothesis that rising
tones are more difficult,but do not support the Similarity Hypothe-
sis. Furthermore, there is both production and perception evidence
supporting the Difficulty Hypothesis as well. On the production
side, Ohala and Ewan (1973) and Sundberg (1973) have shown that
subjects can execute a falling pitch faster than a rising pitch.
Ohala and Ewan speculate that the greater time taken to raise
pitch than to lower pitch may reflect the greater physiological
effort required to raise pitch.

On the perceptual side, Hombert (1975) indicates that
falling tone patterns are perceived more accurately than are
rising tone patterns, suggesting that rising tones are more diffi-
cult perceptually than falling tones. We suggest that our tone
acquisition data, then, when taken together with the phonological
facts, the production data, and the perceptual data, constitute
another important type of evidence which strongly suggests the
correctness of the claim that rising tones are more difficult
than falling tones.

C. Tone sandhi

Chao (1951) reports that for Canta at 28 months, "the
raising of a 3d-Tone dipping word before another 3d Tone i.e.,
our (la) is...only beginning to be learned" (p.33). What
we found is that this rule does not appear until Stage 4, for the
simple reason that the child cannot be said to be actively
applying any rule until he is able to make up his own multi-word
predications. Thus, we do not comsider the child who correctly
produces Syapnyao for the adult $yao nyao (literally 'small
bird') to have applied a sandhi rule, since we have no evidence
that he perceives this form as anything except a rising-dipping
word, 1In fact, we have evidence showing that, indeed , the child
does take g§yao nyao ‘'birdie' to be the word for bird and not a
phrase consisting of Syao 'small' and nyao 'bird'. This evidence
is the existence of such spontaneous forms as:

da &yao nyao [\ ’ ]
big small bird

in which the expression $yao nyao could only be modified by gé
'big' if it means 'birdie', but not if it means 'small bird'.

That this tone sandhi rule gives the children some trouble
at Stage 4 can be seen in three types of data.
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(a) mistakes. Sometimes the child simply fails to apply the
rule:
hay you syao u [ ’ "]

for which should have ’been realized as
[ _ ’] 'there are more small fish'

The child's utterance contains the impermissable sequence of two
dipping tones in a row. Another type of mistake is exemplified
by the following:

hwey yao ni [ . ]

for /Y v w/5[Y ’ ] 'will bite you'

This child produced both the low tone words with low level pitches.
Our interpretation is that she knew something should happen with
those two words, but she wasn't sure what it was.

(b) self correction. Chao (1951) gives an example from
Canta's speech in which she first says incorrectly:

byao you [7V]
for /v v/°[ " ] 'has the watch'

and then, apparently realizing that she had pronounced a non-canonical
form, gives the correct sandhied form:

byao you [’ ]

(c) hesitations. The same child who gave up and produced
yao ni 'bite you' with two low level tones was later talking about
an animal biting people, and correctly said:

hwey yao ren [\ _']
for /\ y ’/-[\ _’Jwill bite people’

Then she wanted to say that it would bite her sister, which requires
the application of the tone sandhi rule. Remembering that she had
just said yao 'bite' with a dipping tone, she said:

hwey yao ... yao ... Jyejye [\ " 7 .. 7]
for /\Novo /o[\ " _ 7]
Her yao 'bite' is correctly sandhied in this utterance, but her

hesitation and repetition suggest that the rule has not been
completely internalized.
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As for the tone sandhi rule (1b), which modifies a dipping
tone to a low level tone, Chao has this to say:

Like that of most Mandarin-speaking children, Canta's modifi-
cation of 3d Tone dipping into "half 34" 1low level ...
comes sooner than the modification of 3d Tone into 2d Tone
‘rising before another 3d Tone. (p. 33)

Again, Chao does not provide data for his claim about "most Mandarin-
speaking children'"; however, here, our data support his assertion:

we did not observe any instance of a child failing to apply or

having difficulty with this particular rule.

d. Neutral tomne
As mentioned above in Section 2, the neutral tone occurs in
adult Mandarin on unstressed syllables. Words with unstressed

syllables in the child's vocabulary fall into four groups:

(1) Demonstratives and numerals ending with the classifier

-ge:
zhdige 'this'
neige "that'
yi&g 'one, a'

(2) Words ending with the particle -de functioning as:

a. nominalizer dade 'big one'
xInde 'new one'

b. possessive wdde "mine'
nide 'yours'

(3) Words with reduplicated syllables:
baba 'daddy"
gége 'older brother'
(4) Nouns ending in the syllable -zi [dz#]:

tuzi 'rabbit'
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r'd .

bizi 'nose!
A .

kuzi 'trousers'
. 7 .

xiézi 'shoes'

Most of the errors involved words of Group 4, those ending in -zi.
The most common single tone mistake made by the children was to
substitute a dipping tonme for_ the neutral tone in the [dzi# ]
syllable of words of Group 4. Looking at Table 1, one can see
the total number of neutral tone syllables for each child from
whom we had neutral tone data broken down into totals and errors
first for Groups 1,2, and 3, and then for Group 4. What Table 1
shows is that most of the errors occurred in Group 4, and most

of these involved the substitution of a dipping tone for a [dz# ]
syllable.

There are two facts that call for an explanation in these
data., First, why is it that more substitution errors occur on
[-dz4 ] syllables than on other neutral tone syllables? Second,
why is it the dipping tone that is most often substituted?

The answer to the seond question has been mentioned in
Footnote 1: the pitch of the neutral tone is low relative to all
the full tones (except dipping); therefore, it is entirely natural
that dipping tone, the lowest in the child's inventory, should be:
the one chosen to replace the neutral tone.

But why does the substitution occur in the first place, and
why so much more with [dzi] words than with other neutral tome
words? Recall that Atkinson-King, in her study of the acquisition
of stress (1973), suggested that children do not typically produce
stressed for unstressed syllables in words such as table, Daddy,
etc. Yet, since full tones occur only on stressed syllables,
this is exactly what our Mandarin-speaking subjects were doing.
For an explanation, we turn to the language of the caretakers.

It turns out that words in Group 4, but virtually never in
Groups 1, 2, or 3, are sometimes stressed on both syllables in
caretakers' speech to children. But what is so special about
words in Group 4, that caretakers should sometimes stress the
neutral tone [dzi], thus assigning it a dipping tone themselves?
We suggest that the answer lies in the fact that these words,
unlike those in Groups 1, 2, and 3, are all concrete nouns, that
is, names of objects which are found in the child's environment.
For caretakers anxious to "teach" the children, then, these are
precisely the words which may be presented to the children in an
exaggerated and emphasized form. 1In fact, we have many instances
in our data of caretakers attempting to get the child to name a
picture by repeating the word in an emphatic form, with stress
on the [-dz# ] syllable. We claim that this fact may explain the
relatively large number of errors found in [dz% ] words in the
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Table 1

Summary of Neutral Tone Errors
of Word Types

Groups Group 4
1, 2, 3
Errors:
Total Errors Total Dipping tone
12 3 25 22
43 8 50 24
24 8 73 23
5 3 8 3
0 0 7 1
6 2 2 0
38 8 53 19
13 2 6 0
19 4 7 1
0 0 6 1
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children's speech compared to the errors made with other neutral
tone words.

Our findings, then, do not actually countere emplify
Atkinson-King's generalization that young children typically do
not misproduce unstressed syllables as stressed where no grammati-
cal function is involved: our subjects' tendency to do this
probably has its roots in conflicting stress information for a
certain class of words which they get from their caretakers.
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Footnotes

lIt will be recalled that the pitch of the neutral tone
is determined by the tone of the preceding syllable:

half~low o after high tone

middle - after rising tone
half-high " after dipping tone
low [ after falling tone

It can be seen that the neutral tone pitch is relatively low
after the high, rising, and falling tones; it is high only after
the dipping tone. Correspondingly, the substitution of dipping
tone for neutral tome occurred, as would be expected, only

after high, rising, and falling tones, but never after dipping
tones. After dipping tonmes, not suprisingly, the neutral tone
was on occasion misinterpreted as a high tone. However, there
are so few -zi words whose first syllable is dipping tone in

the children's vocabulary that we have not included any data

for this error here.

*An earlier version of this paper was presented at the Annual
Meeting of the Linguistic Society of America, December 1975, and
the 8th Annual Child Language Research Forum, Stanford University,
April 1976. We are grateful to the following people for their help
on this study: to the parents of our subjects, to Patricia Meng-Chen
Li for her assistance in collecting the data, to Cecilia Lim for
her help in tabulating the data, and to Dale Elliott, Vicki Fromkin,
Louis Goldstein, Jean-Marie Hombert, and Russell Schuh for their
advice and helpful comments. The responsibility for what appears
here, of course, rests entirely with us.
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A Further Note on Tone and Consonants

Ian Maddieson
[Phonetics Laboratory, University of

California, Los Angeles]

I am grateful for the attention given to my earlier note on tone and
consonants (Maddieson, 1974a) by Larry Hyman (preceding article) and for
the opportunity to include a response to his views in this issue of
Working Papers in Phonetics, although even in this lengthy reply I have
not found space to comment on every point that I would have liked to.

As Hyman rightly observes, in linguistic literature there is a
predominance of examples where consonant types influence or have influenced
tone rather than vice-versa. But I am less impressed by this bias in
the literature than Hyman is. Unlike him, I find the bias is not general
but is mainly evident in the tone languages of Asia. And I believe a
bias in reporting on tone languages contributes to the bias in the
publighed literature. Because of this, cases where consonants influence
tone are overrepresented, particularly in historical phonology, and cases
vhere tone influences consonants are underrepresented. Nevertheless
some well-documented examples of consonant change resulting from tone have
appeared. General physiological and psychological considerations lead
to the expectation that such cases should ocecur with some frequency.

This paper is organised in three sections. The first discusses
the question of alternative interpretations of the direction of influence.
The second is a survey of the three main areal groups of tome languages,
African, American and Oriental. In the course of these sections some
additional cases of tonal influence on consonants are added to those
discussed in the earlier article and Hyman's refutations of counter-
examples to the claim that

(1) consonants affect tone, but tone does not affect consonants (Hyman
and Schuh, 1974)

are in turn refuted. A final sectjon discusses briefly the phonetic
factors involved in the influence of tones on consonants, and consonants
on tones.

1. Interpretation of data

One reason that there may seem to be a predominance of cases where
consonants Influence tone is that situations are interpreted uniquely
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because change is presumed to be more likely in that direction. Distribu-
tions which could provide the basis for two historical interpretations

are almost universally interpreted as showing consonant influence. For
instance, 1f two related languages show the correspondences in (2):

(2) language A language B
.
CvaV : CylessV
’
CviessV : CvlessV

most comparative linguists would prefer to believe A is the conservative
language while B has innovated a tone system. These correspondences would
equally well support a reverse interpretationl, that language A has re-
placed a tonal distinction by a contrast among initial consonants lacking
in B. Without further evidence, the correspondence is ambiguous.

It seems that many published claims of consonant influence have
failed to consider alternative analyses of the data or look for the decisive
evidence that would enable a choice between analyses to be made. In many
cases the claim of consonant influence is made a priori without evidence
being presented.

Let us look at an example of this kind. Luce (1965) reported on
two dialects of Riang, a language in the Palaungic division of Khmer-
Nicobarese (Thomas and Headley, 1970). These dialects are distinguished
as Black Riang (BR) and White-Striped Riang (WSR). Luce says of them

"They appear to have only two tones, level and falling, according
as the original initial of the main syllable was surd or sonant"

The 245 items in Luce's list do not include any minimal pairs demonstrat-
ing the tone contrast but we may compare pairs such as (3):

(3)2 R WSR
kék kék 'nape of neck'
kdk kak 'to bite'
nén nd:m 'blood'
niim ndm, nim 'urine'

Luce does not attempt to present arguments for his suggestion that
the falling tone depends for its origin on an earlier voiced consonant
and the high level tone on an earlier voiceless consonant. He shares the
concensus among scholars studying Mon-Khmer languages and other Asian
groups that such a development is simply likely to occur (largely because
of the Chinese example). But in order to derive the falling tone in just
those syllables initiated by a voiced consonant in Proto-Riang we have
to assume that the effect of the initial consonant was not on the begin-
ning but on the end of the vowel. This seems bizarre. There is no support
for historical scenarios of this kind in the experimental studies of pitch
that are often cited to support claims of consonant influence on tone.
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Two changes are assumed to have occurred. The development of tomnes;
and the loss of voicing in initial voiced consonants. This latter
change is a stock-in-trade of historical phonology in Asia. It has been
held accountable for the rise to phonological significance of 'register'’
distinctions as well as tone in Mon-Khmer. Shorto (1967) says

"It can be shown by comparison with languages which preserve the
older distinction that register in Khmer and Mon, and tone in
Riang-Lang [Black Riang], result from the loss of earlier voiced-
voiceless distinctions in various prevocalic elements in the word-
structure; chest register and Riang-Lang lov tome3 reflecting
earlier voicing."

1f this change is indeed real it may be more explanatory to reverse the
assumption that tonal contrasts are innovated in Riang and posit

original tones, and voiced and voiceless stop consonant series with

equal frequencies. The loss of the voicing contrast can then be
motivated by the fact that a falling contour provides a context favouring
the interpretation of a preceding stop as voiceless. Consequently voice-
less stops would outnumber voiced ones by 3:1 and this predominance

might complete the progress towards merging the stop series. We could
thus provide motivation for the lack of volicing contrasts in stops and
avoid some of the more awkward assumptions about voicing contrasts .

and their effects in nasals and approximants.

However the evidence for any original voiced stops in Mon-Khmer
does not seem very satisfactory. The major piece of evidence appears to
be the choice of symbols in the Devanagari script when it was adapted
to write 0ld Mon and 0ld Khmer around the 7th and 8th centuries A.D.
(Pinnow, 1957). Symbols which in Indian usage represented voiced
Segments were used to write prevocalic consonants in syllables which
today have the second ('chest' or 'low') register. Today, along with
pitch and vowel quality exponents of the register distinctions there
is a difference of consonant voicing. Shorto (1967) says chest
register in Mon "is accompanied by complete or partial voicing...of
prevocalic plosives and fricatives in most contexts." The orthographic
conventions adopted, and still used, for representing these chest
register syllables may have been a simple and sensible attempt to use
available letters where these could indicate a subsidiary distincion
that implied the major one. The choice of these letters is far from
proof of the existence of a primary voicing distinction in the earlier
language.

If indeed the correspondences of initial voicing with tone and
register can be established in Mon-Khmer (and no such correspondences
convincingly emerge from the wordlists I have seen) it may rather
provide a good case for an evolution of voicing in obstruents from a
pre-existing tone or register distinction. The important thing is that
& language such as Riang should not be prejudged and counted in among
those which show a consonant influence on tone.

In a few cases a language has been the focus of some explicit
discussion of the choice between analyses which propose consonant influ-
ence on tones and tonal influence on consonants. One such language is
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Jingpho, a Tibeto-Burman language. In my earlier paper 1 reviewed the
evidence that favours the conclusion that tonme has affected voicing in
the stop consonants in Jingpho, and hence this language is a counter-
example to the claim in (1) above.

Hyman hopes to dispose of the Jingpho counterexample by asserting
that "low tone 1s accompanied by breathiness in Jingpho" and attribu-
ting any effect to the breathiness. Our main source of knowledge on
Jingpho is Maran (1971). Maran is a native speaker of the language.
He does not report that low tone in Jingpho is accompanied by breathi-
ness, nor have I observed this in listening to the language myself.

In order to understand Maran's account of his language, it may be
useful to clarify some aspects of his transcription, particularly the
use that he makes of the symbol 'kR'. This stands, first, for a
syllable-final segment which is an 'aspirated' voiceless pharyngeal
fricative. Maran (1971:173) describes this segment thus:

"it 18 heavily aspirated with the tongue-root somewhat lowered

and backed against the pharyngeal wall. The vocal bands [cords ]
are fully spread in this configuration and the friction created by
the radix against the pharyngeal wall almost makes k a strident
sound"

Because of considerations of phonological patterning Maran groups this
segment with the voiced consonants in a [- raised] class. Then, in
order to represent a tonal difference on syllables closed by nasal
segments, Maran uses the symbol 'h' as a diacritical mark to dis-
tinguish low tone in pairs of words as in (4)

(4) nan 'wanton' gan 'pull'
nahn "firm' gahn  'wide'

Such sequences of symbols an 'hn' 'Rm' do not represent phonetic
segment sequences, nor voiceless nasals, and 'ah' is not a symbol for
a breathy (murmured) vowel. The purpose is rather to present an abstract
form which includes a [- raised] consonant from which the occurrence of
low tone can be predicted.

In syllables with low tone and final stops Maran does not use 'h'.
These are represented with the symbols 'b,d, g' as in such words as (5):

(5) gab ‘'shoot' sad 'kill' dig 'be content'’

These are pronounced usually with voiceless final stops thus:

6) [gdr) [s3t) [a1]

They only appear voiced when geminated before certain suffixes. It
seems to be the case that when these segments appear voiced, it is the
result of the low tone environment, voiceless stops do not alternate
with voiced segments after high tone. We might also note what Maran
(1971:194) says about an archaic form of Jingpho that is used for
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ritual purposes:

"while we have shown that synchronic [Jingpho] has a system of
finals which contrast phonetically in terms of voicing, archaic
[Jingpho] as preserved by its ritualized form shows only one
series there, a state of affairs analogous to the other [Tibeto-
Burman ] languages"

The best explanation of the Jingpho facts, archaic and synehronic, is

that there is, or was, a rule that voiced the final veoiceless stops in
certain low-tone environments. There is no evidence that this is in-

fluenced by 'breathiness'.

2. Areal survey of tone languages

The generalisation on tone and consonants (1) is supported in
Hyman's reply by an appeal to the widespread nature of the evidence of
a 'bias'. The bias is the predominance of reports of consonant influ-
ence on tone over tonal influence on consonants. Hyman suggests that
in the languages of three areas, i) Africa, ii) the Americas, 1ii) the
Orient, this bias exists.

I would deny that the bias exists in any significant fashion in
either the languages of Africa or the Americas. And it is in the liter-
ature on Oriental languages that there seems to be a widespread
failure to give serious consideration to alternative analyses. Let
us examine these three areas in turn.

i) Africa

In the languages of Africa Hyman comments that "“tone rules often
make explicit reference to the voicing state of consonants". He
illustrates this with evidence from Nupe (cf. George, 1970). A rising
‘allotone’ of high appears after a low tone if the intervening consonant
is voiced. However, and Hyman himself has made this observation“, what
is exemplified here is a natural assimilation involving the tone levels.
Such a rule is not a case of consonant influence on tonme.

In Nupe, a preceding low tone induces a low beginning to the
following high tone. In Yoruba, the assimilation occurs regardless of
the nature of the intervening consonant, compare (7):

@) Nupe Yoruba
6dé [-~] ‘'eloth' édd [--] ‘'creature'
égbd [-~] 'taxes' ngé [--] 'locustbean tree'
éfd [-~] 'honey' éf§ [-~] ‘'vegetable greenms'
éké [- =] ‘'shea-butter éké [--] ‘'learning, studying'
nut'

In some ways the Nupe situation is more straightforward than the Yoruba
one. Voiced consonants, since they have a fundamental frequency
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component, provide a more natural means of transmitting the low tone of
the preceding vowel to the following vowel. But their role is confined
to this transmission. No high tone appears as rising unless a low tone
precedes. For example, the sequence high tone-voiced consonant-~high
tone does not produce a rising tone in the second syllable in (8) as it
would if this was a consonant effect on the tones.

(8) e.g. maId [~ ] 'be expensive', not [~ -]

For the same reason Ngizim (Schuh, 1971; and Bole (Lukas, 1969) are not
examples of consonant effects on tones”.

I can add a further illustration from my own investigations (cf.
Maddieson, Shopen and Okello, 1973). The Nilotic language Lango has a
falling 'allotone' of low after a lexical high tone (the rule deriving
the fall does not apply if the high tone preceding low arises from tone
sandhi rules). However, if a 'strengthened' consonant intervenes be-
tween high and low tones the falling variant of low does not occur. This
may be conveniently illustrated by some recent loans, shown in (9), which
have two variant pronunciations, ome with a strengthened consonant and
a final level low tone, the other with a 'weak' consonant but with a
final fall. The strengthened consonants are written with a doubled
consonant letter.

(9) Lango variants Swahili source
'sheet’ cukka cuka shuka 'sheet'
'machete' panna [= ] Pana ) [-~] Panga 'machete’
'cotton' pamma =~ pama .‘ pamba ‘'cotton'

'bed’ tanna tana tanda 'sleeping mat'

A prinicipal difference between weak and strong consonants is the longer
duration of the strong ones. Weak /k/ is a short volceless velar
fricative. Now, in Lango, low tomes following weak consonants only
occur as falls when a high tone precedes. High tones after strengthened
consonants are not lowered. Again there is no consonant influence here.
Instead, this is a tone assimilation where the high tone preceding a low
may raise the beginning of that following low. Strengthened consonants
act like a pause or phrase-boundary and no assimilation occurs.

It is true, in languages such as Nupe, Ngizim, Bole and Lango, that
the tone rules refer to adjacent consonant segments. But this does not
constitute a demonstration of an 'effect' in the sense under discussion
here, any more than a rule predicting the voiceleas, alveolar and frica-
tive properties of a consonant preceding a prevocalic stop or nasal in
English (e.g., in 'step' or 'smell') demonstrates an 'effect' of those
stops or nasals on the preceding consonant.

Once the cases discussed above are set aside as illustrating some-
thing other than consonant effects on tone, the number of African cases
supporting the generalisation (1) is reduced to a handful. Those I have
come across are listed below.

Tone levels in Ewe are partly conditioned by consonant classes, among
other things (Ansre, 1961; Sprigge, 1972; Sprigge and Ford,1972; but see
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Stahlke, 197la, 1971b). In Cama, consonant classes condition tonal
variante (Stewart, 1970), and this may have historical implications for
Yoruba (Maddieson, 1974b). Tonal distribution in Zar (= Sayanci) also
depends in part on consonant classes, in particular nonhigh tone is
sorted in some environments into mid and low variants, being low after
voiced non-implosive segments (Schneeberg, 1971, 1973). Bassa has tonal
variants following classes of fortis and lenis consonants (Hobley, 1964).

In a group of Southern Bantu languages there is a class of 'tone-
depressing' consonants (Lanham, 1958) which may lead to a following tone
occurring as low, when for morphological reasons it would be expected to
be high, and cause rising allotones of actual high tones. These lan-
guages are in the Nguni and Sotho groups (Doke, 1954). It seems probable
that an innovation in a language ancestral to just these groups of
languages introduced these effects. There may, in a historical sense,
be only one 'event' of consonant influence to be recorded here®. Beach
(1938) proposed that each of the two lower tones (a mid-low and a mid-
falling tone) in the parent language of Nama and Korana (l!ora) split into
a rising and an unchanged variant in Nama. He believed the rising
variant was due to an originally voiced initial consonant, as many of
the roots concerned retain voiced initials in Korana.

This is the total extent of examples from the African continent where
I know of evidence of consonant effects on tonal phonology. I cannot
claim to have examined everything written about African tone languages
critically, but I believe I have read enough to be able to say that
consonant effects on tone are by no means 'common" in the literature.
Except as noted above, I have not come across them in firsthand research
either.

On the other hand there seems to be a similar handful of cases
wvhere tones have determined some property of adjacent consonants.

Dunstan and Igwe's (1966) observation that "glottal fricatives" (symbolized
/h, B, hj, §3/) "appear to be partially voiced before low tones" in the
Ohithil dialect of Igbo was quoted in my earlier note. Hyman asks if there
is instrumental data to confirm this observation. There is not; but
linguists with the experience of Dunstan and Igwe are unlikely to have
been misled on a point of this kind when relying on their ears. It
should be noted that "glottal fricative" is a traditional term usually
used for a segment whose articulation is not glottal at all. Prevocalic
segments symbolized with /h/ are generally voiceless vowels homorganic
with the following vowel. Other accounts of Igbo phonology make it clear
that /h/ is a segment of this kind, and /hj/ is a voiceless onset to a
nonsyllabic variant of one of the high vowels /1/ or /i/. Therefore this
is a case where low tone conditions an earlier onset of voicing in a
voiceless segment, and is not to be dismissed by wondering if "glottal
consonants can be affected by tone". I would rather be inclined to ask
whether more meticulous observation might not demonstrate that there is

a similar effect on the aspirated stops in this dialect.

In Guthrie's 'Group C' of Bantu languages, Ellington (1970-1) shows
that Ngombe/1l/ corresponds to /t/ before high tone in Lingala, Bobangi,
Mongo, Ntomba, and Bolia; but /t/ before low tone is common to the group,
see (10).
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(10) Ngombe elsevhere in Group C
'thousand’ kété nkoto
'scorpion’ kd16 nkoté
"to leak' téng? tanga
'to count' langa tanga

Ellington formulates a 'sound change rule' (11):
’
(1) *t—1 / _ V

and has over 30 examples of corresponding series which illustrate it from
a relatively early layer of vocabulary. He considers and rejects the
possibility that these correspondences instead show a consonant effect on
tone, and considers the possibility of other causes, but concludes that:

"since high tone is the only consistently present factor in those
cases where /t/ becomes /1/ then it may be assumed that this is the
conditioning factor."

The change (11) is shared by the closely related Bwela (or Doko) language
(Hulstaert, 1961), e.g. Bwela 'to count' is /langa/. Interestingly, part
of the change /t/ — /1/ is the change from voiceless to voiced. Voiced
segments sometimes condition higher tone reflexes in Oriental languages.
Here high tone has conditioned voicing.

Work in progress in the UCLA Phonetics Laboratory by Laura Meyers
suggests that intervocalic voicing of wvoiceless consonants in Hausa is
more noticeable in low tome environments.’ Full instrumental documenta-
tion of this observation will be available in due course (Meyers, 1976).

Beach (1938) reports that in Korana, /g/ and perhaps other (pre-
viously) voiced segments have become devoiced only vhen one of the
higher tones follows. This devoicing must be related to the absence of
a tone-split in the higher tones in Nama (see above). In Nama the higher
tones must have caused devoicing before the tone-splitting process began;
Korana seems to represent an early stage in this tone-dependent devoicing.

In the Southwestern Mande languages, Dwyer (1974, cf. also Dwyer,
1973) provides the most authoritative and up-to-date account of an al-
ternation among initial consonants. His reconstruction of these alter-
nations involves a gemination rule, posited for Proto-Southwestern-
Mande, which produces geminated voiceless consonants from voiceless
consonants preceded by a low-toned nasal prefix. In Kpelle these gemin-
ates occur voiced, so an additional post-nasal voicing process must be
reconstructed, whereas in the other Southwestern Mande languages the
gemination rule was broadened to include high tone nasals. The result in
Kpelle is shown in (12).

(12) *i-b ~» mb
*A-b — bb

Dwyer denies that the low tone is the cause of the gemination but
suggests rather:
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"stress is generally assigned to the first high tome in the nominal
phrase. Consequently phrase-initial low-toned nasals are never
stressed while phrase-initial high-toned nasals are always stressed.
As a result, Gemination applies to low-toned nasals and not to
high-toned nasals because of the location of the stress. The reduc-
tion of marked features in an unstressed segment is a very common
event." (p. 69)

Dwyer's explanation is an interesting attempt to find a natural cause

of the Kpelle distribution. It can only be as good as the reality of
stress and the historicity of stress placement in Kpelle. Other
writers, e.g. Welmers (1962) and Bird (1971) have suggested that the low
tone is causally involved in the origin of the geminated voiced ('heavy
voiced") segment. Bird proposes an assimilatory rule between glottal
features, which is probably an exaggerated claim.

Dwyer objects to the argument that low tone causes the consonant
change on the grounds that other low tones do not cause gemination, only
low-toned nasals. He cites such examples as (13) in Central Kpelle. By
a tone-lowering and voicing rule (131i) becomes (13i{i), not (13iii).

(13) i. kdl1dn 'chief' + p3l3  'old'
—  fi. k3I1omb3Id>  'old chief'
not i1ii. k3lombbd1d

However, the non-occurrence of gemination in such an environment is
equally a problem for his claim that the process occurs when syllables
are unstressed since by his rule this would be an unstressed syllable.
As stress is a secondary feature in Kpelle, and unstressed syllables do
not undergo change in other ways (e.g. no vowel contraction or vowel
deletion conditioned by unstress) it may be mistaken to accept that lack
of stress caused the gemination in Kpelle, and to absolve the low tone
from some role in the change.

In sum, the languages of Africa provide a number of cases both of
consonant effects on tone and tone effects on consonants. At this stage
of our knowledge of the phonology of African languages there does not
secem to be a preponderance of only one of these.

11) the Americas

In the literature on the languages of the Americas it is very rare
to find references to consonant effects on tone. Hyman notes with
satisfaction that Eunice Pike (1974) “eoncurs with the Hyman and Schuh
generalization". But Pike does not say that she concurs because she finds
the evidence in the languages of Mexico which she has pre-eminently studied.
She uses an illustration from Taiwanese.

Studies of American languages in which comparison and reconstruction
of tones is attempted include Trager (1942) on Tiwa, Longacre (1957) on
Mixtecan, Rensch (1958) on Chinantecan, Gudschinsky (1959) and Longacre
(1962) on Popolocan and Mixtecan, Grimes (1969, 1971) on Quichean, Fisher
(1970) on Mayan 'proper', and McLendon (1973) on Poman. In none of these
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studies is any consonant influence on tonal development reported.

I cannot claim to have read exhaustively in the literature on
American tone languages, but from all the comparative studies that I
have read the strongest evidence of consonant influence on the tones
that emerges is a speculation by Olmsted (1964:56) that the origin of
falling tone in Achumawi (= Pit River) may "in some cases ... be
connected with the loss of final ®*-p". This is based on the correspon-—
dence of an Achumawi suffix /-6-/ or /-4/, which denotes the names of
trees and plants, with Atsugewi /-o-p/ as in (14).

(14) Achumawi Atsugewi
'cedar' 1a?t6- na?to-p
'spruce' Jjimjimalo. Jimjimo-p

The correspondence of V : Vp proves to be far from general (cf, also
Olmsted, 1966).

Consonant influence on tone does not feature in Longacre's survey
article on "Systemic Comparison and Reconstruction" of the languapes of
Middle America (1967). However, in an appendix to this article, Longacre
does refer to an unpublished reconstruetion by Donald Stewart of Proto-
Otomi-Mazahua tones. Stewart reconstructed Proto-Otomi tones from three
Otomi dfalects and compared these with Mazahua. According to Longacre,
Stewart's Proto-Otomi-Mazahua high and rising tones each have two
reflexes in Mazahua; one occurs before h or a voiceless consonant, the
other elsewvhere.

Bartholomew (1965) states Stewart's conclusions differently from
Longacre. According to her, Stewart found that Proto-Otomi-Mazahua High
and Rising tones in disyllables correspond with Mazahua High when followed
immediately by /?/ or /h/ and another consonant. FElsewhere in disyllables
the correspondences are with Low and Falling tones respectively. After
reviewing an sdditional Mazahua dialect, Bartholomew concludes that
Proto-Otomi-Mazahua Low tone also split in Mazahua, becoming Bigh in the
/-2CV/ and /-hCV/ environments. At a higher level of reconstruction
Bartholomew also establishes that separate series of tone correspondences
exist between Otomian and Pamean according to the presence or absence of
a final consonant in Proto-Oto-Pamean. These cases may be exsmples of
consonant influence on tone but could equally be examples of the
influence of syllabie structure. There mav be a real case of consonant
influence on tone in the languages of this group. Newman and Weitlaner
(1950) say in a footnote.

"That the history of Otomian tones may be closely allied to that of
other phonemes is more than a mere suspicion: the multiple stem
system which shows up in Central Otomian as one of initial consonant
alternation, is a system of tone alternation in the stems of Matla-
tzinca (Southern Otomian)."

But they do not elaborate and no linguist has pursued this possibility.
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Stanley (1969) proposes to predict high tone in Navaho from the
occurrence of underlying nasal and glottal stop segments, Krauss (1973)
has the following comment on this proposal:

"that Stanley associates high tone with glottalization is counter
to very clear historical evidence that Navaho high tone developed
in the absence of glottalization and low in its presence."”

Krauss does not cite and I have not found the historical evidence
referred to.

Synchronic accounts of tones affected by consonants in American
languages are equally hard to come by. The examples I have come across
are rather marginal. Arlene Agnew and Evelyn Pike (1957) report that,
in Ocaina:

"Palatalized consonants tend to have a slightly rising pitch glide
from the consonant to a following high tone vowel and a fast
falling pitch glide to a following low tone vowel:

These consonants are singled out for comment and we might say there is
an effect of palatalized consonants on tone. A fuller analysis might
find another explanation. Perhaps the palatal quality is due to an
underlying (or historically earlier) high vowel which becomes non—
syllabic when another vowel follows. The fast falling pitch might then
result from a high-low tone sequence. Such an explanation would be
capable of explaining the distribution of palatalization, falling tone,
and vowel sequences as related. The article does not give enough infor-
mation on the co-occurrence of vowels and consonants to test this theory.
In a number of Chinatecan dialects (Robbins, 1961; Skinner, 1962;
Merrifield, 1963; Westley, 1971) there is some limitation of tone variants
in 'ballistically' stressed syllables with a final glottal stop. 1In
Soyaltepec Mixtec (Eunice Pike, 1956), certain enclitic morphemes with
the lowest tone (tone 4) occur with a falling tone contour when they
follow rising contours. This rise is simplified by the same tone change
rule. However, if the enclitic morpheme consists of a vowel alone or
/h/ plus a vowel the derived tone is not falling (15i) but level (15ii).

(15) 1. wa3ku2l 'teach' + hnié 'we (exclusive)'
—>— wa3ku3-hni2%4 ‘'ye teach'
but ii. wasky?l + hi4 'vou (sg.)'
> wa3ku3-hi? 'you (emph.) teach'
The sandhi rule to cover this set of morphemes must be sengitive to
their segmental composition, but it is not obvious that the simplifica-
tion of the fall in the case of (15i1) is due to the effect of /h/.

In the same article, Pike notes that the pitch of a single voiced
consonant or a nasal + stop or africate cluster is:
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"conditioned by the tone of the vowel which follows them, and
frequently enters into nonphonemic glides constituted of non-~
phonemic slur from the consonant piteh to the nuclear pitch®

These consonants are described as being "a 1little higher" than the

lower tones 3 and 4 and "a little lower" than the higher tones 1 and 2.
In other words, these consonants have a tendency to a middle pitch, and,
rather than being subjeect to conditioning, could be regarded as them-
selves conditioning rising allotones of high tones and falling allotones
of low tones.

Loos (1969:197) writes a rule for Capanahua that alters a rule-
assigned high pitch to low in an unstressed syllable if a glottal stop
and a low pitch syllabic segment follow in the same word. In Kickapoo,
which 1s not a tone language, Voorhis (1971) observes that a vowel pre-
ceding a voiceless fricative which occurs earlier than the primary word
stress has low pitch. Low pitch usually demarcates the primary stress,
which 1is recognized by the drop in pitch following it. Such a system
could develop into a system with tones 1f, say, fricatives were elided.

In considerable reading these are the only examples I have found
where a prima facie case could be made for econsonants affecting or
innovating tone in the languages of the Americas; unless some of the
Acoma morphophonemic rules discussed by Miller (1965) might be inter-
preted in this light. There are also a few cases where tones seem to
affect consonants.

In Kiowa (Sivertgen, 1956) the occurrence of a glottal stop
syllable-finally before pause can be predicted from the occurrence of
low tone in long syllables. This glottal stop varies in other positions
with medial constrictfon of the vowel, or laryngealization (creak) of
the vowel, or a plain voiced but 'rearticulated’ vowel. Low tone occurs
without this glottal feature in short syllables and long syllables with
high tone do not have it. It may therefore be an innovatiop, rather
than a residual phenomenon, introduced in the environment VV-(C) perhaps
as a consequence of the effort required to prolong low pitch. Hints
for a model of tone-induced change to glottalic consonants could be
drawn from this example, but no more than hints.

There is also an observation of interest on Picuris by Traper (1971).
The first member of a consonant cluster with a glottal stop as the
second member is affected by low tone in a way not found with high and
mid. Trager illustrates this effect with the example in (16):

(16) 'chokecherry' phonemically /ém?ene/ ( " represents low tome
phonetically [ AMy2ene]  and primary stress)

0f (16), she says:

"the /m/ becomes partially denasalized and devoiced, and more
tense, in anticipation of the /2/"

Unfortunately no further examples are given of this phenomenon. Trager
attributes the effect principally to the glottal stop, but as glottal
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stops unaccompanied by low tone do not have this effect it seems clear
that here is another example where consonants are affected by tone,

The general impression made by extensive reading of the literature
on American languages (but no first-hand experience) is that few cases
are noted of any kind of interaction of consonants and tones. No doubt
as more of the lanpuages benefit from adequate attention to pitech pheno-
mena, and reconstructions and analyses of historical processes become
more ambitious, further cases will be reported. But, at this time,
for most of our evidence of consonant effects on tone and tone effects
On consonants we must look to the languages of Asia, not those of
America or Africa.

1i1) Asia

It is rather unusual to find an account of an Asian tone language
that does not prove, claim or assume that consonant types have influenced
the history of the tone System. Languages of this area provide some of
the clearest evidences of the fact that consonants can affect tones.
Asia also provides some of the clearest cases where tones can be shown
to have affected consonants, for example, the Jingpho voicing of stops
in low tone environments discussed above. In some other cases the
available evidence is ambiguous, allowing efther an interpretation that
consonants affected tone or that tone affected consonants (cf. the
discussion of Black Riang above). Since both processes are documented
these ambiguous cases cannot be resolved by an assertion that the change
is more probable in one direction than the other.

To review all the evidence for consonant effects on tone in Asian
languages would be a lengthy and unnecessary process -- the best-known
cases, such as the Chinese and Thai tone splits, are fairly well-docu-
mented in accessible accounts. But I would like to draw attention to s
few more cases of tone effects on consonants not mentioned in my
earlier note.

Another instance of low tone facilitating voicing is noted by Bhat
(1969). In Tankhur Naga, a Tibeto-Burman language:

"the three unaspirated stops become voieed intervocalically especially
before a vowel in low tone'"

Anpther case of high rising tone introducing glottal stops where none
existed before ig reported from the Mon-Khmer language Jeh (Gradin, 1966).
In a Southern dialect there is a 'high tone' which consists of a word-
final sharp rise after a level pitch of normal short vowel duration.
This sharp rise corresponds to a segment that Gradin calls a "glottal
fricative" in some Northern dialects of Jeh, and to /h/ and /s/ in
related adjacent Mon-Khmer languages. If this segment is a devoiced
final vowel, the origin of the pitch rise may be connected with the in-
crease in airflow through the glottis caused by widening the aperture
between the vocal cords. Gradin notes that this sharp rise in pitch ecan
cause the vowel to be broken up by a glottal stop. As this involves
closing the vocal cords it is not plausible to suggest a direct change
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h — ? . Rather, an incidental pitch rise may have been interpreted

as phonological, and subsequently the overarticulation of an energetic
rise resulted in vocal cord tension reaching the point where vibration
was halted. Compare Vietnamese, Danish9, and Latvian (Ekblom, 1933) for
similar introductions of glottal stop segments.

An interesting case where tone seems to affect place of articulation
(? stridency) ies reported by Burling (1967). Discussing variations in
the realisation of Atsi /v/, which in most positions is labio-dental, he
notes that before /e/ and /a/ in high-toned syllables it has bilabial
friction. The facts are not quite clear from his description, but it
seems certain that he did observe some tone-dependent variation in the
articulation of this segment.

The largest number of instances of tone effects on consonants found
in the literature on languages of the Orient relate to changes in
phonation type (including aspiration among these) in initial consonants.
These are best known from Chinese but are found elsewhere tos. For
example, in the Yang-hao dialect of Miao a series of prenasalized
obstruents apparently originally with 'voiced aspiration' have lost
the aspiration when they occurred with original tones A and D but not
with B and C (L1 et al., 1972:99). 1In Puyi dialects of the Tai family,
original voiced obstruents have modern voiceless or aspirated reflexes
depending on the tones (Sarawit, 1973).

In two of the major groups of Chinese dialects, Mandarin (= Northern
Chinese) and Yieh (= Cantonese), similar effects are reported. For
example, Forrest (1965:230) says of Mandarin that, while becoming voice-
less,

"old voiced occlusives ..... became aspirated if the word carried
the even tone, but not otherwise"

In some Yueh group dialects, words in the "lower" rising tone (shang-
sheng) also yield voiceless aspirates (Hashimoto, 1972:32). 1In other
tones these earlier (breathy) voiced obstruents yield voiceless unaspira-
ted reflexes.

In Hyman's article the development in Mandarin is discussed, but
is dismissed as due to "glottal dissimilation" rather than the tonal
difference. Independently of the dubious nature of "glottal dissimila-
tion" it can be shown that Hyman's account of the process in question is
inadequate. His presentation is based on one version of the theory that
01d Chinese had no tones and that the tones of Middle Chinese developed
from characteristic final consonants. In his version distinctive endings
for each tone category must be assumed to rersist past Middle Chinese
times inte early Mandarin.

The data on this question are very complex; and the practise of
referring to syllable types differentiated by features other than contras-
tive pitch as '"tones" does nothing to simplify the problem. Thus it is
traditional to refer to four categories of syllables in Middle Chinese
as four "tones" despite the fact that the fourth category (the ju-sheng
or "entering tone"!V) ig marked by the presence of final stops which are
absent from the other three. Haudricourt (1954a) proposed, on the basis
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of correlations with hypothetical sources for Vietnamese tones that the
other Middle Chinese categories could have earlier had their own
characteristic final consonants; specifically the shang-sheng (“rising
tone") having had a final glottal stop or glottalized consonant and the
ch 'u-sheng (""departing tone") a final /-8/ or /-h/ ( < -s).

Following Haudricourt's suggestion, Pulleyblank (1962) elaborated
a hypothesis that a final -h or -8 and possibly -v and the plain
nasals -m, -n, -n closed syllables in the later p'ing-sheng category;
a final glottalized nasal, glottal stop, or cluster including a glottal
stop closed the shang-sheng category; and a final -s or cluster in-
cluding -s (-ks, -0s, etc., including the nasals -ms, -ns, -ns)
occurred in the ch'u-sheng category. Later developments gave rise to
the tones from these finals, assuming that -s and the clusters in -s
became -h (voiceless vocalic ending?) and the -ms, -ns, -ns series
became -mh, -nh, -nph (presumably -mp, -np, -nNg or -p, -n, -0).

Pulleyblank's evidence for this reconstruction is largely drawn
from early transcriptions of foreign names using Chinese characters.
Karlgren (1963) has objected that it is unclear what pronunciation most
of these names may have been given in the source on which the Chinese
transcription is based. Hence the foreign names give rather uncertain
testimony on the pronunciation of contemporary Chinese graphs. Pulley-
blank also cites the derivational suffix -s, which has been identified
in Tibetan, as a possible parallel to the derivative function of the
ch'u-sheng tone. Many pairs of words demonstrate an alternation of
tones with a 'derived' (e.g., nominalized) form in ch'i-sheng. (cf.
Downer, 1959; Benedict, 1972).

Benedict's observations on this are of particular interest. His
conclusion is that two tones should be reconstructed back to Proto-Sino-
Tibetan. These two correspond approximately to p'ing-sheng and shang-
sheng categories. The ch'ti-sheng he regards as a secondary development
arising from a derivational process in Chinese. There is_good reason
to accept the 'secondary' nature of the ch'li-sheng tone. But, what-
ever the ultimate origin of the three non-stopped tones, the point at
issue is whether the categories were distinguished by characteristic
endings when the split in reflexes of the Middle Chinese (breathy) voiced
series of stops occurred.

If there were such characteristic final consonants then it is
necessary to make the typologically difficult assumption that Middle
Chinese had three series of contrasting final nasals (plain, glottalized,
and voiceless or 'aspirated'). There are certainly more languages with
pitch contrasts than three series of nasals. It also requires assuming
that the phonologists of the period, who reported so carefully on the
manners distinguishing initial consonants and had developed a technical
vocabulary for doing so, fa}%ed to observe and report on manner differ-
ences in such final nasals. Equally no trace of such differentiation
can be found in the loans from Middle Chinese or earlier into Korean
and Japanese (see, for example, Karlgren 1954; Tcheu, 1972).

Kennedy (1964) and Karlgren (1960) find evidence that rhyming
practise and phonetic spellings (hsieh-sheng series) argue for purely
tonal contrasts even in 0ld Chinese (although it is not clear that the
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analysis of rhymes can provide much information on the identity of the
rhyming sounds), and Benedict argues on a strictly comparative basis that
pitch differences can be projected all the way back to Proto-Sino-Tibetan.

On the other hand, the analogy with Vietnamese is a weak support
for a theory of characteristic final consonants. As Denlinger (1972-3)
and Mohring (1972) have pointed out, the comparative evidence cited by
Haudricourt (1954b, 1961) for the origin of the tonal ‘'inflections' in
Vietnamese is less than overvhelming. Also, comparison with closely
related Muong suggests that the Vietnamese nga tone (a high rising
pitch with the vowel 'broken' by a glottal stop) has recently innovated
the glottal property which Haudricourt wishes to propose as the cause
of the rising pitch contour (cf. Thomas, 1966).

Furthermore Hyman's suggestion that "the pitch-raising effect of a
syllable-final glottal stop and the pitch lowering effect of a syllable-
final /h/" are "widely attested in the world's languages" is simply not
true. The "attestation" of this process consists principally of
Haudricourt's well-known, but disputed, theory of the origin of Viet-
namese tones. There is one experimental study which supports this.
Hombert (1975) showed that pitch rose before /?/ and fell before /h/ in
nonsense monosyllables spoken by four Arabic subjects. But there are
contrary indications from various languages and from laboratory data.
For example, recall Gradin's report on Jeh. In the Northern dialect
final /h/ occurs, corresponding with /s/ and /h/ in related Mon-Khmer
languages. A Southern dialect has an innovation replacing /h/ with
final rising not falling pitch. In Palaung (Luce, 1965), where tone is
largely predictable from the nature of the final segment, syllables in
-h are mid-level whereas it is open or nasal- or liquid-final syllables
which have a (mid-to-low) falling pattern. As for the glottal stop,
in colloquial Amoy Chinese (Sung, 1973) the "upper" entering tone with
a final glottal stop is a 32 falling contour (its sandhi variant is a
53 fall). 1In Shan (Egerod, 1957) final glottal stop occurs with low
level, high-to-low falling, and high level tones. It does not occur
with the low-to-high rising tone. Such examples could be multiplied.
They provide no basis for asserting that 'h' lowers and '?' raises tone.

In sum, contempory phonological descriptions and ancient loanwords
from Middle Chinese provide no evidence for characteristic endings for
the non-stopged tones. No modern Chinese dialect provides evidence for
such endings 3, including the conservative Wu dialects which preserve
the voicing of initial obstruents. Comparative evidence suggests that
the ch'u-sheng tone has its origin in suffjixation, but evidence for the
origin of the other tones in characteristic endings at 01d Chinese or
earlier times is lacking. Internal evidence of various kinds in 01d
Chinese metrical practise and the writing system suggests that the non-
stopped tones were truly tonal before Middle Chinese times. In Middle
Chinese the (breathy) voiced stops had not yet diverged in the different
tones. Therefore when Hyman claims to "accurately account for the
different reflexes of original voiced stops" he 1s actually discussing
an unsupported speculation made without considering the extensive data
available.

Even if the 'reconstructed' finals proposed by Hyman could be
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supported there is no firm foundation for the theory that these finals
will yield the desired tone reflexes or will cause the desired 'glottal
dissimilation' with the initial consonants.l4 1In particular, a serious
difficulty with Hyman's casual speculations arises from the existence
of a voiceless aspirated stop series which has come down unchanged to
Mandarin from Middle Chinese. If Hyman was right, these original
voiceless aspirated stops whould also have undergone the process of
deaspiration (ph— p) in oblique tones. However, these stops do not
have divergent reflexes in the different tones. Hyman's proposal
therefore cannot be accurate. Rather, the most probable process in-
volved here is indeed a tonal effect on the original voiced initial
consonants.

The nature of this tonal effect is not clear. Gandour (1974)
showed that stops in the aspirated series in Siamese tend to be followed
by 'voiced aspiration' when high pitch follows. There may be a clue to
the Chinese developments in Gandour's findings, but much more research
of a similar detailed nature is required before this clue reveals very
much.

Hyman does not appear to observe a similarity of the contemporary
Siamese situation to the historical Chinese one. He could easily have
devised a 'glottal dissimilation'-style explanation for Siamese, but
instead proposes a more interesting one based on a hypothetical ‘per-
ceptual strategy'. This explanation is intended to account for the
retention of breathy voicing before high tone. Unfortunately, Hyman
has overlooked some relevant historical evidence and his explanation
cannot succeed.

The aspirated stops in Siamese do not only derive from earlier
(breathy) voiced stops, where one could properly talk of retention, but
also from an original voiceless aspirated series where Hyman's explana-
tion is inapplicable. Equally, voiceless aspirated stops in words
borrowed into Siamese from Pali are treated the same as those from
earlier voiced stops. If Hyman's explanation was correct the voiced
series would not have merged with the aspirated stops from these other
sources. The tone-dependent allophones of aspirated initials must
have developed after the merger had occurred since they appear in as-
pirated stops from all sources. (For details see Brown, 1962; Sarawit,
1973; ete.).

3. Summary

Hyman's attempts to deny the validity of the counterexamples to
the generalization that

(1) consonants affect tone, but tone does not affect consonants

are not successful. The modifications and exceptions he proposed do not
really rescue a generalization that is basically umsound.

The impression of an overwhelming number of cases of consonant
influence on tone is not supported by a review of the literature on tone
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languages in at least two of the three main linguistic areas concerned.
In contrast to an over-readiness to assume consonant influences, a wide-
spread lack of awareness of the possibility of tome invluences on
consonants is evident in the conversation and writings of linguists
(compare the remarks of Ellington, 1970:148-9). This predisposition

to consider one possibility to the exclusion of alternatives must
contribute to any remaining apparent statistical bias in favour of con-
sonant effects on tone. Hopefully the present controversy will alert
more linguists to the fact and nature of tone effects on consonants.

Phonetic factors in tone/consonant interaction

In my earlier note I objected to the generalization (1) put
forward by Hyman and Schuh because a) it seemed to overlook counter-
examples, and b) it lacked any accompanying principle to explain the
directionality of influence claimed. If a principled explanation had
been available to suggest why tones should not be expected to affect
consonants, the attempt to reinterpret the counterexamples would appear
more justified. Hyman now makes a partial attempt to provide the miss-
ing explanatory principle.

Hyman's suggestion is that the effects of different consonants on
tone are due only to differences in the rate of airflow through the-
glottis. I do not find it possible to agree with this suggestion.

The rate of vocal cord vibration is dependent on the longitudinal
tension and the degree of adduction/abduction of the vocal cords as well
as the rate of airflow. Since consonants vary in vocal cord tension

and aperture it seems improbable that these factors will not also have
some effects on the pitch characteristics of adjacent segments, Co-
articulation of this kind would appear capable of inducing both antici-
patory and perseverative effects.

As for pitch-bearing segments, the principal active means of pitch
control is the adjustment of vocal cord tension. It seems difficult to
argue that differences of vocal cord tension do not extend to adjacent
segments, given the extensive co-articulation that typically occurs in
speech. Differences in vocal cord tension could be expected to have
effects on the speed and degree of adjustment of glottal aperture, and
on the timing of the cessation or beginning of vocal cord vibration
(i.e., on voice onset and offset time). It seems equally as likely
that such co-articulation effects will assume phonological standing as
those due to different consonants.

We do not yet know the limits on these processes. Studies of
laryngeal action and of the aerodynamic conditions surrounding the
larynx, and studies of perception must both be continued to determine
more precisely the mechanisms which can lead to consonant effects on
tone and tone effects on consonants. Linguistic studies which assemble
data on such effects and construct a typology of them are a pre-
requisite to the formulation of plausible hypotheses of the constraints
on these effects,
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A typology of consonant effects on tone would include at least (17)
and (18):

(17) Voiced consonants cause lower following tone reflexes than
voiceless ones (Songkhla, Mandarin and Southern Min p'ing-sheng,
Cham, Camuhi).

(18) Voiceless consonants cause lower following tone reflexes than
voiced ones (Siamese, Chiengmai, Southern Min ju-sheng, Nasu).

And a typology of tone effects on consonants would include (19) and (20):

(19) Low pitch causes voicing of adjacent consonants (Jingpho, Tankhur
Naga, Igho, Hausa).

(20) Rising pitch causes glottal closure (Jeh, Vietnamese, Latvian,
Danish).

Although (19) is the converse of (17), the two sets of effects should
not be expected to be the converse of each other throughout. For example,
I doubt if the converse of (20) is found.

But (17) and (18) appear to be in conflict. Obviously the processes
involved cannot be identical, but even in the same language both effects
can be found. Compare the tone reflexes in Southern Min dialects
shown in (21):

(21) p'ing-shen Ju-sheng
Middle Chinese Amoy Gaoxiong Amoy Gaoxiong
voteceless initials 55 55 32 22
Middle Chinese
voiced initials 24 24 55 55

In the p'ing-sheng category, tone reflexes are higher after voiceless
consonants, but in the ju-sheng category they are lower. (The reflexes
of these two groups of initials are not distinguished according to tone
in Min). Solutions which require positing a 'flip-flop' change of voicing
in initial consonants or of tonal values probably raise more problems
than they solve. It seems more likely that small nonphonological
differences in members of the same phonological category of consonants,
correlated with variables such as syllable length, amplitude contour,
etc., could produce these divergent results in syllables of different
categories. There could therefore be a physiological basis for both
(17) and (18). But not one which can be represented in terms of the
broad categories of segment types listed in Hyman and Schuh's hierarchy
of tone-raising and tone-lowering consonants.

Alternatively, the difference between (17) and (18) may have a
perceptual explanation (in some instances). One model of a change of
perceptual significance from a voicing distinction of initial consonants
to a tonal distinction assumes pitch transitions like those shown in (22):
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(22) 1. following voiceless obstruent [:“-—- ]

ii. following voiced obstruent [,__ J
Despite the fact that laboratory data do not generally reveal pitch
transitions with this pattern (cf. Gandour, 1974), this model posits
cuing on the elevated initial pitch following a voiceless obstruent, and
on the depressed initial pitch following a voiced obstruent, and reinter-
preting this as a difference of elevated and depressed pitch in the
following segment. The effect in (17) would thus appear.

‘But in many tone languages a centralising tendency of initial pitch
can be observed. For example, in Siamese, high and low tone begin from

a pitch level closer to mid and move to a more extreme level, as seen
in (23):15

(23) 1. high tome [/—-— ]

ii. 1low tome [, ]

Now, considering contour shapes alone, (23i) is like the contour in
(22i1), and (23i1) is like the contour of (22i). If contour shape is
taken as the perceptual cue, then the contour following obstruents
would be identified with the low, as both are characterised by a descend-
ing pitch ramp. And the contour following voiced obstruents would
be identified with high tone, as both are characterised by a rising
pitch ramp. The effect in (18) would thus appear.

In Southern Min the non-stopped syllables, already contrastive in
tone, may have undergone a split based on the first kind of perceptual
reinterpretation, while the stopped syllables (ju-sheng), which had no
pitch contrasts, were not subject to this split. Subsequently the ju-
sheng tone was split in the fashion suggested by the second kind of
perceptual reinterpretation, as an awareness of a characteristic ju-
sheng pitch evolved.

Envoi

More research on laryngeal action, pitch perception and the
construction of typologies of tone/consonant interaction are urgently
needed. There are still many uncertainties concerning the way the
larynx operates; no phonological interaction between tone and consonants
is possible unless a perceptual mechanism exists to incorporate physical
properties of the speech signal into psychological programmes for
linguistic behaviour; collation and evaluation of linguistic evidence
will show what data require explanation.

A higher-valued hypothesis is one that accounts for a greater
range of data, rather than excludes certain data from consideration.
Linguists are not responsible for languages having 'crazy rules' but
they are responsible for designating certain rules as 'sane' and others
as 'crazy'. As in other fields of human existence, I would make a plea
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for greater tolerance of variability in linguistic rules, and the
formulation of hypotheses that are less restrictive than those of
Hyman (and Schuh), but aim to include all natural properties of
human language.
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Footnotes

1. There is experimental evidence (Chistovitch, 1969; Haggard, Ambler
and Callow, 1970) which would provide a starting point for a model of
change in which pitch differences could cause initial differences in
phonation type to be perceived when none had previously existed.

2. Luce's transcription has been modified to represent high level tone
by ’ and falling tone by " . Diacritical marks above vowel letters
have otherwise been eliminated.

3. Falling tone, according to Luce's first-hand report.

4. Hyman (1973:166) "The important fact in the above examples is that
the consonants should not be seen as motivating the tonal assimilations,
but rather as permitting vs blocking them."

5. The reasoning here is similar to that used by Hyman to argue that,
under his interpretation, there is no tone effect on consonants in
Siamese because what is involved is that certain tones permit and others
inhibit a historical change that could have happened anyway. I agree
with the reasoning involved although I disagree with the interpretation
(see below).

6. It may be useful to point out that Nguni 'languages' such as Zulu,
Xhosa, Ndebele and Siswati (Swazi) are little more than dialects of a
single language, despite the establishment of separate literary forms.
The Shona group is rather more diverse. I have not had access to some
recent South African comparative work on these languages which might
clarify my assumption of a single origin for the consonant influence on
tone is this area.

7. I am grateful to Laura Meyers for telling me of her discovery. 1

have described my understanding of what were necessarily preliminary
impressions of the data. She may not agree with my way of putting it.

8. A speculative proposal as to the nature of this role might start
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from the greater ease of maintaining low pitch in a voiced obstruent
compared with a nasal continuant.

9. In my earlier note I commented on the Danish case. Hyman misrepre-
sents the process as having occurred in "many Scandinavian dialects".
It has not. He also hopes to dismiss it as an "accentual phenomenon"'.
However the interesting fact is that two accents, which contrast in
terms of pitch exponents, occur in many modern Scandinavian dialects and
must be reconstructed for Common Scandianavian dialects and must be
reconstructed for Common Scandinavian (=Late 0ld Norse). These can
both be distinguished from absence of accent in unstressed syllables.
In Danish only one of these accent types gave rise to the glottal stop.
It is reasonable to suppose that the nature of the difference between
the accents was crucial to this process; and the difference was a pitch
difference.

10. The word 'sheng' really means "sound" not the more specific "tone'".

11. The ch'u-sheng might arise from a syllable of opposite tone being
suffixed, followed by contraction, rather than be due to the influence
of a particular suffixed comsonant. This might more readily explain the
heterogeneous nature of the relationships between the morphologically
related tonal variants, as a variety of unstressed syllabic suffixes
could be hypothesized.

12, One can get an idea of the care to make the maximum number of
distinctions and give them descriptive labels that went into compiling
the Ch'ieh-yuh by reading Malmgvist (1968). Mei (1970) has examined
some of the early descriptions of the tonal contours themselves.

13. A possible exception might exist in unpublished instrumental records
of modern Pekinese made by Karlgren (1960). He found that in kan’ 'dare'
(rising tone) the -n '"was intense and richly voiced to the very end"
whereas in k'an' 'look' (falling tone) the -n "had a weak intensity...
and lost its voiced nature halfway to the end (being a voiceless n in
its final moments)". Karlgren is of the opinion that the sharp fall in
amplitude accompanying falling tone is the cause of this devoicing. I
have not seen any other mention of this devoicing phenomenon in

Pekinese. If it is so fugitive that it has escaped every other observer's
attention, I find it easier to believe this is a sporadic conditioned
variant than a phonological survival.

14, 'Glottal dissimilation' was proposed as an explanation of tonal
developments in Lahu by Matisoff (1970). Its phonetic basis is not
convincing. Attempts to compare the proposed 'dissimilation' with the
distribution summed up by Grassmann's Law in Indo-European are also
wnconvineing. 'Plain' and 'aspirated' stop distribution in Indo-European
can be accounted for on the basis of position, and it is not necessary
(or desirable) to propose a dissimilatory process to explain this

(cf. Gamkrelidze, 1975).
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15. The centralising pitch tendency in Soyaltepec Mixtec noted by Pike
(1956) might be interpreted as an instance of the same type, rather than
as a consonant influence on pitch as suggested above.
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Measuring Larynx Movement in Standard Thai

Using the Cricothyrometer*

Jack Gandour and Ian Maddieson

[Linguistics Department, UCLA]

1.0 Introduction

This paper presents the results of an investigation of vertical
adjustments of the larynx in a tone language. The language investigated
is Standard Thai (or Siamese), which has five lexically contrastive tonal
categories. The relative contributions of the following factors in deter-
mining the vertical position of the larynx are assessed: (1) tonal cate-
gories, (2) phonation type of consonants, (3) vowel quality, (4) pitch,
and (5) position in the utterance.

It has often been reported that a positive correlation exists between
pitch height and larynx height (Eijkman 1903, Kenyon 1927, Parmenter
and others 1933, Curry 1937, Zemlin 1968). Many of these studies are of
pitch adjustments during singing or sustained phonation of a vowel, and
Zemlin's (1968:191) remark that "it is a rather common occurrence for the
larynx to rise during the production of high-pitched tones and to lower
during the production of low tones" is clearly intended to refer prin-
cipally to the evidence from studies of this kind rather than from studies
of linguistic tones.

More recently larynx height has been investigated in more speechlike
material (Vanderslice 1967, Perkell 1969, Ohala 1972, Ewan and Kromes 1972,
Ewan 1973, Ewan and Krones 1974). While admitting that other factors are
also involved, these studies do find a positive correlation between pitch and
larynx height. Maran (1971) and Bird (1971) have gone so far as to propose
phonological features of tone that are based on such a correlation. How-
ever, in another study (Lindqvist and others 1973) which used the most natural
running speech no such correlation between pitch and larynx height was found.

*This research was supported in part by NSF Grant GS 37235X and by
the Social Science Research Council and the American Council of Learned
Sociefties. We wish to thank our Thai subject Sirichai Hamichart for his
patience and cooperation. We also wish to thank Willie Martin for his in-
valuable technical assistance in the laboratory and Alice Agin of the UCLA
Psychology Department for her assistance with the statistical analysis.
Thanks also to Peter Ladefoged and Mona Lindau for helpful comments and
suggestions.
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Where no correlation exists it may be because other factors have com-
bined to override the link between pitch and larynx height. For example,
it has been shown that differences of larynx height can be associated with
vowel quality {Parmenter and others 1933, Perkell 1969, Menon and Shearer
1971, Ewan and Krones 1974, Lindau 1975); with phonation type of consomant
(Stetson 1951, Lindqvist and others 1973, Ewan 1973); with place of articu-
lation of consonant (Ewan and Krones 1972, 1974); and the general pattern of
the utterance (Lindqvist and others 1973). The effects of vowel quality,
phonation type of consonant, and the general pattern of the utterance were
included in the present investigation.

The conclusions presented are the first to result from an extensive use
of the 'cricothyrometer'.

2.0 Methods and Procedures

Larynx displacements were measured by means of Ehe cricothyrometer
(see Figure 1) invented by Vanderslice (1967:74-76)." This device was con-—
structed by appropriate modifications of a BBN Grafacon Rho-Theta transducer
to enable it to track vertical larynx movements. The transducer was turned
on its side, the rotating arm was counter-balanced and the telescoping rod
was spring-loaded and provided with a rubber tip to engage the subject's
larynx through the skin over the thyroid notch. Vertical excursions’'of the
larynx move the arm up and down. As the angle of the arm varies, a variable
DC voltage proportionate to the height of the larynx is produced by the rotary
Theta potentiometer.

The subject is seated upright in a comfortable position. A specially con-
toured headrest made of gypsum plaster is used to support and hold the head
and neck and prevent head movement during the recording.

This device has a number of advantages. It is relatively simple and
easy to use; it makes it possible to obtain a large amount of data in a
relatively short period of time; and finally, it permits the subject to
assume a fairly normal sitting posture during the recording. There are,
however, a couple of disadvantages. The subject must have a thyroid de-
pression large enough to engage the rubber tip securely which effectively
limits the number of eligible subjects. And, while recording, the rubber
tip occasionally slips out of the thyroid notch and has to be repositioned.
If, at the same time, the subject changes his position with respect to the
cricothyrometer, the larynx height signal must also be recalibrated for sub-
sequent measurement.

lPerhaps the device would be better named the 'thyroidometer' since
it is capable of measuring displacements of the thyroid prominance only,
not displacements of the cricoid cartilage.
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The data consisted of test syllables pronounced in the sentence frame
l\. ’
[ nii khrap ]
'This(is a) (polite particle)’

at normal conversational speed by a 24 year old male native speaker of Standard
Thai. The test syllables were of the shape CVVI where C represents either

the voiceless unaspirated bilabial stop /p/ (often described as accompanied

by glottal constriction), the voiceless aspirated bilabial stop /ph/, or the
voiced bilabial stop /b/: VV represents the long low back unrounded vowel
/aa/, the long high front vowel /ii/, or the long high back rounded vowel /uu/:
T represents a tonal contour which is (1) mid-level, (2) low-falling, (3) high-
rising-falling, (4) high-rising, or (5) low-rising - hereafter MID ( ),

LOW ('), FALLING (™), HIGH ('), RISING (V), respectively.

A set of flash cards, on which the following 45 types (3 consonants X
3 vowels X 5 tones ) of test syllables were written in the Standard Thai
orthography,2 was prepared and arranged in random order. Although most of
these test syllables are nonsense words, some of them actually do occur in
the language.

paa paa paa paa paa
s ~, ~ - ~
pii pii pii pii pii
\ A ’ 4

puu puu puu puu pul
phaa phaa phaa phaa phaa
phii phii phii phii phil
phuu phuu phuu phuu phut
baa baa baa baa bak
bii bii bl bii bil
buu buu bdu bdu bu

The subject was cued by the flash cards which were presented at approxi-
mately 5-second intervals.

A total of 450 test syllables (45 types X 10 tokens) were recorded at a
single session in the soundproof booth in the UCLA Phonetics Laboratory.
The recording was regularly interrupted after every 50 or so utterances in
order to give the subject a brief rest. In addition, unscheduled inter-
ruptions occurred as a result of the rubber tip occasionally slipping out
of the thyroid notch. When this happened, the recording was stopped tem-
porarily while the rubber tip was repositioned. Because of these occasional

2The Standard Thai orthography does permit unambiguous representation
of the tones of these syllables.
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slippages as well as periodic coughs, deep swallowing, and misreadings of
the flash cards about 100 of the recorded utterances were later found
unsuitable for measurement.

The microphone signal and larynx height signal were recorded simul-
taneously on separate channels on an Ampex SP-300 recorder. The tape was
then analyzed using the hardware Pitch Extraction System of the UCLA Phonetics
Laboratory. A continuous oscillogram of the fundamental frequency con-
tours, wave form, larynx height, and amplitude (simultaneously on separate
channels) was produced on a Siemens oscillomink. Here, another 60 tokens
of the utterances were discarded because of artifacts introduced by the
Pitch Extraction System. As a result 290 tokens of the test syllables
were finally obtained--an average of 6.4 tokens per test-syllable type.

Fundamental frequency values were read off the oscillogram with a

pitch scale (0.5 mm = 2.5 Hz) prepared from the lines produced by a pitch
calibration tape that was run immediately after the data had been processed
through the oscillomink. The larynx height values (to the nearest 0.5 mm)
were measured with a 1 mm ruler from a baseline established as the lowest
level attained in a downward movement of the larynx. These latter values do
not represent actual vertical movements of the larynx but magnify the actual
movements by some small but unknown factor.

Simultaneous measurements of fundamental frequency and larynx height
in the vowel were made for each token. These measurements were first taken
at the onset and offset of the vowel in the test syllable. Vowel onset was
determined primarily by the rapid rise in amplitude and vowel offset by the
rapid fall in amplitude. The wave form and fundamental frequency curve were
also used. The vowel in each test syllable was then divided into four equally-
spaced intervals between vowel onset and vowel offset. This partitioning of
the vowel yielded a total of 5 measurement points—-one at the beginning of the
vowel, another at the end, and 3 points in the middle. The points of measure-
ment for fundamental frequency and larynx height and their respective scales
are illustrated on the sample oscillogram in Figure 2. This measurement pro-
cedure was adopted in order to normalize the slight differences in duration
across tokens. Visual inspection of both the fundamental frequency and
larynx height tracks on the oscillograms led us to establish 5 as the num-
ber of points sufficient to adequately plot typical pitch curves for each
of the tonal contours of Standard Thai (see Abramson 1962, Hiranburana 1971,
Gandour 1974) and represent the vertical movements of the larynx.

Apart from these measurement points in the vowel, measurements of
larynx height alone were taken at 3 additional points. These points are Lx
(high)-- the highest position of the larynx during the closure phrase of the
bilabial stops; Lx(low)--the lowest positiomn of the larynx at the end of its
downward movement -in transition to the vowel of the test syllable; Lx(kh
peak) —~-the highest position of the larynx at the end of its upward movement
in transition to the initial voiceless aspirated velar stop in /khrédp/.
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Waveform

180
Pitch :gg
inHz. 190 I \\,\w o

100

1 2 3 4 5
. h
. Lx K" Peak
30 1] v

Larynx 20 : Lx High\ M
: N Lx Low

Amplitude (MM\\J&

n ii p da kh ra p

Figure 2. A sample oscillogram, retouched by hand, of
the syllable paa in the frame used for the experiment.
The figure shows waveform, pitch, larynx height and
amplitude tracings, and the scales for pitch and larynx
height measurement. The baseline for larynx height
measurements is drawn in. The five points in the
syllable at which larynx height and pitch were measured
are numbered. Number 1 coincides with vowel onset,
number 5 with vowel offset. The additional three
points at which larynx height was measured (Lx High,
Lx Low and Lx Kh Peak) are also indicated.
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3.0 Results
3.1 Consonants and Larynx Movement

From a rest position (about 15 on our scale) the larynx began to move
down before the nasal in /nii/ of the carrier frame /nii...khrép/ was arti-
culated. From a low point in the middle of the vowel /ii/ (/nii/) it rose
to a high point during the closure of the bilabial stops before falling
again. 1In the test syllable it rose steadily, reaching a peak during the
closure phase of /kh/ of the word /khrap/. This typical sequence of move-
ments can be seen in the sample oscillogram in Figure 2.

In the sentence-frame /nii...khrap/ the peaks in the rising movement
of the larynx coincide with the consonants. The vertical position of the
larynx during the closure phrase of the bilabial stops at the beginning of
the test syllable is lower than that for the voiceless aspirated velar stop
at the beginning of the word /khrdp/. 1In general, the highest peak in the
vertical larynx movement coincides with /kh/. In approximately 20% of the
tokens, however, the highest peak occurs with the final /o/.

From Lx(low) to Lx(kh peak) the major part of the rise in larynx posi-
tion occurs during the vowel of the test syllable. The mean larynx posi-
tion at Lx(kh peak) is 12.8 units higher than Lx(low) while the mean ‘larynx
position at vowel offset is 9.5 units higher than Lx(low). Thus, of the rise
from Lx(low) to Lx(kh peak) some 75% occurs within the vowel.

The mean larynx position (taken from the means of each test-syllable

type) for Lx(high) and Lx(low) and the mean distance between Lx(high) and
Lx(low) for the test-syllable initial bilabial stops are given below in Table 1.

Table 1. Larynx measurments for the bilabial stops.

L(high) L(1low) Distance L(high)-L(low)
P 18.3 12.3 6.0
p 17.6 12.5 5.1
b 14.4 8.9 5.5

The larynx movement from Lx(high) to Lx(low) for /p/ and /ph/ starts
and finishes at significantly higher positioms than that for /b/, but the
distance traversed is of the same order of magnitude for all 3 bilabial
stops. The larynx reaches a slightly higher Lx(high) and traverses a slightly

greater distance for /p/ than for /ph/.
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The results of paired-data T tests on the mean Lx(high) and Lx(low) values
taken from the 15 test-syllable types associated with each phonation type of
consonant) for /p/, /ph/, and /b/ are given in Table 2. These differences in
larynx position for /p/, /ph/, and /b/ are broadly in line with the results
obtained by Ewan and Krones (1974) for their Thai subject.

Table 2. Results of paired-data T tests on mean L(high) and L(low)
values for the bilabial stops.

L(high) L(1low)
b:p®  .0005 p:b .0005

h h .
P:Pp .05 P:P not significant

Some tendencies to distinct timing patterns for these consonants can
also be observed. For /p/, Lx(low) occurs after vowel onset (see Figure 2,
2.0); for /b/, Lx(low) more or less coincides with vowel onset; for /ph/,
the timing is less predictable but Lx(low) seems to occur before vowel onset
most frequently.

Differences in larynx height during the vowel of the test syllahle
can be associated to some extent with the phonation type of the initial
consonant (see Figure 3 below). At vowel onset, the position of the larynx
is lower after /b/ than after /p/ or /ph/; at measurement points 3, 4, and
5 (vowel offset), however, the position of the larynx is higher after /b/
than after /p/ or /ph/. No marked differences in larynx position in the
vowel after /p/ and /ph/ are observed.

3.2 Vowel Quality and Larynx Movement

The inverse correlation usually found between pitch and larynx height
on the vowels /aa/, /ii/, and /uu/ may be seen by comparing the larynx height
and pitch curves for each vowel in each tonal category presented in Figure 4.

The vowel /aa/ generally has a lower pitch than the high vowels /ii/
and /uu/. This difference is small or negligible in the intermediate range
of pitch and is larger in both the higher and lower parts of the pitch range.
For example, in the MID tone, the vowels are very close in pitch through-
out the test syllable and, in the FALLING tone, the intrinsic pitch difference
between the vowels is less when the pitch passes through the median pitch
range and greater at both the higher beginning and lower ending of this
tonal contour. Hombert (1975) found a different pattern in Yoruba in which
the intrinsic pitch differences were least on the lowest pitch.

Although, in general, the vowel /aa/ has a higher larynx position than
the high vowels /ii/ and /uu/, this difference tends to diminish towards
the end of the test syllable and is even reversed at the end of test syl-
lables with the RISING tone.
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The rank order of the vowels in terms of larynx height /aa ii uu/ that
we generally find in this study is in agreement with the findings of Chiba
and Kajiyama (1958), Ohman (1967), Perkell (1969), Ladefoged (1972), and
Lindau (1975). Our findings, however, are not in agreement with Scripture
(1902), Amenomori (1961), Shimizu (1961), and Sundberg (1969), who found
the rank order of the vowels by larynx height to be /i a u/. Ewan and Krones
(1974) found the pattern /a i u/ for their Thai subject, but the /i a u/
pattern for their English and French subjects.

3.3 Pitch and Larynx Movement

The result of a Pearson product-moment correlation analysis of the
linear relationship between pitch and larynx height shows that an increase
in pitch is only weakly associated with an increase in larynx height (Pear-
son r = 0.17546, p <.005). Only 3% (r2 = .03079) of the variation in larynx
height can be associated with pitch. This weak positive linear relationship
is illustrated in the scatter diagram in Figure 5.

301
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Figure 3. Mean larynx height, following /p/, /ph/
and /b/, during the vowel of the test syllable,.
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The graphs plotting pitch and larynx height in each of the 5 Standard
Thai tonal categories in Figure 6 further illustrate this weak association
between pitch and larynx height. While pitch and larynx height generally
move in the same direction on the HIGH and RISING tones, they move in op-
posite directions throughout the MID and LOW tonmes. On the FALLING tone
the pitch rises and then falls but the larynx rises only.

At vowel onset, pitch (see Figure 7) and larynx height (see Figure 5, par.
3.1) are both lowest following an initial /b/; at measurement point 2, pitch
remains lowest after /b/ yet the larynx position is higher after /b/ than
after /p/; from measurement point 3 to vowel offset, the larynx position is
always highest after /b/ but the pitch is never highest after /b/.

3.4 Standard Thai Tonal Categories and Larynx Movement

Although the present study does not find an overall correlation of
pitch and larynx height, there is a general effect of the various tonal
categories in the direction of the pitch/larynx height correlation found in
other investigations. When the pitch contour associated with the tonal cate—
gory rises, the larynx position shows a greater rise than when the pitch
contour falls. This relationship may be illustrated by plotting the
amount of larynx rise and pitch change in the test syllable.3 Larynx rise
was calculated by subtracting the larynx height value at vowel onset from
the larynx height value at vowel offset, pitch change by subtracting the
most extreme pitch value in the earlier part of the vowel from the pitch
value at vowel offset (yielding minus values for the FALLING, LOW, and MID
tones and plus values for the HIGH and RISING tones). The results of these
calculations are given in Table 3 and represented graphically in Figure 8.

Except for the fact that the amount of larynx rise is the same for
MID and LOW tones, the tonal categories are otherwise ranked in the same
order in terms of both larynx rise and pitch change. However, when com-
paring one tonal category with another, the difference in larynx rise is
in general not proportionate to the difference in pitch change. For example ,
the MID and LOW tones have the same amount of larynx rise but the LOW tone has
a markedly larger pitch change. Only when we compare the RISING tone
with the HIGH tone do we find that the larynx rise and pitch change values
are in proportion to each other.

3.5 Relationship of Utterance Position, Phonation Type of Consonant,
Vowel Quality, and Tonal Category to Larynx Movement

The results of a 4-way analysis of variance (harmonic mean = 5.68)
used to investigate the relationship of the following 4 factors—(1)
utterance position, (2) consonant phonation type, (3) vowel quality, (4)
tonal category--to larynx height are summarized in Table 4.

3We are grateful to Steve Anderson for pointing out how ome might plot
this relationship between pitch and larynx height in each tonal category.



170

160

150
1ko
130
120

110

176

_________
.....
P S

.......
EX L0
..

170

160

150

1ko

130

120

110

170

160

150

1ko

130

120

110

MID TONE

30

25

20

15

10

FALLING TONE

RISING TONE

30

25

- 20

15

10

30

25

20

15

10

170
160
150
lko
130

120

110

170

160

150

1L0

130

120

110

......
..................
.......

LOW TONE

HIGH TONE

Figure §: Piteh (continuous line, left-

30
20

20

15

10

30
25
20
15

10

hand scale) and larynx height (broken
line, ripht-hand scale) for each tonsl
category at five points of time in the
vowel. Means of each type, nooled for
consonants and vowels.



177

Pitch 135
in Hz. 134

127

126 |

125

100

1 ‘ 2 3 4 5
Vowel Vowel
onset offset

Figure 7. Mean pitch, following /p/, /ph/ and /b/,
during the vowel of the test syllable.

Table 3. Larynx rise and pitch change values for each tonal category

Falling Low Mid High Rising
Larynx rise 4.2 5.7 5.7 8.1 16.8

Pitch change -44.0 -18.7 -8.1 10.5 22.4
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Variation in the vertical movement of the larynx is significantly
affected by each individual factor and each interaction of 2 and 3 factors,
but not by the interaction of 4 factors. The amount of variation due to
each individual and combination of factors, however, is not the same. Based
on the total sum of squares the partitioning of this variation among the
individual and joint combinations of factors may be represented diagram-
matically as shown in Figure 9.

Utterance position alone accounts for approximately 40% of the varia-
tion in larynx height. Another 28.5% of the variation is accounted for by
utterance position in combination with other factors. About 17.5% of the
variation can be associated with the interaction of utterance position and
tonal category, 7% with the interaction of utterance position and phonation
type of consonant. Tonal category and vowel quality individually can be
-associated with 77 and 5% of the variation, respectively. In sum, the
position in the utterance stands out as the factor most clearly associated
with the variations in larynx movement.

4.0 Discussion
4.1 Overall Pattern of Larynx Movement

The major finding in our study is that the larynx regularly moves upward
throughout the utterance. The peaks in this upward movement coincide with
the closures of the consonants, the highest peak occurring with the /kh/ or
/p/ of the final word /khrdp/. The larynx position for the bilabial stops
at the beginning of the test syllable is thus lower than for /kh/. This
might suggest that the upward movement in larynx position in our sentence-
frame is due mainly to the presence of the velar consonant immediately fol-
lowing the test syllable. A few studies (Perkell 1969, Ewan and Krones 1974,
Kim 1967) have found that the larynx reaches a higher position for velar
consonants than for bilabial consonants. However, the differences in larynx
height between bilabial and velar consonants found in these studies seems
too small and too inconsistent to explain the large rise in larynx height
found in our data.

The data published by Perkell permit the difference between the peaks
for the English stops /p/ and /k/ to be calculated. From measurements taken
at the front of the larynx, the peak following /k/ is about 1 mm higher than
the peak following /p/. The distance that the larynx rises to reach these
peaks is about 11 mm. The total distance between the lowest and highest
position of the larynx in this study is about 15 mm.

Ewan and Krones also report on larynx height in English stops. In
one of their English subjects, they found the mean larynx position for /p/ to
be 1.6 mm higher than /k/, and /g/ to be 1.8 mm higher than /b/. Their
other four English subjects, however show /k/ to have a higher larynx position
than /p/ by 0.7 mm, 0.8 mm, 1.9 mm, and 2.2 mm, respectively. 1In this
study the larynx moves a total of 18 mm vertically in the utterance /utu/
spoken by one of the English subject.
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by the percent of sum of squares in the analysis of variance.
The shaded areas emphasize the proportion contributed by
position in the utterance and combinations of factors
including utterance position.
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Kim measured the larynx movements over time in the three different
stop series of Korean. His data permit the following observations: in
the tense unaspirated voiceless seriés, the peak larynx height for the
velar is about 1.5 mm higher than for the bilabial; in the lax unaspirated
voiceless series, the velar and bilabial have the same peak larynx height;
in the voiceless aspirated series, the peak larynx height for the velar is
about 1 mm higher than for the bilabial. Total vertical movement of the
larynx in this study ranges over a distance of 12 mm within 100 milli-
seconds before and after the release of these consonants.

From the results of these studies we can only conclude that the
difference in vertical position of the larynx that may be attributed to the
difference between the velar and bilabial place of articulation is small.
This place of articulation difference would account for only 7% or less of
the total larynx movement. Furthermore, we also observe that the distance
from the highest position of the larynx to the following lowest position is
5 or 6 times greater than the size of the differences due to the velar and
bilabial places of articulation.

In our study, the rising movement of the larynx from the bilabial stops
at the beginning of the test syllable to the velar stop /kh/ is much larger
than one could attribute to the difference in place of articulation. For
example, the difference between the larynx position at Lx(low) for /p/ and
at Lx(kh peak) is 5.1 units, which amounts to more than 17% of the total
larynx movement (30 units). In the studies cited above, we found thdt
only 7% of the larynx movement could be attributed to the difference be-
tween the velar and bilabial place of articulation.

It is further observed that the difference in larynx position between
Lx(high) and Lx(low) is about the same as that between Lx(low) for /p/ and
Lx(kh peak). The movement from Lx(high) to Lx(low) for the consonants may
be compared to the above-mentioned downward movement that was found to be
5 or 6 times greater than the size of the differences due to place of
articulation.

For these reasons, the overall rise cannot be attributed primarily to
the difference in the place of articulation of the stops. It may also be
noted that a different place of articulation cannot explain why, in a few
cases, the final /p/ in /khrdp/ has the highest larynx position in the
whole utterance. '

We may also argue that the overall rise from the bilabial stops to
the velar stop /kh/ is not due to differences in phonation type between
these consonants, although the size of the rise is affected by phonation
type. The interval between the Lx(high) values for /p/, /ph/, and /b/
and the Lx(kh peak) value is given in Table 5.

Table 5. Larynx Reight interval between bilabial stops and velar
stop [k'].

p-k': 5.1
pl- 1 ;5.9

b - kK :10.6
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A part of the /ph-kh/ interval may be due to difference in place of
articulation, but not to difference in phonation type as both /ph/ and
/kh/ are voiceless aspirated stops. A part of the /b-kh/ interval must
be due to the phonation type difference as the Lx(high) value for /b/ is
3.2 units lower than that for /ph/. But the /b-kh/ interval is over three
times as large as the difference due to phonation type in the bilabial stops
(cf. Table 1, par. 3.1). The Lx(high) value for /p/, on the other hand,
is slightly higher (0.7) than that for /ph/. We might expect this dif-
ference of phonation types to reduce slightly the /p-kh/ interval. Such a
reduction is probably of the same order of magnitude as the difference due
to a change in place of articulation. In this particular case, the effects
of place of articulation and phonation type probably cancel each other out
so that the whole of the rise in the /p-kh/ interval must be due to some
other factor(s). Thus, for the /b-kh/ and /ph-kh/ intervals, at least 5 units
must be due to that same factor(s).

The overall pattern of larynx movement in the sentence /nii...khrép/
can be seen as a rising trend to a peak reached in the word /khrdp/ fol-
lowed by a sharp fall. The effects of consonants, vowels, and tonal cate-
gories are superimposed on this overall pattern. Both the overall pattern
and the superimposed effects can be seen in Figure 2 (see par. 2) on the sample
oscillogram. The position in the utterance is by far the most significant
contributing factor in determining the height of the larynx (see Table &4 and
Figure 9, par. 3.5).

As the domain of the overall pattern of larynx movement is the whole
utterance, it is best accounted for by some mechanism whose domain is the
same, and moreover, which predicts the overall direction of larynx move-
ment and the position of the fall. It is possible that this mechanism is a
modification of a laryngeal movement that occurs during respiration. During
normal respiration the larynx lowers when breathing in and rises when breath-
ing out. The rising trend may be the rise that is normally observed during
expiration. However, in our data, at the beginning of an utterance the
larynx does not start to rise until some time after phonation begins (in
fact, it falls initially), and near the end of an utterance the larynx
falls toward the 'rest position' before phonation ceases. Thus during these
utterances the larynx rise begins later and ends earlier than the outward
movement of air. For this reason, the normal upward movement must be regarded
as modified during speech. It may even be the case that in speech some other
mechanism combines with or replaces the upward movement that occurs in normal
respiration. Perhaps some alterations of the position of the larynx are
related to maintaining phonation as the volume of air in the lungs decreases.
The nature of the mechanism(s) that causes the overall pattern of larynx
movement clearly deserves further research.

This overall pattern does not seem to have been commented on in earlier
studies of larynx height in speech. However the same rise--fall pattern may
be observed in several of the studies which have been interpreted as pro-
viding evidence of a correlation between larynx height and pitch. For example,
in the utterance tested by Vanderslice (1967), and further analyzed by
Ohala (1972), the larynx executes a general rise from the beginning of
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the utterance to the last stressed syllable and then falls rapidly. As the
utterance was a list of three items spoken on the English 'list intonation'
with a rise-rise-fall pattern, the pitch curve and the larynx height curve

do follow each other. Perkell (1969) also investigated brief utterances with
a rise-fall pitch pattern (statement intonation) and these utterances also
display a rising-falling larynx movement. But the larynx movement in both
these studies is similar to the pattern that we have found to occur on utter-
ances with varying pitch patterns.As Vanderslice and Perkell investigated only
one pitch contour, their studies do xnot establish that the relationship
between larynx height and pitch is causal rather than coincidental.

The only other published data we know of on complete natural utterances
is from Lindqvist (1973). In the Swedish test sentences examined in this
study there seems to be neither the overall pattern of larynx movement found
in our study, nor a correlation with the pitch pattern. Rather the movements
of the larynx are largely predictable from the segments: the larynx is high
in vocalic or approximant segments (assuming J is a palatal approximant) and
low in stop consonants, with minor variations due to place of articulation
or phonation type.

The studies of larynx height that used sung material are unsatisfactory
as evidence for natural speech, particularly those that used trained singers,
such as Curry (1937), because a singer is trained to overcome much of the
natural movement of the. larynx (Vennard 1967, Sundberg 1969).

4.2 Raised Larynx for Consonants

The raised position of the larynx which occurs during the closure of
the stops in our data can be seen in the oscillogram in Figure 2 (see par. 2).
There does not seem to be any reason for the articulation of a stop con-
sonant to require an active raising of the larynx. Some factor causing a
passive adjustment of larynx height would appear to be a more satisfactory
explanation of this phenomenon. We have no persuasive suggestion to offer.
But it does seem likely that whatever causes the larynx raising interacts
with variations in the size of the glottal aperture, the size of the supra-
glottal cavity behind the oral obstruction, and the timing and duration of
articulatory movements in the oral cavity, which, in turn, cause the dif-
ferences in the absolute elevation and the timing of the larynx :movements
that are associated with difference in phonation type and place of arti-
culation.

4.3 Compensatory Larynx Movements

Our study provides evidence that the larynx responds in an elastic
way to displacement: the larynx reaches a higher elevation at the end of
our test syllables when the initial starting position is lower. Three factors
predict lower initial larynx positiomns: (1) dimitial /b/,
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(2) high back vowel /fuu/, (3) LOW or RISING tone compared with the test
syllable with other consonants, vowels, and tones. For example, in syl-
lables of the type /bdu/, which meets all three of the criteria above, the
value at Lx(low) is 3.7 but at vowel offset the larynx height is 31.2;

/pda/, on the other hand, is at the opposite extreme, having an Lx(low) value
of 15.0 and a vowel offset value of only 17.6. It thus seems as if the ex-
tremely low position of the larynx at the beginning of the /buu/ syllable

is compensated by an extremely high.position at the end of the syllable.

Such a compensatory adjustment is more likely to be due to a passive elastic
response mechanism than an active initiatory mechanism.

4.4 The Production of Pitch

The physical correlate of pitch is the fundamental frequency of the
voice--the rate of vibration of the vocal cords. Changes in the fundamental
frequency depend on two factors: one (physiological)--the tension of the
vocal cords, the other (aerodynamic)--the pressure drop across them. The
principal physiological forces controlling tension of the vocal cords are
the intrinsic and extrinsic muscles of the larynx.

Tension on the vocal cords can be either in the longitudinal (anterior-
~ posterior) or vertical dimension. Much evidence (Hollien 1960, 1962,

Keenan and Barrett 1962, among others) suggests that pitch is controlled
principally by adjusting the longitudinal tension of the vocal cords. Our
data provides evidence that the longitudinal temnsion of the vocal cords is

not regulated by a mechanism that operates principally by altering the
vertical position of the larynx.

Furthermore, vertical tension does not appear to be a major deter-
minant in regulating pitch. Ohala's (1972, 1973) suggestion that active
variation in pitch (or at least lowering of pitch) is due primarily to ver-
tical, not longitudinal, tension of the vocal cords seems implausible in
light of the results of our study and the alternative interpretaiton of the
results of Perkell's (1969) and Vanderslice's (1967) studies.

4.5 Historical Development of Tone

Comparative studies suggest that some languages have developed or ela-
borated tonal contrasts on vowels depending on differences in phonation type
of preceding stop consonants. When such a development occurs, lower tomes
often appear following the previously voiced series of consonants, and
higher tones following the previously voiceless or voiceless aspirated series.
Experimental studies suggest an explanation in terms of intrinsic pitch
perturbations induced by the prevocalic comnsonants. Voiced consonants
display a rising slope in fundamental frequency in transition to the follow-
ing vowel; voiceless comsonants, on the other hand, display a falling slope
(Lea 1973, Gandour 1974, Hombert 1975). With the loss of the prevocalic
voicing distinction these intrinsic pitch perturbations may be reinter-
preted as relatively lower tones following the earlier voiced series of con-
sonants and relatively higher tones following the earlier voiceless series.
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The phonetic explanations that have been proposed attribute the in-
trinsic pitch perturbations induced by prevocalic consonants to factors
that are either aerodynamic (rate of air flow ) or physiological (longi-
tudinal or vertical tension of the vocal cords). Ewan (1973, 1975b) suggests
that the vertical position of the larynx associated with the consonant phona-
tion types could be the laryngeal mechanism responsible for the intrinsic
pitch differences between voiced and voiceless stops.

Numerous cases of tone splits conditioned by the presence or absence
of aspiration as well as volcing of the prevocalic consonants have been
reported in the languages of Asia (Brown 1965, Haudricourt 1972, Sarawit
1973). In our data, at vowel onset, there is a comparatively large dif-
ference in pitch but only a small difference in larynx height between /p/
and /ph/ (see Par. 3.3). Thus, one cannot attribute the different pitch
perturbations following /p/ and /ph/ to different vertical positions of the
larynx. This experimental evidence on larynx movement in Standard Thai,
coupled with the historical evidence on tone splits in Asian languages,
casts strong doubt on vertical larynx position as the physiological mechanism
underlying these sound changes. An aerodynamic mechanism, on the other hand,
relying on different rates of air flow across the glottis associated with
different consonant phonation types that affect the fundamental frequency
of phonation, is consistent with the experimental data in this study.

4.6 Tone Features in a Generative Phonology

Maran (1971) and Bird (1971) propose distinctive features of tone
defined articulatorily in terms of raising or lowering of the larynx. The
weak positive relationship between pitch and larynx height found in the pre~
sent investigation of larynx movement in Standard Thai fails to support
those proposals for tone features based wholly on the vertical position of
the larynx. We believe that articulatory correlates of tone features should
be more directly related to longitudinal, not vertical, tension of the vocal
cords.

Maran and Bird further propose to handle the voicing of consonants as
well as tone with the same set of features defined in terms of larynx height.
Since we have already found that pitch and larynx height are not strongly
correlated, we may conclude that voicing of consonants and tone are controlled
by different mechanisms.

4.7 Standard Thai Voiceless Unaspirated Stops and Affricates

The Standard Thai.voiceless unaspirated stops and affricates have been
described as being pronounced with simultaneous oral and glottal closure and
release (Brown 1965) accompanied by a slight upward movement of the larynx
(Henderson 1964, Harris 1972). The effect of this glottal articulation,
according to Henderson, underscores the contrast between the two series of
voiceless stops--the unaspirated series articulated with 'tense' phonation
and clear onset of the following vowel. The present investigation of larynx
movement in Standard Thai provides relevant data to supplement these earlier
descriptions based mainly on auditory impressions.
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In cur data, the larynx moves upward for /ph/ as well as /p/. True,
the larynx moves up higher for /p/ than /ph/ at Lx(high) and vowel onset,
but the absolute difference in cricothyrometer units at these measurement
points is quite small. These results suggest that upward movement of the
larynx is not a distinguishing articulatory property of the unaspirated
series. In addition, we also find a comparable upward movement of the
larynx for the voiced series.

Both Henderson and Harris point out that these voiceless unaspirated
stops are not ejectives because the upward movement of the larynx is too
slight to build up sufficient air-pressure behind the oral closure to pro-
duce the typical auditory effect of an ejective. This qualification is
necessary in their descriptions of this stop series because they posit
simultaneous oral and glottal closure accompanied by a slight upward move-
ment of the larynx. But as our data shows, in the articulation of /v/,
the larynx is sharply raised. The reason /p/ does mot produce the typical
auditory quality of an ejective must be because the glottis is not closed,
contrary to these earlier descriptions, at the release of the voiceless
unaspirated stops.

We would rather suggest that the 'tense' quality be attributed to
pharyngeal rather than glottal constriction. By positing pharyngeal con-
striction, we can easily explain the commonly observed 'dark' quality of
vowels, especially the high front vowel, fellowing this stop series. A
tightly closed glottis would not produce such an auditory effect.

5.0 Conclusion

Our investigation of larynx movement in Standard Thai reveals an over-
‘all rise-fall pattern throughout the utterance that strongly suggests the
existence of a mechanism capable of spanning the utterance domain. The rela-
tive position in the utterance is clearly the most important factor in deter—
mining the vertical position of the larynx. This overall pattern of larynx
movement occurs on utterances of varying pitch patterns which leads us to con-
clude that larynx height is not a principal factor in regulating pitch in
connected speech.

Our study further shows that:

a) /aa/ generally has a higher larynx position than /ii/ and /uu/,
this difference tends to diminish towards the end of a syllable.

b) the larynx position for /p/ and /ph/ is higher than that for /b/,
the pitch following /ph/ is closer to the pitch following /b/ rather
than /p/

c) the peaks in the rising movement of the larynx coincide with the con-
sonants, the magnitude of the larynx rise is far greater than one could
attribute to differences in place of articulation and/or phonation

type.
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The intrinsic pitch of vowels and tones in Foochow

Ian Maddieson

[Department of Linguistics,

University of California, Los Angeles]

Introduction

A number of studies have shown that there is a tendency for higher
vowels to be uttered with a higher pitch than lower vowels in similar en—
vironments (Peterson and Barney 1952, House and Fairbanks 1953, Lehiste
and Peterson 1961, Ladefoged 1964, Mohr 1969, Lea 1972, 1973, Hombert
1976) . This correlation of higher vowels with higher pitch has generall
been understood to result either from physiological or acoustic factors.
In both cases the correlation is understood to occur automatically rather
than voluntarily. As Mohr (1969) says "Given the basic similarity of
the speech mechanism of normal human speakers, intrinsic variations must
be universal." Such an intrinsic connection of pitch height and vowel
height might be expected to leave its imprint in phonologically sig-
nificant co-variation of tone and vowel quality.

In recent years several authorities have made the interesting sug-
gestion that a well-known phenomenon in the Northern Min Chinese dialect
of Foochow is such a case of co-variation of tone and vowels and can be
explained in the light of the experimental evidence referred to above.
Curiously, it has been suggested both that an alternation of vowels of
differing heights might induce an alternation of pitch, and that an al-
ternation of pitch might induce an alternation of vowels. Wang (1968)
extracted vowel alternations in Foochow from the Outline of Chinese Dia-
lects (Yuan et al. 1960) and presented them as in (1):

lFor further discussion of the cause of intrinsic pitch differences see
Ewan (1975) and Hombert (1976) and references there. For the purposes of my
paper it does not matter which of a number of possible explanations may be
correct. The important thing is that the pitch differences are an auto-
matic consequence of the production of the vowels. I will therefore avoid
advocacy or criticism of the various theories of intrinsic pitch in vowels.



192

(1) ® > gy
o = U

a »>e > |

In his view, these alternations operate together with alternations of tone
in such a way that "each time a tone with a lower [fundamental frequency]
changes to one with a higher [fundamental frequency] the vowel also changes
to a higher vowel." He argues that although it is synchronically "more
economical to let the [tone] sandhi environment condition the vowel raising
rule," historically "it is more likely that the vowel raising brought about
the tone sandhi.”

On the other hand, Lehiste (1970:79) believes that an alternation of
tones preceded the alternation of vowels. Op the basis of Wang's observa-
tions, she notes that "in the Foochow dialect of Chinese high tones morpho-
phonemically raise vowels from low to mid and from wid to high ... one is
led to assume, however, that a stage with allophonic raising of the vowels
under high tones may have preceded the present stage.'" Mohr (1969) com-
ments: ''whatever the order of events, explanations of the particular deve-
lopments in the Foochow dialect have to be based on the intrinsic relation-
ship between segment and tone, tongue height and [fundamental frequency]."

Foochow remains the best-known example of a claimed connection of
vowel height and tone.® Two explanations have been given for this pheno-
menon, as in (2):

(2) a. higher vowels can raise tones
b. higher tones can raise vowels
This paper will consider if either of these explanations accounts for

the data. It will propose an alternative synchronic view of the vocalic
alternations, speculate on their historical origins and propose a rationale

2Other cases have been proposed. Pilszczikowa-Chodak (1972) suggests
that tones of suffix vowels in Hausa are largely predictable from vowel
height, but this is only possible if a simplified and abstract account is
given, and cannot stand as a historical explanation (cf. Newman, 1975 ).
In Siamese, there are a few instances of words with a high vowel in the
first syllable that have a high tone variant, but these words are not re-
presentative of a general process and some words with low vowels show the
same variance. In Cantonese (and other Yueh dialects) a tone-splitting
process in checked syllables which originally had a voiceless initial seems
to have resulted from a vocalic distinction, but this involves two groups
of vowels of mixed heights. 0.Y. Hashimoto (1972) explains it as a lower
tone (level 4) emerging with tense vowels, while lax vowels have a higher
tone (level 5).
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(additional to the one offered by Hombert 1975) for believing that vowel
alternations are unlikely to induce tone alternationms.

Synchronic alternation

For ease of exposition the synchronic vowel alternations in Foochow
will be discussed first. The data are taken from Chen and Norman's (1965)
Introduction to the Foochow Dialect. This evidence agrees largely with
alternations cited from Yuan (1960) by Wang (1968) and those given by Chao
(1934) and Egerod (1967, 1971). Some sources imply that more vowels al-
ternate - for the moment this problem will be set aside.

Foochow maintains a contrast between 7 of the 8 traditionally dis-
tinguished tone categories of comparative Chinese phonology, tone 4 having
merged with tone 6. The pitch contours of the tones, from Norman (1973),
are given in (3):

(3) tone number: 1 2 3 5 6 7 8

pitch : 55 52 22 112 242 24 | 55

The two ju ("entering") tomes, 7_and 8, occur only in checked syllables:
the underlining represents this.3 Egerod (1956) points out that tone 8
can be 'tonemicaly' equated with tone 1, and tone 7 with tome 5. Other
views of the tonology of Foochow could be proposed but for the purposes
of this paper it is not necessary to choose between them.

The underlying tone of syllables, which occurs in citation and phrase-
final positions, alternates with another tone when the syllable is in
other positions. Only four tones contrast in these 'sandhi' positions.
One of these is a mid-high rise [35] which does not occur in isolation.
No syllables in sandhi positions are checked. Thus it can be seen that
there is a reduction in contrastiveness in the sandhi positions.

Sandhi alternations of tomes 5, 6 and 7 [12, 242, 24] (enclosed in
the box in (3)) co-occur with vowel changes. These tones change to tones
1, 2, or 3 [55, 52, 22] or the special sandhi tome [35] depending on the
following tone. When these tone changes occur, the vowel changes given
in (4) also occur. (4) is retabulated from Chen and Norman (1965), and
shows that the alternations involve diphthongs rather than simple vowels.
Wang's presentation of the data does not draw attention to this fact,
as he shows the vowels outside of their context of a second vocalic ele-
ment. The alternations consist of the modification of the first or of
both elements of the diphthong (I), or simplification of the diphthong (II):

3, .. . , .

A five-point pitch scale is used to represent the tones; the highest
l?vel is 5, the lowest 1. Glidiﬁg pitches are represented by juxtaposi-
tion of different numbers, level pitches by repeating the same number.
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(4) I. a) ai =+ ei
b) au > ou

c) ol > ¢y

II. a) ei - i
b) ou -» u

c) ¢i - y

The notation employed is a 'broad phonetic' one which serves to indicate
probable underlying forms.

It can be seen that the alternations in I involve the assimilation
of properties of the component parts of the diphthong. Ia) involves /a/
moving from low to mid when /i/ follows; Ib) involves /a/ moving from
low to mid also, but in addition the rounding and backness of the second
vowel spread to the first element. The alternation in Ic) is similar,
since /i/ > /y/ under the influence of the preceding rounded vowel /o/,
whereas /o/ + /¢/ under the influence of the following front vowel /i/.
The alternations in I show that three kinds of modification occur. Since
these involve the spreading of the property of a given segment to its neigh-
bour, these are justifiably regarded as assimilatory processes. The three
modifications can be classified as in (5):

(5) 1. assimilation of vowel height upwards
2, assimilation of rounding
3. assimilation to position on the front/back axis.
The alternations in II can also be regarded as cases where assimila-
tion occurs, producing a sequence of identical vowels. IIa), b) and c)
require an assimilatory raising of mid vowels to high vowels somewhat

similar to the raising of low to mid in Ia) and b). Note that in Ic)
/oi/ does not raise the first element, presumably in order to maintain

41 have substituted /@¢y/ for Chen and Norman's broad /0i/ (narrow
IPA [ey]) in order to illustrate more clearly the assimilation of round-
ing and the parallelism of I and II. Note that Chao (1934) would reverse
the direction of the changes shown in (4). He regards the process in-
volved as a lowering or diphthongization of vowels in the environment of
lower tones. This view is not further discussed as the etymologically
and lexically basic tones are the other members of the pairs which alter-
nate in sandhi than those which he assumes. M.J. Hashimoto (1972) also
discusses the vowel alternation as a lowering, talking of "the change
[e] to [al, [#] to [eo] and [0] to [®]" when a tone starts with a nonlow
pitch. The motive seems to be that if the change is read in this direc-
tion it is easier to state an environment in which it occurs.



195

the lexical contrast /oi/ ~ /¢i/ which would otherwise be lost (compare

Ic) with IIc)). Similarly the outputs of Ia) and b) do not undergo the
further raising processes in IIa) and b) to which they could serve as inputs.
1Ic) shares with Ia) and b) the spread of rounding. The alternations in II
can therefore be presented as assimilatory processes, as in (6):

(6) a) ei ~» ii
b) ou -+ wu
c) ¢i > yi > yy
In this light the alternations of vowels in Foochow seem like familiar
assimilation and coalescence processes known both from well-known languages
like Sanskrit and Greek, and obscure ones like Central Kambari (Hoffman 1972)

and Owon Afa (Awobuluyi 1972 & cf. Maddieson 1972). Some samples of vowels
alternating in Kambari and Sanskrit are given in (7):

(7) Central Kambari Sanskrit (adapted from Benfey 1868)
a + i: > ee ai ( > eil) > ee
a + o: =+ oo au ( - ou) > oo

a + u: - 00

O 4+ u: = uu

The vowel alternations in Foochow are understandable, as assimilation
often is, in terms of an economy-of-effort principle. They involve a re-
duction in the distinctness of the articulatory gesture required to pro-
duce the diphthongs in their full forms. This less distinct articulation
occurs naturally in the less prominent non-final position of syllables.
This is the position in which tone sandhi occurs - which also reduces the
contrastiveness of the syllables (from 7 syllable types to 4). Tone sandhi
and vowel assimilation can be seen as aspects of the same reduction of con-
trastiveness.

Synchronically, Foochow vowel alternations seem most naturally explained
as assimilative. Vowel height is only one of three parameters of the as-
similatien (see (5) above), and all three of the usual parameters alomg which
vowels are distinguished take part. We can therefore see that an intrinsic
connection of vowel height and tone could at best only be partially success-
ful at accounting for the observed alternations, even before we examine the
tone levels involved and consider the possible historical comnection of vowel
and tone.
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Historical origin

The presentation of synchronic alternations has been simplified by
limiting consideration to diphthongal cases. Some writers (e.g. Mohr 1969,
Egerod 1956, 1971) imply that Foochow simple vowels also have synchronic
alternating forms; others imply that simple vowels do not alternate (Wang
1968, Egerod 1967, Chao 1934). Perhaps these disagreements result from the
fact that some accounts only record alternations if '"phonemic overlapping"
is involved, while others record subphonemic alternations also. An ex-
plicit distinction of this kind seems to be made in Chen and Norman (1965).
Whatever the synchronic picture may be, it is generally agreed that the alter-
nations are the result of a 'splitting' of vowels in syllable types defined
by the traditional labels for Chinese tonal categories, and that this his-
torical process affected both diphthongs and simple vowels (Karlgren 1915-
1926, Lan 1953, Forrest 1948, M. J. Hashimoto 1972, etc.). This section
of this paper evaluates whether the historical process involved can be ex-
plained by an appeal to the intrinsic pitch of vowels.

From a historical perspective, Foochow shows that syllables that are
reported to rhyme in Middle Chinese (= Karlgren's 'Ancient Chinese') have
two different vocalic reflexes (and sometimes different final consonants)
according to the tonal categories they occur in.? Although Middle Chinese
is not directly ancestral to the Min group of dialects, it nevertheless
seems correct to talk of vowel splitting as far as these dialects are
concerned. In Foochow, one set of vocalic reflexes occurs with tones
5, 6 and 7 (those in the box in (3)), and another set of reflexes with the
other tones. These sets of tones and vowels can be conveniently labelled
Set I and Set II respectively. The alternation of vowels under sandhi
conditions is a consequence of the historical vowel split, as Set I tomes
are replaced by Set II tones in sandhi environments.

Some other closely related Northern Min dialects have even more ex-—
tensive splitting of vowels and they have preserved more distinctions among
finals. It seems likely that one and the same historical process has pro-
duced the vowel splits in these related dialects.® The tones of three
dialects are shown in the table in (8); Foochow, and the closely related

5Early Chinese poetry does not usually rhyme syllables belonging to
different tone categories, but the rhyme tables such as the Ch'ieh Yun are
compiled to show the similarities between syllables that are alike except
for the difference of tonal category. Therefore each rhyme category is
assumed to include only syllables with the same nuclear vowel and post-
nuclear segments in non-checked syllables.

6At least one Southern Min dialect, Swatow (Chaochow), has some
differentiation of vocalic reflexas in alternants of tone 5 (Egerod 1956).
Among Mandarin dialects, Pekingese also has a trace of a somewhat similar
vowel splitting (Forrest 1948, Egerod 1971). These splits do not seem to
be due to the same process as in Northern Min but have a separate histori-
cal origin.
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Ningteh and Fuan dialects from Norman (1972) - column 4 has been're-
constructed' by inference.’/ The jagged line divides the sets of tonmes.

(8) tone number: 1 2 3 4 5 6 7 8
Set II "higher"

Foochow 55 52 22 [ 242 13 242 24 | 55
Ningteh 33 111414 35 41 33|55
Fuan 43 11 | 41 741 35 13 33 55

Set I "lower"

It can be seen that tones 4, 5, 6 and 7 form a block in Set I for all
three dialects. Ningteh adds tone 2 to Set I; and Fuan also adds tones 1 and
8 to Set I.

If the theory, advanced by Lehiste (1970), that higher tones caused higher
vowels is to be upheld then the tones of Set I must be shown to be lower,
or derive from lower tonmes than set II. Examining the current tonal values
reveals that Set I tones are not now lower than Set II tomes. In Foochow
‘tone 3 [22] cannot be considered higher than tone 6 (and 4) [242] or tome 7
[24]. In the related Ningteh and Fuan dialects the distinction between
the tone sets is even less clearly one of higher vs. lower tomes. In
Ningteh tones 3 and 6 are the same, [41], but tome 3 is in Set II and tone
6 is in Set I. Tone 1 [33] is in Set II, tone 7 [33] is in Set I; and
tone 5 [35] is in the set which should be lower while tone 1 [33] is in
the "higher" Set II. In Fuan, Set II consists only of tone 3 [41] whereas
tone 1 [43] is in the "lower" Set I. Simple inspection of the modern
tones in the different sets does not support the view that higher pitch
levels induced the splitting of vowels.

Of course this does not rule out the possibility that earlier values
for tones divided the pitch range in a different way. A simplified re-
construction of Proto-Min tones would establish four syllable types from
each of which two tones have developed; pairs 1/2, 3/4, 5/6 and 7/8 each
having one antecedent syllable type. Norman (1973, 1974) has traced a
fairly complex set of correlations of reconstructed syllable initial con-
sonants with the modern tone reflexes in Min dialects, but has offered
no reconstructions of the pitch values of the tonmes. The task of re-
constructing intermediate tone levels which might provide a correlation
of tone height with the vowel sets, stand as plausible antecedents for
the present tonal values, and lead back to the four syllable-type contrast
of Proto-Min is complex. The three dialects agree that tones 4, 5, 6 and
7 occur with Set I vowels. Thus the pairs 3/4, 5/6 and 7/8 are involved.

7Norman differs slightly in the transcription of tome 5 in various
sources making it either 12 or 13.
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The modern tone 7 values are lower in pitch than tone 8, and a low original
pitch can be posited for the antecedent of the pair 5/6. But the modern
tone 4 values are not lower than tone 3 - indeed the pair 3/4 does not seem
to have split in Ningteh or Fuan (though Norman's comment on Fuan is am-
biguous). It therefore seems unlikely that the distinction of vowel re-
flexes between tones 3 and 4 is due to a lower pitch for tone 4. There

are also difficulties in the way of understanaing the extension of vowel
splitting to other categories in Fuan and Ningteh in relation to pitch
height. The impression is that pitch height distinctions cannot be res-
ponsible for inducing the vowel splits.

Two further observations reinforce the evidence from comparison of
tones that a correlation of pitch height with vowel height is not res-
ponsible. In the first place, not all the paired vowels differ in height;
and, among those that do, the height difference is frequently not the only
difference. As noted above, the Foochow alternation /oi/ - /dy/ does not
involve change in vowel height. And in Ningteh /i:/ alternates with /E/,

a lowering, and both /u:/ and /o:/ alternate with /o/ ~ one is a lowering,
the other a raising. Secondly, the experimental work cited above does

not provide evidence that the existence of pitch differences can lead to
vowel splits. This work shows that, given vowel height differences, pitch
differences might be the consequence. We may therefore reject the suggestion
that Foochow provides an example of pitch differences inducing vowel height
differences.

However, Wang's proposal, supported by Mohr, is rather that the vowel
alternations are historically prior to the tonal differences. Wang pro-
posed this specifically to explain the alternation of tones in the sandhi
process. But the difference in vowel quality in Foochow accompanies the
different tones whether these are lexical or derived from sandhi. An
explanation must cover all cases, including the lexical ones, not just the
alternations under sandhi conditions. The comparative evidence shows that
rhyme classes with the same vowel in Middle Chinese are split into two
reflexes in Northern Min; whereas rhyme classes with different vowels re-
tain their membership in the same tone class in Middle Chinese. If vowel
differences had induced pitch differences, the tone classes would be divided
according to the vowels; e.g. *pim having a higher tone than *pam. This
is not the way the correspondences work. Unless comparisons with Middle
Chinese are more misleading than is usually believed, the Foochow tones
do not seem to have been influenced by vowel height.

Wang's suggestion that tone sandhi is a consequence of the vowel
alternation in Foochow is not only countered by the occurrence of the vowel
variants in lexically distinct sets of tones, but also because some of the
tone alternations in Foochow do not co-occur with vowel alternation, and
because tone sandhi occurs in all varieties of Chinese. Those forms with
Set II vowels and tones in Foochow do not change their vowels in sandhi,
but do change the tones (in most environments). The Foochow sandhi rule
[55] » [22], which applies to tone 8 (the tone in checked syllables with
an originally voiced consonant) and involves no vowel change, can be
reconstructed for an early form of Min, as the same rule occurs in Southern
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Min varieties such as Amoy, Gaoxiong and Hainan. Other sandhi rules could
similarly be reconstructed. By contrast, the vowel splitting i Northern
Min has a much narrower distribution and appears as a local innovation.

I would speculate that the vowel splitting originates from differences
in the nontonal environment. The four 'tone categories' of Proto-Min and
Middle Chinese are syllable types of which some were not distinct by pitch
(or not by pitch alone) but by the nature of the syllable offset. These
categories were split according to various distinctions in the syllable
initial consonants, so that the modern dialects typically have more than
four categories. We know that adjacent consonants can affect vowel quality
(e.g. 'breaking' in 0ld English), and in Northern Min distinct initial and/or
final consonants distinguish those tonal categories in which different
vowel reflexes occur. Tone sandhi seems to have three phonological sources;
de-stressing, assimilatory changes among tone levels, and tonal divergence
resulting from 'consonant sandhi' changes. There may also be morpho-
logical reasons for tone change in sandhi (e.g. suffixation or other morpho-
logical marking of the relationship between tye components). Destressing
and consonant sandhi probably explain the co-occurrence of tone sandhi with
vowel alternation.

In short, the appeal to the intrinsic pitch of vowels does not explain
developments in Foochow. Other factors are more plausibly responsible for
these developments. ‘

Conclusion

This paper demonstrates that the best example of a claimed influence
of an intrinsic association of vowel height and pitch on the fules of lan-
guage ~ the Foochow case - does not stand up as a synchronic or historical
explanation. While other examples of this influence may await discovery,
the present situation raises the question whether vowel height differences
can ever induce linguistically significant pitch variation. (It has not been
shown that there is any intrinsic reason for pitch differences to result in
vowel height differences.) But the experimental evidence of intrinsic varia-
tions in the pitch of vowels does not necessarily suggest that these varia-
tions can become significant. It may be that they function only as per-
ceptual cues to the identification of vowel quality, or are simply neg-
ligible. The scale of the pitch differences between vowels of adjacent
degrees of vowel height is very small. The data presented by Hombert
(1976) illustrate this well. Using two Yoruba subjects speaking in the same
style, Hombert finds something around 4 Hz as the maximum difference between
adjacent vowel heights or about 177 of the difference between the mean
pitch of different tones; whereas pitch following voiced and voiceless con-
sonants starts at points some 30 to 40 Hz apart or over 120% of the dif-
ference between tones.® Hombert points to the dynamic nature of post-

8Hombert's results are especially interesting in showing that with low
tone vowels a very different correlation of pitch and vowels occurs than
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consonantal pitch effects to explain why they do yield extrinsic results
when the static vowel pitch differences do not. The absolute scale of these
differences is probably also relevant to the lack of cases of 'phonologiz—
ation' of the intrinsic pitch of vowels.

It has often been assumed that the step from non-significant (ex-
trinsic) variation is a straightforward one. I do not believe that all
universal properties of the speech mechanism are equally likely to make
this step. It is important to build a typology of 'extrinsifiable' and
'non-extrinsifiable' intrinsic phonetic variations. As a first contribution,
I offer (9):

(9) Intrinsic pitch of vowels is a universal
that does not lend itself to extrinsic
exploitation.
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A Hybrid Multiple-Channel Pitch-Frequency
Analysis System

Norris McKinney and Ronald Carlson

[University of California, Los Angeles ]

In order to obtain more accurate measurements of the pitch-frequency
of speech waves, we have undertaken development of an improved pitch-
frequency analysis ("pitch analyzer") system. It combines the outputs

The first phase of the project involved primarily the redesign of
sections of pitch analyzer circuits already in use in the U.C.L.A.
Phonetics Lab, utilizing circuit components which were not readily
available when the circuits were originally designed. In the second
phase of the project we are studying the conditions under which each of
several selected single—channel configurations yields a more reliable
output than the other single-channel configurations. We are also develop-
ing a program for our PDP-12 computer which will utilize some results of
this study by smoothing and combining the outputs of two or more simple
channels to yield a system output significantly more accurate than the
raw output from any one of the channels alone.

We expect that, for a given degree of reliability, such a hybrid
system, in which both continuous-function eircuits (e.g., wave filters)
and a computer are utilized, will be much faster than an all-digital
system in which the speech wave is sampled by the PDP-12 and a program
does all the signal analysis. We also expeect that such a hybrid system
will be much more effective than any non-digital analysis system simple
enough for us to assemble conveniently,

Channel configuration

We selected as our initial channel configurations the two shown in
the system block diagram in Figure 1. Both channels incorporate princi-
ples from the simplest and oldest pitch analyzers, such as those des-
cribed by Hunt (1935) and Dudley (1937). Their basic design has been
modified 1) by incorporating an interval-to-voltage (t-V) converter in-
stead of either the commonly used frequency-to-voltage converter (pulse
rate converter) or a Grﬁtzmacher-Lottermoser (1937) sawtooth generator,
and 2) by non-linear smoothing with the computer instead of the typical
linear smoothing by a filter. Detailed analysis and rationale for our
choice of these two channel configurations for the system are given by



204

*Kousnbaxy Uo37d S3T jOo juswaInseaw e ST andano sy3

‘saem yosads psotoan ® ST 3ndur ayrL

T83ndwod z{-dad

(TeaurT
~uou)
buTtyjzoousg

uoT3RU
Ino |-Tquop

(xeoutT
-uou)
buryjooug

*aazATeue Xousnbaxz yo3aTd ‘71 aanbtg
| S3ITNOITO Te3TbTP-UON
1
I
"
!
) I93I9AUOD (aTod-T1) (o10d~¢)
“ ebeatop I93714 193774
] 03 Teaxajur ssed-mog ssed-mog
i
I
|
|
i
1
|
!
|
|
!
i
! ———
I
“ I33I9AUO0D (e1od~T1) (T10d-g)
_ abejTop I9YTTA I93TTd
| 03 Teaxsjur ssed-mort ssed-mog
i
1
(d10d-1) (dT0d-¢)
I93TT4 I9TFTIO0Y IDITTS 1
ssed-ybty sARM-TTNJg ssed-ybTtH

ur



205

McKinney (1965; 245). A brief resume follows.

The assumption or expectation in the design of an analyzer channel
with a "frequency meter" circuit is that during much of the time when a
voiced speech wave is being applied at the input to the channel there
will be exactly one pair of zero crossings in the input to the t-V conver-
ter (in our design) or other frequency meter (in older designs) for each
qdedtMsmnhww.If&ueuemtuuﬂyWoum&mwmg
per cycle, the channel will give an incorrect indication of the fundamental
frequency.

The preprocessor sections preceding the t-V converter are required
to modify the signal before it is applied to the converter or frequency
meter, because the unmodified speech wave is a very complicated function
of time which very seldom meets the requirement of two zero-crossings per
period. If the time-domain requirement that the signal have exactly two
zero-crossings per period is to be met, then in the frequeney domain we
should make sure that the signal meets the criteriomn

M
A1> ZnAn’

n=2

where A, is the amplitude of the nth harmonic component and M may be
arbitrarily large (MeKinney, 1965, Chapter 6). This is the reason low-
pass filtering always precedes the t-V converter or other converter.

The earliest pitch-frequency analyzers consisted of a single channel
much like the sequence of the first three circuits in the lower channel
in Figure 1, with only a low-pass filter as the preprocessor. But often
the first harmonic component of the incoming speech wave attains such a
low relative level that it becomes impossible for such a simple preproces-
sor configuration to meet the criterion of producing a wave with only one
pair of zero-crossings per pitch-frequency period.

An early attempt at refinement of the proprocessor was to add a
nonlinear circuit to it, as in the upper channel of Figure 1, in order
to increase the level of the first harmonic component relative to that
of the second. Experimentally it has been found that on the average the
full-wave rectifier significantly increases the level of the fundamental
component (relative to the second harmonic component) when it is low
(McKinney, 1965:265 ff.), and that augmentation of the fundamental compo-
nent in this way results in a signal with the required two zero-crossings
per period during much of the time when the undistorted signal fails to
do so.

However, because of the range of variation of spectral structure
and pitch frequency of the speech wave, it has not been found possible
to design a simple single-channel system which works satisfactorily. It
may work well for some of the voiced sections of the speech wave, but it
fails for an annoying proportion of the time.

Often, whan a channel of one simple configuration fails for a parti-
cular waveform because the input to the frequency meter contains more
than one pair of zero-crossings per pitch-frequency period, a channel of
another simple configuration avoids that failing, and the union of
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successful measurements on a set of periods of a voiced speech wave by
the two channels much more nearly covers the whole of the voiced portion
of the speech wave than does the measurement by either of the channels
individually.

We must now consider the criteria for considering one channel rather
than the other to be giving the correct pitch output. It seems most
appropriate to choose whichever channel is most stable. Accordingly
the criteria for best channel selects the lowest weighted history of pitch
change (At) since the current channel was selected. This "rewards"
stable channels and "punishes" errors such as second harmonie tracking,
single period dropouts, and double zero crossings with increasing severity.
A double zero-crossing will receive two periods of large excursion com-
pared to a correct channel with one corresponding correct pitch period.
Each channel is evaluated by:

-(tb -ty )
Atkf 2 n+l n
n=-a n
ass determined by time of current channel selection
b= channel 1 or channel 2
th= pitch at period n

The maximum value of "a", the maximum memory length, is an insightfully
chosen constant.

A smoothed output form can be selected from the computer which uses
& three point median smoothing algorithm.

The potential increase of frequency of success in measuring the
duration of pitch-periods of a speech wave by employing a multi-channel
analyzer system with preprocessors which are configured as in Figure 1
has been shown experimentally (ibid, Chapters 7 and 8). It was found that
a channel in which the signal is distorted with an even function, such as
full-wave rectification or squaring, is a good complement to a chanmnel
without distortion, like the upper one in Figure 1. This is because the
distortion often considerably increases the level of the first harmonic
component of the signal relative to the level of the second harmonic
component if the relative level of the first harmonic component is too
low for the channel with linear preprocessing. Full-wave rectification
is more practical than squaring because squaring doubles the dynamic
range of the signal, as measured in decibels.

A high-pass filter is necessary following the rectifier to attenuate
the low-frequency components in the rectifier output. Its frequency
setting must compromise between being high enough to block these un-
wanted components and low enough to pass the pitch-frequency fundamental
component. The high-pass filter preceding the rectifier simultaneously
reduces the first harmonic component and any low-frequency noise compo-
nents going into the rectifier.

Filters
Our 3-pole low-pass filters were designed to have a pole configura-
tion given by Voss (1954), further treated by Fant (1959), and adopted
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by him as standard at the Speech Transmission Laboratory:

Pp3= 0.7 wp ¥ gu;

The prototype is described as being an optimum phase designed LRC whole
section low-pass filter, designed as an approximation to an idealized
filter possessing a linearly rising step function response. The design
of active low-pass filters with this pole configuration, and of active
high-pass filters with a corresponding response characteristic, has been
discussed by Fant and Liljencrants (1964).

Our 3-pole low-pass filters are designed to have a variable cutoff
frequency set by the operator by means of a three-section ganged potentio-
meter. The circuit is shown in Figure 2, and its response in Figure 3.
The single-pole low-pass filters shown in Figure 1 have essentially the
same design as the first section of the 3-pole low-pass filters.

The 3-pole high-pass filters are designed as a transformation of
the low-pass filters. The circuit is shown in Figure 4.

Interval-to-voltage converter

The analog t~V converter produces at each moment an output voltage
proportional to the inverse of the time interval between the last two
positive-going zero crossings in its input signal, provided that the
interval lies within the 2-20 msec operating range of the circuit. This
range corresponds to a frequency range of 50-500 Hz, which is sufficient
for almost all adult speech (McKinney, 1965, Chapter 3). The converter
is intended to measure the duration of each cycle of the first harmonic
component of the speech signal and to output a voltage proportional to
the fundamental frequency, cycle by cycle.

The basic principles of operation of the t-V converter are those
of the one we have been using (McKinney, 1965). They were adapted from
those of an earlier vacuum tube circuit used at the Acoustics Laboratory,
MIT (1957). The converter circuit sums three decaying exponential
current functions of time

3
I(t) = > A exp (-t/T)
nz14

as an approximation of the parabolic function f(t) = K/t, corresponding
to the inverse relationship between frequency and period of a periodic
wave, Each new positive zero-crossing at the input to the converter
causes the voltage at the output of the summing amplifier to be sampled
and held, then resets the exponential functions to their initial values,
and finally releases them to decay again after a delay of nearly 2 msec.
Appropriate valueg of the time constants Tn and ratios of initial
values A, exp(-.OOZ/Tn) for the exponential functions were determined
by means of a computer program written in this Lab by Lloyd Rice. It
searched for values of these parameters which would reduce a sum of the
squares error function over the 2-20 msec operating range. After
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experimenting with different error function definitions, we selected the
results given by the following circuit values:

R(Ohms) C(mFd)
147700 .005892
99080 .03030
193300 .09651

The approximation I(t) thus obtained for the function f(t) = k/t is
within + .257 of f(t) over a frequency range of 56 Hz to 475 Hz. We
considered that this degree of accuracy of approximation was commensurate
with the accuracies with which we could conveniently select the corres—
ponding circuit components and test the complete circuit, and that it
was more than adequate for research on speech.

An interval-to-voltage converter such as ours has considerable
advantage over a commonly used type of post-processor component which
we will call a pulse rate converter. In the latter, all the pitch-
frequency pulses are made to have the same amplitude and wave shape
(and hence the same areg) and the resulting pulse signal is low-pass
filtered. 1In the design of the low-pass filter, one can only arrive
at an unsatisfactory compromise between (1) a low cutoff frequency to
reduce the pitch-frequency ripple in the output and (2) a rapid time
response to allow the output to follow sudden changes in the pitch
frequency. The sharp contrast in performance between these two types
of converters has been illustrated previously (McKinney, 1965, p. 234).

Both the step-function output of our t-V converter and the interrupted
sawtooth output of a Grutzmacher-Lottermoser type converter are
"instantaneous” in the sense of providing a measure of each pulse
interval independent of previous pulse intervals. However, the output
of the t-V converter is more convenient both for our linguists to read
on oscillograms and for our computer to read with its analog-to-digital
converter. The basic differences between the two circuits are the
linearizing of the output voltage vs input frequency function and the
addition of a sample-and-hold cirecuit in the t-V circuit.

The interval to voltage converter Figure 6 is primarily a three
stage device. A front end squares the filtered speech input and detects
Zero-crossings. A series of one -shots, when fired by a detected zero-
crossing, enables a sample-and-hold of the previous result and then
initiates a 1.8 msec recharging period in the 1/t RC circuits. At the
end of this period the RC circuits have accurately settled to the reference
voltage and the 1/t current decay begins. When another zero-crossing
is detected the voltage generated 1/t stage is sampled and held as out-
put and the cycle repeats. Boundary conditions are easily seen in the
output since when the circuit first fires (or there have been no zero-
crossings for longer than 20 mseec) the output indicates a pitch of 50 Hz.

Not including the computer, the system can be built for about $250
in parts. The sample-and-hold circuit and analog gates were manufactured
by Teledyne Crystalonics. Newer analog gates can be used to reduce the
package count to five "chips" per t-V channel. The full wave recitifier
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is active to ensure excellent operation below 50 mv. The front end wave
shaper is a&n open loop op-amp (with protective negative gain limiting
~at -.4v) to improve the accuracy of the zero crossing detector.

To ensure stability of .25% for at least a year the following steps
are recommended:

1) Select the wave shaper op-amp for positive offset to ensure an
accurate zero~crossing point.

2) "Burn in" end cycle resistors and capacitors until stable and seal
with varnish.

3) Use temperature coefficients of less than 100 ppm.
4) Match RC coefficients to counteract.

5) Exercise care in power distribution, TTL noise cannot be allowed in
the analog circuits.,

6) Shorter sampling windows will provide more accurate 1/t acquisition
at the expense of noise. 10 psec seemed to be an adequate tradeoff.

7) Use rubber band regulation of power (+5v,-5v,+15v,-15v) to reduce
offset variations and increase common mode rejection.
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Vincent van Heuven:
25 oct, 1978

Summary of recently completed, current, and planned experiments on the
phonetic function of rise and decay tdéme &f Dutch and English speech

oY)

(2)

3)

... sounds

JND has been established for 500 msec (in a secend experiment 250 msec)
1000 Hz sine waves and white noise bursts for rise and decay times.
Average JND was found to be in the order of 25%. Results in the 250 and
500 msec duration conditions turned out to be highly stable. Accuracy of
adjustment of rise or decay time (depending on the experimental condition)
of a subject controled signil to a reference signal (as a measure of
JND) was intermediate for noise—onset and sine-offset (cf. figure 1),
slightly superior for sine-onset, and distinctly better for noise-

offset in the upper half of the stimulus range. This asymmetry was
tentatively explained on the basis of auditory differences due to well-
definedness versus neural response behavior of narrow and wide band
signals.

JND was established for two artificial Dutch vowels [a] and [a] of am-
biguous total duration with 0 - 100 msec rise or decay times. Results
indicate inferior performance on both onset conditions (equal to or
even worse than on the non-speech stimuli used in the previous experi-
ments), but distinctly better performance for the offset conditions
(figure 2). Two explanations may be suggested:

~ The asymmetry is an inherent effect due to auditory backward masking
in complex periodic signals (suggested by Steve Greenberg),

- The asymmetry is caused by prolonged exposure to Dutch, a language
in which vowel decay time (rather than rise time, steady state or
total duration) has been claimed as a cue for a ternary oppos-—
ition (lax, intermediate and tense).

Marcel van den Broecke will run an experiment with non-speech cpmplex

periodic signals (saw tooth or square wave) to check possibility ffl.

He will bring data along at the end of november). Personally I favor

.possibility #2.

An experiment concerning certain production aspects of Dutch vowel
rise and decay time is being carried out. 50 stimulus words embedded
in an identical carrier phrase were read by two speakers, three times
at normal rate of speech, and three times fast.

"

zel je S s ~-en,'" matie ?
21 jo (: ) 2‘ ( i ) an  ma:ri: 2
d d
5 x 2 x 5 = 50 types

I attempt to relate the duration parameters rise time, decay time,
steady state and total duration, to the variables implicit in the
above table:
- the phonological vowel category [+tense],
- stop/fricative character of a voiced/voiceless preceding or following
or absent consonant environment,
- rate of speech
There are phonotactic constraints against a pure vowel followed by another
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