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      Two-dimensional infrared spectroscopy (2D IR) is a rapidly growing field. Many of the 

problems studied with this technique, and especially those involving biomolecules, require 

the detection of very weak signals. To further advance the technique forward, the signal-to-

noise ratio needs to be improved. This dissertation details a method for noise reduction, 

called “smart referencing,” and details several considerations required for increasing the 

signal when using a pulse shaper. Using these improvements, the ultrafast vibrational 

dynamics and local environment sensitivity of the tyrosine ring mode in the 

enkephalin/bicelle system were studied using 2D IR. The 2D IR spectra revealed a new and 

unusual line-shape distortion for this ring mode. We modeled this distortion with a 3rd 

order response function formalism and a phenomenological set of master equations to 

better understand its origin. The 2D IR results also show that the tyrosine ring mode is 

sensitive to its local environment.  
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1. INTRODUCTION 

Two-dimensional infrared (2D IR) spectroscopy has been used, with great success, 

to study the structure and dynamics of proteins and peptides.[1,2] Structural insight can be 

gained by studying the vibrations related to the peptide backbone. These vibrational modes 

include, but are not limited to, the amide-I and amide-II modes.[3] These vibrational modes 

can be studied directly to provide information about the protein or peptide secondary 

structure.[4] This capability exists because the backbone modes oscillate collectively as 

vibrational excitons, which are sensitive to the long range organization of oscillators.[5] 

Unfortunately, because the normal mode is delocalized over many coupled oscillators, this 

method is not useful for site specific information. To overcome this, isotope labeling is 

often employed. By isotope labeling individual peptide bond’s as 13CO or 13C18O, the 

individual oscillator is significantly red shifted and decoupled from the unlabeled 

vibrational exciton.[6,7] Several such labels can be simultaneously employed, and their 

couplings can be extracted to gain residue-specific structural information.[8] 

Unfortunately, this method is expensive and difficult. Only a few amide-13C  isotope labeled 

amino acids are commercially available, 18O labeling requires an additional exchange step, 

and their site-specific insertion is usually done by solid-phase peptide synthesis.[7] 

Therefore, application of this method is limited to peptides or small proteins. 

Insight into the biosystem’s dynamics can be gained by employing vibrational 

labels.[9-11] These labels are vibrational chromophores that are sparse within the sample 

of interest and report on their local environments in a site-specific manner. The labels can 

be a natural part (including isotope labeled backbone modes) of the protein but are more 

often included as unnatural amino acids. Usually, the label’s transition frequency is used as 
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the spectroscopic reporter because the transition frequency is dependent on local 

environment parameters such as electric field, field gradient, and hydrogen bonding.[12] In 

2D IR spectroscopy, we are interested in extracting how these local environment 

parameters fluctuate on an ultrafast timescale. To explain how this information is extracted 

from a 2D spectrum, I will first describe the basic concepts of 2D IR spectroscopy. 

1.1 2D IR basics 

1.1.1 Pulse Sequence 

 

Figure 1. 2D IR pulse sequence 

In 2D IR spectroscopy,[5] we use an infrared pulse sequence to generate a nonlinear 

signal (Figure 1). The first pulse generates a coherence and the second pulse converts that 

coherence to a population (or interstate coherence). The purpose of this pulse pair can be 

thought of as labeling a frequency on the 𝜔𝜏 axis. Finally, after a waiting time 𝑇, the third 

pulse probes the state of the system, which generates the macroscopic polarization which 

emits along time 𝑡. This signal is typically collected by a spectrometer, which generates the 

frequency axis 𝜔𝑡. Fourier-transforming over 𝜏 generates the 𝜔𝜏 axis in the 2D IR spectrum.  
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Figure 2. (a) BOX-CARS geometry. (b) Pump-probe geometry. 

The macroscopic polarization generated by this pulse sequence does not 

discriminate between whether the interaction is linear or non-linear. How do we then 

extract the nonlinear signal of interest? There are a few strategies on how to do this. First, 

the 2D IR signal depends on the k-vectors of the incoming pulses as 𝑘± = ±𝑘1 ∓ 𝑘2 + 𝑘3, 

where 𝑘− is known as the rephasing contribution and 𝑘+ is known as the non-rephasing 

contribution. These contributions can be extracted by arranging the input beams in the 

geometry shown in Figure 2(a), so that the macroscopic polarization emits the signal of 

interest in a direction that is different from any other interaction, linear or non-linear. Note 

that Figure 2(a) only shows the geometry needed to extract the non-rephasing 

contribution. The rephasing contribution can be extracted by simply switching the time 

ordering of 𝑘1 and 𝑘2. The 2D IR signal also contains phase information. To extract this 

phase information the signal is mixed with a 4th beam called the local oscillator. This type of 

detection is called heterodyne detection (direct detection of the signal intensity is called 

homodyne detection). The interference between the signal and LO contains the amplitude 

and phase information of the signal. This interference can be extracted if a suitable 

background for the LO is acquired, which is usually done on a shot-by-shot basis through a 

technique called chopping. 
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It is also possible to collect 2D IR spectra in a pump-probe geometry, shown in 

Figure 2(b). In this case, the wavevector components for the two pump pulses cancel and 

the signal is emitted in the probe direction. This signal is automatically heterodyned with 

the probe beam. This nonlinear signal is distinguished from the linear signal by subtracting 

the probe background, which is done on a shot-by-shot basis via chopping or phase cycling. 

The advantage of this method is that signal collected is purely absorptive (absorptive is the 

sum of the rephasing and non-rephasing contributions 𝑘− and 𝑘+) and collected with no 

phase ambiguity—which is difficult in the BOX-CARS geometry.[13] Purely absorptive 

spectra are advantageous because they usually result in narrower line shapes as compared 

to the rephasing, non-rephasing, or linear counterparts (although it is sometimes possible 

to have narrower features in real rephasing and non-rephasing spectra due to the 

interference between absorptive and dispersive components).[5] Unfortunately, in the 

pump-probe geometry one loses the ability to independently control the LO and signal 

strengths, which usually comes at the cost of the signal-to-noise ratio (SNR).  

The second strategy involves the temporal phase dependence of the signal on the 

temporal phase of the input pulses. If the phases of the input pulses can be cycled, certain 

artifacts, such as scatter of the pump pulses from the sample, can be removed. In the pump-

probe geometry, this is often implemented with a pulse shaper, which allows for high phase 

precision and stability.[14] In addition, the pulse shaper allows for the use of a rotating 

frame, which can speed up data acquisition. The use of a pulse shaper in the pump-probe 

geometry is state-of-the art for 2D IR spectroscopy and has led to high-throughput and fully 

automated 2D IR spectrometers, which are now commercially available.[15] Also, because 
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chopping or phase cycling is done electronically, the pulse shaper can be used with high 

repetition rate systems, such as a 100 kHz laser.[16-18] 

1.1.2 The 2D IR spectrum of a single oscillator 

 

Figure 3. (a) Single-oscillator 2D IR spectrum. (b) Level scheme and Feynman diagram for 

excited state stimulated emission (red peak). (c) Level scheme and Feynman diagram for 

excited state absorption (blue peak). Not shown is the ground state bleach contribution, 

which contributes to the red peak. 

Qualitatively, the 2D IR spectrum for a single oscillator is composed of two peaks, as 

shown in Figure 3(a). The peak on the diagonal has two contributions: the ground state 

bleach and excited state emission or stimulated emission in Figure 3(b). We will use the 

convention that this peak is positive because it corresponds to a gain in intensity in the 

pump probe spectrum. The other peak corresponds to the excited state absorption, shown 

in Figure 3(c), and is anharmonically shifted because it accesses the overtone transition. 

Because light is absorbed, by our convention, this peak is negative. Note that anharmonicity 

is required to generate a 2D IR spectrum and that a purely harmonic oscillator will not 

generate a spectrum because the positive and negative contributions will cancel. 

One of the key advantages of 2D IR spectroscopy is that it generates a photon 

echo.[5] The photon echo pulse sequence (i.e. rephasing sequence) is capable of 

distinguishing between homogenous and inhomogeneous contributions to dephasing. This 

is important because vibrational labels are used as reporters of their local environments, 
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but in many systems the ensemble of labels are in many different environments. The 

influence of the different environments changes the transition frequency of the label, and 

the collective ensemble of oscillators leads to inhomogeneous broadening. In the time 

domain, this causes faster dephasing of the interferogram because the phase of the 

ensemble of oscillators begins to destructively interfere at longer time 𝜏. The photon echo 

flips the phase of these oscillators with the second and third pulses with a zero waiting 

time, which cause the oscillators to rephase or constructively interfere at a later time along 

𝑡. This is known as the photon echo. Because the rephasing time of the echo depends on the 

time 𝜏, this manifests as a diagonal broadening in the 2D IR spectrum.  

The inclusion of the nonzero waiting time allows for the oscillators to change their 

environments as a function of 𝑇. Because the frequencies of oscillators become more 

scrambled at longer 𝑇, the echo contribution becomes weaker and leads to a rounder 2D 

lineshape. Another way to think about this is that the pump labels a frequency at 𝜔𝜏, and 

the probe reads out the frequency of the labeled oscillator at 𝜔𝑡. At short 𝑇, the labeled and 

read-out frequency will be the same. At longer waiting time, the oscillator environment and 

frequency will change, leading to a different readout frequency for the probe. Because an 

ensemble of oscillators is being measured and the environment and therefore frequency 

fluctuations are random, the probe frequency will appear to diffuse away from the initial 

label position. Assuming the frequency fluctuations are stationary, this is usually modeled 

in terms of a frequency-frequency correlation function (FFCF).[19] This phenomenon is 

known as spectral diffusion and is the dynamic observable of interest for many vibrational 

labels.[20] 
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There exist several methods to extract the FFCF from the 2D IR spectra.[21] The 

pump-probe paradigm just described implies that the FFCF can be extracted from the 

diagonal and off-diagonal widths.[22] It turns out that the slope of the node between the 

positive and negative peaks, known as the nodal line slope, also reports on the FFCF. The 

most robust method, though, is the center line slope (CLS) method.[23,24] This method 

involves finding the diagonal peak maxima of 𝜔𝜏 slices (ΔOD as a function of 𝜔𝜏) and fitting 

these maxima to a line as a function of 𝜔𝜏. With some assumptions, the 𝑇-dependent slope 

of this line is shown to be directly proportional to the FFCF. This is the method I will use in 

chapter 4 to study the local environment sensitivity of the tyrosine ring mode. 

1.2 The 2D IR setup 

Figure 4 shows a schematic of the 2D IR setup used in our lab. This setup has several 

notable features. First, the 2D IR setup is equiped with our new smart referencing 

algorithm (Chapter 2).[25] Second, the pump double-pulse is generated by a programmable 

pulse shaper (Chapter 3). Third, we use a telescope to enlarge the probe beam to ensure 

that the probe focus is tighter than the pump focus, which will help generate the largest 

signal to probe ratio. This is important for maximizing the SNR. Finally, the setup contains 

polarization control and can collect the <ZZZZ> and <YYZZ> signal polarizations 

simultaneously. Although this capability is not extensively used in this dissertation, this 

capability allows for fast and accurate measurement of rotational dynamics.  
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Figure 4. The current state of the 2D IR setup. The beams are labeled as follows. Red: 

probe; magenta: pump; red-dash: reference. After the sample: red: <ZZZZ>; dark red-dash: 

<YYZZ>. The optics are labeled as follows. BS: beam splitter; RF: retroreflector; CM: 

concave mirror; G: grating; WP: ½ waveplate; WGP: wire-grid polarizer; P: parabolic 

mirror. Boxed in dashed lines are the pulse shaper and the reference spectrograph. This 

figure is not to scale, but the relative location of all the optics is correct. 

The polarization scheme is as follows. First, the probe beam is rotated by a ½-

waveplate, WP1, to an arbitrary polarization. The first polarizer, WGP1, is set so that the 

transmitted beam is linearly polarized at 45o (s + p) at the sample focal spot. The reflected 

polarization is sent for reference detection. The reason the ½ waveplate rotation is 

arbitrary is because this waveplate is used to control the relative intensity between the 

refence and probe beams. The pump is set to be s-polarized by WGP2 so that all 

polarization components of the pump and probe beams in the focal spot volume are either 
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perfectly orthogonal or parallel to each other. The probe at the focal spot volume has both S 

and P polarizations. The analyzer (WGP2) is set to the s-polarization, so that s-polarized 

light is transmitted and so that p-polarized light is reflected. The s-polarization component 

is rotated by a ½ waveplate (WP2) to the p-polarization. A small portion of s-polarized light 

is also reflected, so an additional polarizer (WGP3) set to p-polarization is used to improve 

the extinction of the reflected light. The transmitted light corresponds to the <ZZZZ> signal 

polarization and reflected light corresponds to the <YYZZ> signal polarization. Note that 

linear polarization is carefully maintained after the first polarizer by using unprotected 

gold mirrors until the analyzer to prevent the unwanted generation of elliptical 

polarizations.[26] Finally, we use a set of vertically-displaced mirrors to direct the beams 

to cross around 115 mm before a f = 100 mm CaF2 lens (focal length reported for 588 nm) 

before the entrance slit. The data is acquired by a 2x32 element MCT dual array from 

Infrared Associates, Inc. using data acquisition equipment from Infrared Systems 

Development.  

As a reference, I also provide some estimates of the mid IR beam parameters used to 

acquire the 2D IR data in chapter 4. Our home-built OPA is pumped by 1.2 W of 800 nm 

light with a FWHM bandwidth of approximately 15 nm. Immediately after the DFG stage, 

approximately 3 µJ of 6.6 µm mid IR light is generated with a pulse duration estimated at 

170 fs. While the 2D IR spectrometer is purged to minimize water vapor absorption, the 

pulse energy before the pulse shaper is reduced to 1.9 µJ. After the pulse shaper, each 

pump pulse has an approximate energy of 125 nJ (or 500 nJ total without time delay) at 

small 𝜏 when double pulse falloff is negligible. With good alignment, we can achieve an 
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approximately 150 µm focal spot FWHM for the pump and 75 µm for the probe. This 

corresponds to a peak intensity of 2.7 GW/cm2 for each pump pulse at the sample.  

1.3 Overview of the Dissertation 

2D IR spectroscopy of biomolecules is inherently difficult because low 

concentrations are usually required to maintain physiological relevance. This requirement 

poses a serious SNR problem because the signal acquired will be weak. Just by the 

definition of SNR, there are two ways to approach this problem: either by increasing the 

signal or reducing the noise. Signal can be increased by using a stronger laser. Because of 

the pump-probe geometry we use in the setup, the increase in laser power needs to come 

from the pump because the probe beam intensity must kept within the saturation limit of 

the detector. The noise can be reduced through a technique called referencing, where the 

goal is to remove the laser shot-to-shot fluctuations from the measured data. 

The remainder of this dissertation will focus on addressing this SNR problem and 

using the sensitivity that was achieved to study the dynamics of tyrosine ring mode. In 

Chapter 2, I will present a noise reduction method that reduces the noise to the signal 

detector noise floor limit. Part of this work has been previously published.[25] A patent is 

currently pending.[27] Another manuscript is also currently being prepared. In Chapter 3, I 

will show how to increase the signal by improving the pump intensity and beam quality. 

This chapter will include a through discussion on the acousto-optic modulator (AOM)-

based pulse shaper and is intended to also be used as a reference guide for future students. 

Finally, in Chapter 4, I will use the improved sensitivity to characterize the local 

environment sensitivity of the tyrosine ring mode in the enkephalin/bicelle system. The 

increased sensitivity allowed us to observe unusual vibrational dynamics that cause a line-
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shape distortion to the otherwise featureless vibrational mode. We examine three possible 

origins of this line-shape distortion. A manuscript is being prepared for Chapter 4.  
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2. A General Noise Suppression Scheme with Reference Detection for 

Heterodyne Nonlinear Spectroscopy 

2.1 Introduction 

Many optical spectroscopic techniques utilize heterodyne detection where a signal 

is mixed with a local oscillator (LO) and detected with a square-law photodetector. 

Heterodyne detection has the benefit of preserving the signal phase information and 

achieving a high signal-to-noise ratio (SNR) even when the signal is weak. Depending on 

the role of the LO, optical heterodyne spectroscopy can be divided into two classes.[19] The 

first class is self-heterodyne spectroscopy, where one excitation beam serves as the LO. 

This class includes transient absorption/reflection and stimulated Raman scattering, 

among other techniques. These techniques all employ some form of a pump-probe 

geometry, where the LO beam is also called the probe beam. The other class uses an 

external LO which does not excite the sample to generate the signal, as implemented in 

heterodyne detected four-wave-mixing and sum-frequency generation spectroscopies. 

Despite the advantages and wide applications of heterodyne detection, the SNR of 

heterodyne detection is often severely deteriorated by the LO intensity fluctuations. The 

intensity fluctuation not only introduces random noise that can be averaged out, but also 

the baseline shift and signal distortion that survive infinite averaging.[28,29] Therefore, 

noise reduction is a critical issue in heterodyne spectroscopy and the focus of this work.  

To reduce noise in heterodyne spectroscopy, previous works often utilize a second 

photodetector to compensate for the LO intensity fluctuations in two ways: balanced 

heterodyne detection[30] where both detectors measure the signal and LO (but with a 

π-phase shift), and reference detection where the second detector only measures the LO. 
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Reference detection is more versatile in the sense that it can be easily introduced wherever 

balanced heterodyne detection is applied. Therefore, we will focus on reference detection 

in this paper.  

Previous works on reference detection can be divided into three classes based on 

the types of detectors used: both signal and reference detectors are single-pixel;[31-35] the 

signal detector is an array and the reference detector is single-pixel;[29,36,37] and both 

signal and reference detectors are arrays.[28,34,38-41] To combine the outputs from two 

detectors, either a subtraction method[31,32,35] or a ratiometric 

method[28,29,32,33,36,38-42] is used. These are termed as ‘conventional methods’ to 

distinguish from the methods described later in this paper. The subtraction method is 

usually implemented in analog-circuits between two photodetectors before the differential 

output is digitized. These analog-balanced photodetectors are now commercially available. 

The ratiometric method is always implemented digitally where both detector outputs are 

digitized before mathematical divisions are calculated.  

Due to its analog implementation, the subtraction method is often used in 

experiments involving MHz lasers.[31,35] However, the subtraction method requires that 

the two photodiodes are balanced precisely beforehand. As pointed out previously,[32] 

slow drift of laser pointing can unbalance the photodiodes. Therefore, the ratiometric 

method is more popular in kHz lasers even when two matched photodiodes are used. 

Previous studies showed that the residual laser noise was still much higher than the shot 

noise limit even with matched photodiodes and careful alignment.[32,33] When detector 

arrays are employed, the ratiometric method is almost always used because arrays cannot 

be easily balanced by analog circuits. The simplest approach uses a photodiode output to 
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normalize the array output.[29,36,37] This method assumes that the noise is independent 

of wavelength, which is not always true, especially for supercontinuum light. More 

advanced approaches use one array to normalize another array, with examples spanning 

from UV-visible[28,34,38,42] to mid-IR.[39-41] However, these two arrays and their 

respective spectrographs (if separate) need to be carefully matched for good performance, 

which greatly limits the detector choice and can be costly. The requirement of accurate 

wavelength mapping between the signal and reference arrays also adds extra difficulties 

for alignment.  

In all three classes, it is difficult to suppress noise to the noise floor with 

conventional methods, especially for detectors with large well depths.[32,33,38,40] 

Moreover, conventional referencing can introduce additional noise and is only useful when 

the intensity fluctuations of the light source dominates over other noises.[43] In this 

chapter, we formulate a two-step reference scheme that circumvents these limitations and 

further improves the SNR in heterodyne nonlinear spectroscopy. By using a minimization 

routine and a linear combination of all reference channels, our method can reduce random 

noise towards the detection limit, ensure the correct convergence of the averaged signal, 

and is guaranteed to suppress noise. It is versatile for all detector choices and generally 

applicable for different techniques. 

2.2 General analysis of noises in heterodyne spectroscopy 

2.2.1 Additive and convolutional noises 

We first give a general analysis of noises in heterodyne spectroscopy using the 

following notation to describe different physical quantities. 𝐸 and 𝐼 denote the electric field 

and intensity of a beam, respectively. They are random variables that can represent any 
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single laser shot and may depend on wavelength (when measured by a detector array). The 

subscript denotes which beam: LO, Ref, and Pu are the local oscillator, reference, and pump 

beams, respectively; and Sig is the nonlinear signal from the sample. Both the sample signal 

and local oscillator are incident on the signal detector, and they are not separable in the 

self-heterodyne techniques. The total intensity on the signal detector, 𝐼tot, is: 

𝐼tot = (𝐸LO + 𝐸Sig)
2
= 𝐼LO + 𝐼Sig + 2𝐸LO𝐸Sig (1) 

We assume that 𝐼LO is much stronger than 𝐼Sig throughout this paper, and therefore we will 

ignore 𝐼Sig later. The interference term 2𝐸LO𝐸Sig contains the sample response we want to 

extract from heterodyne detection. The exact expression for 𝐸Sig depends on the specific 

techniques employed, but in general it is proportional to the electric fields of all the 

excitation beams and the sample response.[19] For the sake of simplicity, we will focus on 

pump-probe, although our methodology is equally applicable to other techniques. In pump-

probe, 2𝐸LO𝐸Sig ≜ 𝜒
(3)𝐼LO𝐼Pu with 𝜒(3) being the third-order susceptibility.  

We further define 𝐼 ≜ 〈𝐼〉 and 𝛿𝐼 ≜ 𝐼 − 𝐼. Here the brackets indicate the expected 

(mean) value of a random variable and the 𝛿 prefix indicates the deviation of a random 

variable from its expected value. In heterodyne nonlinear spectroscopy, usually chopping 

or phase-cycling are used to remove the strong 𝐼LO background. In both cases, we use the 

superscripts * and  to denote the two shots in a pair of consecutive shots and define Δ𝐼 ≜

𝐼∗ − 𝐼′ = 𝛿𝐼∗ − 𝛿𝐼′ as the intensity difference between them. 𝛿𝐼 and Δ𝐼 are related by the 

variance: var(Δ𝐼) = 2(1 − 𝑟) ⋅ var(𝛿𝐼) where 𝑟 ≜ corr(𝐼∗, 𝐼′) is the consecutive shot 

correlation coefficient. With chopping, * refers to pump-on whereas  refers to pump-off, 

and we obtain: 
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Δ𝐼tot = (𝐸LO
∗ + 𝐸Sig

∗ )
2
− (𝐸LO

′ )2 ≈ Δ𝐼LO + 𝜒
(3)𝐼LO

∗ 𝐼Pu
∗ (2) 

With phase-cycling, * refers to zero-phase shift whereas  refers to π-phase shift, and we 

obtain: 

Δ𝐼tot = (𝐸LO
∗ + 𝐸Sig

∗ )
2
− (𝐸LO

′ − 𝐸Sig
′ )

2
≈ Δ𝐼LO + 𝜒

(3)(𝐼LO
∗ 𝐼Pu

∗ + 𝐼LO
′ 𝐼Pu

′ ) (3) 

In a perfect world where no noise exists, ∆𝐼LO = 0  and 𝐼LO
∗ 𝐼Pu

∗ = 𝐼LO
′ 𝐼Pu

′ . Δ𝐼tot in Eq. (2) and 

(3) contains only the signal terms. In the real world, both terms contribute to the total 

noise: the Δ𝐼LO term is independent of the sample response 𝜒(3), and thus it is additive; the 

second term is multiplied by 𝜒(3), and thus it is convolutional (or multiplicative). The two 

types of noise need to be removed separately. Terms like 𝐼LO𝐼Pu can be decomposed into:  

𝐼LO𝐼Pu = 𝐼LO𝐼Pu (1 +
𝛿𝐼LO

𝐼LO
)(1 +

𝛿𝐼Pu

𝐼Pu
) (4) 

This means that the convolutional noise is related to 𝛿𝐼 of multiple beams, in contrast to 

the additive noise Δ𝐼LO which is only related to the fluctuation in LO. In many systems of 

interest where the sample signal is very weak, the additive noise is much larger than the 

convolutional noise. To see this, we can rearrange Eq. (3) and (4) into: 

Δ𝐼tot

𝐼LO
= ∆ODe̅̅ ̅̅ ̅̅ ̅ +

Δ𝐼LO

𝐼LO
+ ∆ODe̅̅ ̅̅ ̅̅ ̅ (

𝛿𝐼LO
∗

𝐼LO
+
𝛿𝐼Pu
∗

𝐼Pu
+
𝛿𝐼LO
∗

𝐼LO

𝛿𝐼Pu
∗

𝐼Pu
) (5) 

where ∆ODe̅̅ ̅̅ ̅̅ ̅ ≜ 𝜒(3)𝐼Pu is the expected value of absorbance change (in e-base) induced by 

the pump beam. ∆ODe̅̅ ̅̅ ̅̅ ̅ is often below 0.01, and can be even lower than 10−5. The second 

term on the right-hand side of Eq. (5) is the additive noise, and the third term is the 

convolutional noise. For typical lasers, RMS values of Δ𝐼LO 𝐼LO⁄ , 𝛿𝐼LO
∗ 𝐼LO⁄  and 𝛿𝐼Pu

∗ 𝐼Pu⁄  are 

on the order of 0.2%−2%.[33,34,38,40,43-47] This means that the additive noise is not only 
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orders of magnitude larger than the convolutional noise,[44] but it also can be larger than 

∆ODe̅̅ ̅̅ ̅̅ ̅. Therefore, it is most critical to suppress the dominant additive noise. 

2.2.2 Characteristics of last Fluctuations 

To demonstrate the noise statistics and their suppression, we collected data with 

our pump-probe 2D IR setup. The schematic of the setup is shown in Figure 5. Ultrafast 

mid-IR pulses were generated at 1 KHz by an 800-nm pumped OPA/DFG source, [48] and 

centered at ~6 µm with FWHM ~150 cm−1. The mid-IR beam is split into two: the first 

beam serves as the source for the LO (probe) and reference beams, and the second beam 

goes through an acousto-optic modulator (AOM) and acts as the pump beam.[49] The 

experimental setup was purged to remove atmospheric absorption. Except for Figure 

11(a), all data were collected by a liquid nitrogen (LN2) cooled 232-pixel mercury 

cadmium telluride (MCT) array behind a commercial spectrograph. The top row is 

designated as the signal detector, and the bottom row as the reference detector. All data for 

noise analysis were collected with pump off except for Figure 10(a).  

 

Figure 5. Schematic of our pump-probe 2D IR setup. OPA: optical parametric amplifier; 

DFG: difference frequency generation; BS: beam splitter; WGP: wire grid polarizer. CM: 

concave mirror. G: grating. Two spectrographs are unmatched to demonstrate the 

performance of our reference scheme.  
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Figure 6. Statistical properties of noise before and after multi-channel referencing. The 

three rows are 𝛿𝐼LO, Δ𝐼LO, and Δ𝐾 (see Section 2.3.2) from top to bottom. The four columns 

are the time trajectories, histograms, autocorrelations, and amplitude spectra from left to 

right.  

The first two rows in Figure 6 show the laser statistical properties taken from the 

central pixel of the signal array over a 40-second trajectory. 𝛿𝐼LO has 40K data points 

whereas Δ𝐼LO has 20K data points because Δ𝐼 is defined for a pair of consecutive shots. 𝛿𝐼LO 

has fluctuations typical for many ultrafast lasers[16,28,29,31-33,45,46] and the histogram 

shows deviations from a Gaussian distribution. The amplitude spectrum is dominated by 

1/f-noise at low frequencies. In contrast, the amplitude spectrum for ∆𝐼LO is almost flat and 

resembles white noise across the entire frequency range. Its histogram is also very close to 

a Gaussian distribution. The autocorrelation of Δ𝐼LO exhibits a sharp drop after zero lag 

followed by small oscillations, which is very different from the decay seen in the 

autocorrelation of 𝛿𝐼LO. We repeated the measurements under many conditions with 

different 800-nm pump laser intensity/stability and OPA/DFG parameters and found that 

the basic features of Δ𝐼LO are always stable whereas the behavior of 𝛿𝐼LO can vary widely. 

For example, Figure 6 shows a dataset where the autocorrelation of 𝛿𝐼LO decreases very 
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slowly, but it is not always so slow. The operation of chopping and taking the intensity 

difference between two consecutive shots to obtain Δ𝐼LO is similar to applying a high-pass 

filter, which removes the low-frequency noise that dominates the 𝛿𝐼LO spectrum. Another 

difference between Δ𝐼LO and 𝛿𝐼LO is that they have different correlation coefficients 

between the corresponding signal and reference pixels, as shown in Figure 7(d). We 

typically find that corr(Δ𝐼LO, Δ𝐼Ref) is higher than corr(𝛿𝐼LO, 𝛿𝐼Ref) in our system. Without 

fully accounting for the distinctive statistical properties of Δ𝐼LO, the additive noise cannot 

be optimally suppressed. 

 

Figure 7. This figure shows the statistics for the dataset in Figure 8, Figure 11, and Figure 

12. 𝜎(Δ𝑰) with the light off (a) and with the light on (b), and the mean spectrum (c) for the 

two rows of the 232 MCT array. Blue circles are for the signal array and red squares are 

for the reference array. (d) Correlation coefficients between the corresponding signal and 

reference pixels. The blue crosses are for corr(Δ𝐼LO, Δ𝐼Ref), and green circles are for 

corr(𝛿𝐼LO, δ𝐼Ref).   

2.2.3 Total noise and detector noise 

Before presenting our noise suppression scheme, we will discuss different noise 

sources. The additive noise Δ𝐼𝐿𝑂 can be decomposed as:  

𝜎(Δ𝐼LO) ∝ √2(𝑁LO + 𝑁r
2 + 𝐷 ∙ 𝑡) + (𝑁LO ∙ 𝑝2)2 (6) 

where 𝜎 means standard deviation throughout this paper. 𝑁r is the readout noise 

(including all electronic and digitization noise).  (𝐷 ∙ 𝑡)1/2 is the dark noise with 𝐷 being the 



20 

dark current and 𝑡 being the integration time. (𝑁LO)
1/2 is the photon shot noise from the LO 

(except for amplitude-squeezed light[50]). All three noise terms are counted by the number 

of electrons. Ideally, they are uncorrelated with one another. (𝑁LO + 𝑁r
2 + 𝐷 ∙ 𝑡)1/2 is the 

noise floor, and (𝑁r
2 + 𝐷 ∙ 𝑡)1/2 is the detector noise which can be measured by blocking 

the light. The factor of 2 before the parentheses in Eq. (6) accounts for the fact that Δ𝐼 is 

defined for a pair of consecutive shots, but is not included when reporting the detector 

SNR. For our dual-row MCT array, the full-well capacity is ~109 electrons in the linear 

response range, and the best dynamic range is ~2800 (although the detector noise level of 

MCT detectors drifts frequently). This gives an estimated (𝑁r
2 + 𝐷 ∙ 𝑡)1/2 ~ 3.6105 

electrons which is more than 11 times the maximal (𝑁LO)
1/2 possible, making photon shot 

noise negligible. Therefore, the SNR of MCT detectors is limited by the detector noise. The 

SNR may be limited by photon shot noise for other types of detectors, especially for many 

sensitive CCD and CMOS arrays. The (𝑁LO ∙ 𝑝2) term represents the contribution of LO 

intensity fluctuation with 𝑝2 being a measure of the fractional intensity change between 

two consecutive shots, and it is the only referenceable common-mode noise shared by both 

the signal and reference detectors. Because the (𝑁LO ∙ 𝑝2)
2 term is quadratically scaled with 

𝑁LO, it can dominate and severely degrade the SNR of heterodyne detection when the LO 

intensity is high. For detectors with large well depths, it is beneficial to work with a high LO 

intensity to exploit the high detector SNR,[40,44,45] and thus good noise suppression is 

especially needed for this case.  
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2.3 Suppression of additive 𝚫𝑰𝐋𝐎 noise 

2.3.1 Derivation of the single-channel method 

We begin with an arbitrary single-reference-channel method where each signal 

channel is referenced by only one reference channel. Here “arbitrary” means that this can 

be one photodiode referenced by another photodiode, an array pixel referenced by a 

photodiode, or an array pixel referenced by another array pixel. To our best knowledge, 

this already generalizes the referencing methods previously covered in the literature. 

First, we propose an extended ratiometric method that introduces two free 

parameters 𝑑LO and 𝑑Ref as an ansatz, and define 𝑘LO ≜ 𝐼LO + 𝑑LO, 𝑘Ref ≜ 𝐼Ref + 𝑑Ref.  

𝐽 ≝
( 𝐼LO + 𝑑LO) + 𝛿𝐼LO

( 𝐼Ref + 𝑑Ref) + 𝛿𝐼Ref
( 𝐼Ref + 𝑑Ref) ≈ 𝑘LO + (𝛿𝐼LO −

𝑘LO
𝑘Ref

⋅ 𝛿𝐼Ref) (7) 

When 𝑑LO = 𝑑Ref = 0, Eq. (7) reduces to the conventional ratiometric method and 𝐽 

becomes the LO intensity after referencing. In the approximation of Eq. (7), we assume 

𝛿𝐼Ref/𝑘Ref ≪ 1. In the case of conventional ratiometric method, this approximation 

requires that the relative intensity fluctuation 𝛿𝐼Ref/𝐼Ref is small. However, we will show 

below that this approximation can always be justified by choosing appropriate values for 

𝑑LO and 𝑑Ref in our extended ratiometric method. Now taking the difference between a pair 

of consecutive shots:  

Δ𝐽 = 𝐽∗ − 𝐽′ = Δ𝐼LO −
𝑘LO
𝑘Ref

∙ Δ𝐼Ref (8) 

Δ𝐽 can be considered as residual Δ𝐼LO noise after referencing and needs to be minimized 

with respect to the free parameters. Because the expected values of both Δ𝐼LO and Δ𝐼Ref are 

zero, the expected value of Δ𝐽 is also zero for any value of 𝑘LO/𝑘Ref. To minimize a random 
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variable with a zero mean, we just need to minimize its variance with respective to the free 

parameters: 

∂ var(Δ𝐽)

∂𝑘Ref
= 0            

∂ var(Δ𝐽)

∂𝑘LO
= 0 (9) 

Both equations yield the same result: 

𝑘LO
𝑘Ref

=
cov(Δ𝐼LO, Δ𝐼Ref)

var(Δ𝐼Ref)
= 𝑅 ∙

𝜎(Δ𝐼LO)

𝜎(Δ𝐼Ref)
(10) 

where cov(Δ𝐼LO, Δ𝐼Ref) is the covariance and 𝑅 = corr(Δ𝐼LO, Δ𝐼Ref) is the correlation 

coefficient between Δ𝐼LO and Δ𝐼Ref. The minimized residual noise is: 

varmin(Δ𝐽) = (1 − 𝑅
2) ∙ var(Δ𝐼LO) (11) 

Because Eq. (10) only imposes a constraint on the ratio, we can adjust 𝑑LO and 𝑑Ref while 

keeping 𝑘LO/𝑘Ref constant without changing the result in Eq. (11). In fact, 𝑑LO and 𝑑Ref can 

be set to be arbitrarily large so that 𝛿𝐼Ref/𝑘Ref ≪ 1 is always justified for Eq. (7).   

Next, we propose an extended subtraction method which introduces one free 

parameter 𝑏 as an ansatz: 

𝐾 ≝ 𝐼LO − 𝑏 ⋅ 𝐼Ref (12) 

When 𝑏 = 𝐼LO/𝐼Ref, Eq. (12) reduces to the conventional subtraction method and 𝐾 can be 

considered as the differential output of analog-balanced photodetectors. Now taking the 

difference between a pair of consecutive shots: 

Δ𝐾 = Δ𝐼LO − 𝑏 ⋅ Δ𝐼Ref (13) 

Δ𝐾 is the residual noise after referencing, and it is also zero mean for any value of 𝑏. 

Minimizing the variance of Δ𝐾 with respect to 𝑏 yields similar results to Eq. (10) and (11): 

𝑏 =
cov(Δ𝐼LO, Δ𝐼Ref)

var(Δ𝐼Ref)
= 𝑅 ∙

𝜎(Δ𝐼LO)

𝜎(Δ𝐼Ref)
(14) 
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varmin(Δ𝐾) = (1 − 𝑅
2) ⋅ var(Δ𝐼LO) (15) 

This is not surprising given the similarity between Eq. (8) and Eq. (13). When both are 

minimized, Δ𝐾 is exactly the same as Δ𝐽 (in the very large 𝑘LO and 𝑘Ref limit) although 𝐾 

and 𝐽 are different. Intuitively, 𝑏 or 𝑘LO/𝑘Ref optimally scales the reference channel Δ𝐼 

fluctuations to the signal channel Δ𝐼 fluctuations when either parameter is found by simple 

linear regression. In the subsequent sections we will focus on the extended subtraction 

method. 

In our method, the effects of uncorrelated noises are explicitly considered because 𝑏 

is calculated from cov(Δ𝐼LO, Δ𝐼Ref) and var(Δ𝐼Ref) rather than mean intensities 𝐼LO and 𝐼Ref 

which average out the noises. This guarantees that our method always suppresses the 

noise more effectively than the conventional methods. To demonstrate this intuitively, 

consider a case where perfectly matched signal and reference detectors detect the same 

light intensities so that 𝐼LO = 𝐼Ref and var(Δ𝐼LO) = var(Δ𝐼Ref). With conventional methods, 

taking the variance of Eq. (13) and (8) under the condition of 𝑏 = 1 and 𝑘LO 𝑘Ref⁄ = 1, 

respectively, leads to var(Δ𝐾) = var(Δ𝐽) = 2(1 − 𝑅) var(Δ𝐼LO). From Eq. (6), 𝑅 is always 

less than 1 due to the presence of uncorrelated noises, which leads to (1 − 𝑅2) < 2(1 − 𝑅). 

This means that the residual noise in our method is always lower than that of conventional 

methods. Sometimes the (𝑁LO ∙ 𝑝2)
2 term in Eq. (6) is so small that the uncorrelated 

detector noises constitute a major noise source for 𝜎(Δ𝐼LO) and 𝑅 is well below 1. This 

occurs when the laser is stable or the light intensity is weak. When 𝑅 < 0.5, the 

conventional methods will increase the noise level after referencing. In contrast, our 

method always reduces noise even for anti-correlation, which is guaranteed by the non-

negative 𝑅2. The above comparison considers the best-case scenario in the conventional 
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methods. In more realistic situations where two detectors cannot be perfectly matched, the 

conventional methods will perform even worse.  

Moreover, by treating the statistics of Δ𝐼LO directly, the referencing performance in 

Eq. (15) does not explicitly contain the consecutive shot correlation 𝑟. Another important 

feature is that because of the linear form in Eq. (13) and 〈Δ𝐼LO〉 = 〈Δ𝐼Ref〉 = 0, our method 

does not introduce any baseline shift or signal distortion even when the light intensity 

fluctuates a lot.  

2.3.2 Combining multiple reference channels 

As shown in Eq. (15), the performance of our referencing method only depends on 

the correlation coefficient 𝑅. When using an array as reference, the reference pixel does not 

need to detect the same wavelength as the signal pixel nor need to be a physical pixel. 

Below we will show that it is possible to linearly combine all physical reference pixels into 

an optimal virtual reference pixel which maximizes 𝑅. 

Figure 8(a) shows the spectral correlation map for Δ𝐼LO in the signal array, 

corr(Δ𝐼LO, Δ𝐼LO). It is clear that Δ𝐼LO on different pixels is most correlated when their 

wavelengths are close, and the correlation decreases with increasing wavelength 

difference. This feature of spectral correlation is quite typical for femtosecond lasers,[38] 

but it may also be more complex depending on the nature of the light source.[28] In Figure 

8(a), the spectral correlation map between the signal array and the reference array, 

corr(Δ𝐼LO, Δ𝐼Ref), also shows similar features. This means that multiple pixels in the 

reference array contain information about the intensity fluctuations of a single pixel in the 

signal array. It is therefore possible to find a linear combination of these reference pixels 
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that will give a higher correlation with the signal pixel than any single reference pixel. 

Following Eq. (13), we write: 

Δ𝑲(𝑖) = Δ𝑰𝐋𝐎(𝑖) − Δ𝑰𝐑𝐞𝐟 𝜷𝑖 (16) 

assuming that the signal array has 𝑚 pixels and reference array has 𝑛 pixels, Δ𝑲 and Δ𝑰𝐋𝐎 

are random row vectors with 𝑚 components, and Δ𝑰𝐑𝐞𝐟 is a random row vector with 𝑛 

components. Δ𝑲(𝑖) and Δ𝑰𝐋𝐎(𝑖) are Δ𝐾 and Δ𝐼LO for the 𝑖th signal pixel, respectively, and 

Δ𝑰𝐑𝐞𝐟(𝑗) is Δ𝐼Ref for the 𝑗th reference pixel. 𝜷𝑖 is a column vector with 𝑛 components, and its 

𝑗th component represents the contribution of Δ𝑰𝐑𝐞𝐟(𝑗) to the 𝑖th virtual reference pixel. Since 

the expected value of Δ𝑲(𝑖) is zero for any 𝜷𝑖, the variance of the Δ𝑲(𝑖) can be minimized 

by ordinary least squares. A closed-form expression for 𝜷𝑖 exists:  

𝜷𝑖 = 〈Δ𝑰𝐑𝐞𝐟
𝑇Δ𝑰𝐑𝐞𝐟〉

−1〈Δ𝑰𝐑𝐞𝐟
𝑇Δ𝑰𝐋𝐎(𝑖)〉 (17) 

where the brackets indicate evaluating the expected values of random variables. For the 

single-reference-channel case, 𝜷𝑖 reduces back to 𝑏 in Eq. (14). Combining all 𝑚 signal 

pixels, Eq. (17) can be written as a concise matrix expression: 

𝑩 = 〈Δ𝑰𝐑𝐞𝐟
𝑇Δ𝑰𝐑𝐞𝐟〉

−1〈Δ𝑰𝐑𝐞𝐟
𝑇Δ𝑰𝐋𝐎〉 = cov(Δ𝑰𝐑𝐞𝐟)

−1 cov(Δ𝑰𝐑𝐞𝐟, Δ𝑰𝐋𝐎) (18) 

where 𝑩 = (𝜷1, 𝜷2, . . . , 𝜷𝑖, . . . , 𝜷𝑚) is a 𝑛 × 𝑚 matrix. The 2nd equality in Eq. (18) utilizes the 

fact that the expected values of Δ𝑰𝐑𝐞𝐟 and Δ𝑰𝐋𝐎 are zero vectors. The matrix cov(Δ𝑰𝐑𝐞𝐟) is 

positive-definite because the detector noises are always linearly independent between 

different pixels. Therefore, matrix inversion can be robustly and efficiently computed by 

the Cholesky decomposition, even when the reference array has many pixels. Inserting Eq. 

(17) back into Eq. (16), we get the residual noise after multi-channel referencing: 

varmin(Δ𝑲(𝑖))

var(Δ𝑰𝐋𝐎(𝑖))
= 1 −

cov(Δ𝑰𝐋𝐎(𝑖), Δ𝑰𝐑𝐞𝐟) cov(Δ𝑰𝐑𝐞𝐟)
−1 cov(Δ𝑰𝐑𝐞𝐟, Δ𝑰𝐋𝐎(𝑖))

var(Δ𝑰𝐋𝐎(𝑖))
(19) 
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The quotient on the right-hand side of Eq. (19) is a generalization of 𝑅2 in Eq. (15). It is also 

non-negative, which guarantees that multi-channel referencing will not increase the noise 

level.  

The third row of Figure 6 illustrates the statistics of residual additive noise after 

multi-channel referencing with a virtual pixel that linearly combines all 32 physical 

reference pixels. The autocorrelation is almost flat around zero after the initial drop, which 

resembles that of ideal white noise. Compared with Δ𝐼LO, the histogram of Δ𝐾 has a much 

narrower distribution, and the amplitude spectrum is lowered by about 10 dB.  

 

Figure 8. (a) Spectral correlation of Δ𝐼 between pixels within the signal array (top) and 

between the signal and reference arrays (bottom). (b) Scatter plot of a trajectory with 10K 

data points to show the relationship between the 29th signal pixel and the 29th physical or 

virtual reference pixels. The left column is for the single-channel method in Eq. (13). The 

right column is for the multi-channel method in Eq. (16). The coefficient 𝑏 and column 

vector 𝜷29 were optimized based on Eq. (14) and (17), respectively. The black line in the 

top row is 𝑦 = 𝑥, which is the best linear least-squares fit of the data. (c) Performance of 

different reference methods as measured by 𝜎(Δ𝑲). The blue circles, orange squares, and 

red triangles show the results from the conventional ratiometric, our single-channel and 

multi-channel reference method, respectively. The green diamonds show the total noise 

floor in the conventional methods, and the black dashed line shows the detector noise of 

the signal array only. Raw data statistics are shown in Figure 7.  
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Compared with the single-channel method, noise suppression is more effective with 

the multi-channel method. Figure 8(b) shows that the virtual reference pixel provides a 

better prediction of Δ𝐼LO with much less scattered residual noise Δ𝐾 than the physical 

reference pixel. The correlation coefficient 𝑅 is 0.935 in the single-channel method and is 

optimized to 0.988 in the multi-channel method, resulting in an additional noise reduction 

of 2.3 times. The noise suppression follows the predicted (1 − 𝑅2)1/2 dependence from Eq. 

(15) and (19), where 𝜎(Δ𝑲) drops steeply when 𝑅 approaches 1. For pixels that measure 

the spectrum edge with low light intensity, the uncorrelated detector noises will lower 𝑅 so 

that single-channel referencing is not as effective. Multi-channel referencing, however, can 

maximize 𝑅 by utilizing the spectral correlation between different wavelengths.  

Figure 8(c) illustrates how close each method can push the residual noise 

𝜎(Δ𝑲) toward the noise floor. For the 13th signal pixel, which is the noisiest in this dataset, 

the conventional ratiometric, our single- and multi-channel referencing methods suppress 

the noise by a factor of 7.2, 12.2 and 19.6, respectively. In the conventional methods, the 

total noise floor contains detector noises from both signal and reference pixels and can be 

approximated by the root-sum-square of both contributions.[43] The residual noise after 

conventional referencing is still well above the conventional noise floor, indicating that the 

theoretical limit cannot be achieved in practice. In contrast, our multi-channel method 

brings the residual noise below the conventional noise floor, and only ~38% higher than 

the detector noise of signal array. This means that there is a different noise floor limit for 

the new method (discussed below in Section 2.5.1). Using multi-channel referencing, the 

best achievable 𝜎(Δ𝐾/𝐼LO) before averaging is lower than 1/1400 with MCT detectors 

working in the linear range, or 1/2000 in the nonlinear range (see Section 2.5.3). This 
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corresponds to a RMS noise level below 10 µOD (OD is the absorbance in 10-base) after 

averaging over 500 pairs of laser shots (1 second).  

2.3.3 Implementation methods 

In the above discussion, we collected all the LO spectra without the nonlinear signal 

(pump blocked) and calculated 𝑩. In real data collection, the LO is mixed with the nonlinear 

signal and hence 𝑩 needs to be estimated. One natural idea is to insert a small amount of 

blank shots without signal (pump is blocked but other conditions are the same) and 

estimate 𝑩 based on these shots. Accordingly, shots that contain signal are called signal 

shots. There are many ways to distribute blank shots with the only requirement that at 

least two consecutive blank shots are inserted between signal shots to satisfy the definition 

of Δ𝐼. We will consider two special cases while keeping the total number (percentage) of 

blank shots the same. In the fully-aggregated case, all the blank shots are collected together 

in one segment of data acquisition period. In the fully-dispersed case, only one blank-shot 

pair is inserted at a time, and the blank-shot pairs are distributed evenly among the signal 

shots. 𝑩 is estimated after all the blank shots are collected. To characterize the quality of 

the estimation for 𝑩, we define a quality factor 𝑞: 

𝑞 = 〈
 𝜎(Δ𝑲) based on the estimated 𝑩 from blank shots

𝜎(Δ𝑲) based on the optimal 𝑩 from all shots
〉 (20) 

The brackets indicate the quadratic mean of all pixels. By definition, 𝑞 is always larger than 

1. The closer 𝑞 is to 1, the better the estimation.  



29 

 

Figure 9. (a) Convergence of the 𝑞 factor as a function of the number of blank shots. Red is 

for the fully-aggregated case, and blue is for the fully-dispersed case.  (b) Long-term 

stability of the 𝑞 factor as a function of time. Red is using a fixed 𝑩 estimated from a single 

dataset, whereas blue is using 𝑩 refreshed on-the-fly.  

To evaluate the number of blank shots needed and the convergence of 𝑩 estimation 

toward the optimal 𝑩, we saved 100 datasets each of 40K total shots. For each dataset, we 

assigned a certain number of blank shots and calculated the corresponding estimated 𝑩 

and 𝑞. Figure 9(a) plots the mean value and standard deviation of 𝑞 over the 100 datasets 

versus the number of blank shots, with the blank shots distributions being either fully-

aggregated or fully-dispersed. For both distributions, 𝑞 decreases rapidly at the beginning, 

reaching around 1.03 with only 1000 blank shots or 2.5% of the total shots. Further 

convergence is much slower and may be unnecessary considering the extra time cost of 

collecting more blank shots. Note that these numbers are validated with our MCT array 

which has only 32 pixels for reference detection. For a reference detector that has many 

more pixels, such as a CCD/CMOS array, the number of blank shots should be much higher 

than the number of pixels so that 𝑩 estimation is an overdetermined problem. Figure 9(a) 

also shows that the fully-aggregated case gives a lower 𝑞 than the fully-dispersed case 

when the number of blank shots is low. This trend is reversed with more blank shots. The 

former behavior is because the fully-aggregated case generates (𝑛 − 1) consecutive pairs 
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from 𝑛 blank shots, whereas the fully-dispersed case only generates 𝑛/2 pairs. With more 

consecutive pairs, 𝑩 estimation is more accurate, especially when the number of blank 

shots is low. However, the fully-aggregated blank shots are not as representative of the 

statistical feature of the whole dataset as the fully-dispersed blank shots. This explains why 

the fully-dispersed case gives a lower 𝑞 for larger numbers of blank shots. Furthermore, the 

fully-dispersed case also gives much smaller standard deviations, and hence the 

performance is more robust across different datasets. On the other hand, the fully-

aggregated distribution has the advantage of early convergence and can be easily 

implemented in any experimental setups by simply blocking the pump (or signal) beams 

manually or with a motorized optical shutter. The fully-dispersed distribution generally 

requires a fast modulator like an AOM to arbitrarily control the percentage of blank shots, 

although it can also be achieved by a modified mechanical chopper wheel. Depending on 

the specific experimental details, such as the number of reference pixels and the laser 

repetition rate, it is possible to design another distribution of blank shots that combines the 

benefits of both cases.  

To check the long-term stability of 𝑩 estimation, we saved a dataset of 8000 shots 

(which takes 8 seconds) every minute over a period of about 11 hours. Immediately before 

the data collection began and after about 9 hours into the process, we refilled the MCT 

array with LN2 to introduce an external disturbance. We calculated the 𝑞 factor by 

estimating 𝑩 in two ways: first, by using the whole 8000 shots taken at 300 min and 

applying this fixed 𝑩 to each dataset; and second, by using the first 800 shots in each 

dataset and applying the “on-the-fly” 𝑩 to the entire 8000 shots of that dataset. Figure 9(b) 

shows the 𝑞 factor as a function of time. The fixed 𝑩 estimation works quite well during the 
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period without external disturbance. The 𝑞 is about 1.01, lower than that of “on-the-fly” 

estimation because more blanks shots are included in the estimation. The fixed 𝑩 

performance is less satisfactory when the MCT array was refilled with LN2. In comparison, 

the “on-the-fly” method has a steadier performance even when LN2 was added. Depending 

on the types of detectors and stability of lasers, both the fixed and “on-the-fly” estimation 

methods can find their applications. Essentially, our method digitally post-balances 

arbitrary detectors with a small additional cost of time. Unlike those analog-balanced 

photodiodes with fixed balancing settings, our method can compensate for slow drifts of 

system during data collection when 𝑩 is refreshed periodically.  

Another question is whether or not 𝑩 has to be refreshed when scanning some 

experimental parameters, such as the T delay (transient absorption), the  delay (photo 

echo), the wavelength (hole-burning), and the polarization state of excitation beams. In Eq. 

(18), 𝑩 depends on the LO and reference beams but not on the sample signal. Therefore, 𝑩 

has to be refreshed only when the intensity/spectrum of the LO or reference beams are 

changed in a parameter scan. Most parameter scans, including the ones stated above, do 

not change the LO or reference beams, and therefore a new 𝑩 is not required. One 

exception is when the position of a heterogeneous sample is scanned in a pump-probe 

experiment. In experiments like the heterodyne photo echo, where the LO and reference 

beams do not pass through the sample, a new 𝑩 is not required even when the sample 

position is scanned.  

After 𝑩 is estimated from the blank shots using Eq. (18), the additive noise in the 

signal shots is then removed by calculating Eq. (21). The involved matrix operations can be 

efficiently calculated in real time even for high-repetition-rate systems.[16,17,43] 
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𝑺 ≝ Δ𝑰𝐭𝐨𝐭 − Δ𝑰𝐑𝐞𝐟 𝑩 (21) 

To illustrate the effect of proper referencing, Figure 10(a) shows a sample scan over the 

coherence time  in a 2D IR experiment. The sample was a solution of N-methylacetamide 

(NMA-d) in deuterated water with a 5 mOD amide-I peak in the FTIR spectrum. The traces 

come from the same dataset processed with three different referencing methods, and they 

are shown without applying any smoothing. A fully-aggregated blank shot distribution was 

adopted for the multi-channel referencing. Compared with the traces without referencing 

and with the conventional ratiometric referencing, our multi-channel referencing 

significantly improves the SNR. We typically observe a 10-30 times improvement over no 

referencing in our system.  

 

Figure 10. (a) Traces of the  scan in a 2D IR experiment of NMA-d/D2O. Performance of 

multi-channel referencing (red) compared with conventional ratiometric referencing 

(blue) and no referencing (green). Convolutional noise is not removed yet. (b) The 

correlation coefficient between Δ𝐼LO and 𝐼LO
′  (blue square) and between Δ𝐾 and 𝐼LO

∗  (red 

circle).  

Sometimes linear combinations (such as subtraction, average, and FFT) of data from 

different signal pixels or from multiple signal detectors (like balanced heterodyne 

detection) are needed. Our reference scheme is fully compatible with these operations. It 

can be easily shown that Eq. (18) and (21) are still the optimal solutions to additive noise 
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suppression for combined pixels, as long as the equations are applied before linear 

combinations. 

2.4 Suppressing convolutional noises 

The next step is to suppress the convolutional noise. Combing Eq. (2), (16) and (21), 

the heterodyned signal for the 𝑖th signal pixel in pump-probe experiments with chopping 

becomes:  

𝑺(𝑖) = Δ𝑲(𝑖) + 𝜒(3)𝐼LO
∗ 𝐼Pu

∗ (𝑖) (22) 

As shown in Eq. (4), we can remove the intensity fluctuations in 𝐼LO
∗ 𝐼Pu

∗  by dividing by [1 +

(𝛿𝐼/𝐼)̅] for both beams. For phase-cycling in Eq. (3), the expression is more complex 

because it contains (𝐼LO
∗ 𝐼Pu

∗ + 𝐼LO
′ 𝐼Pu

′ ) involving both consecutive shots. For other techniques 

in general, we can remove the fluctuation by dividing the expression by [1 + (𝛿𝐼/𝐼)̅]1/2 for 

LO and each occurrence of field-matter interaction of the excitation beams. For the 

excitation beams derived from the same source as the LO, their intensity fluctuation is 

tracked by the reference detector. Otherwise, the intensity fluctuation of each excitation 

beam can be monitored individually by a photodetector. In principle, the convolutional 

noises need to be factored out from the correct version of Eq. (22) for different techniques 

in a shot-to-shot basis. Otherwise, the spectrum will be distorted even with infinite 

averaging due to non-zero correlation between the intensities of different beams (e.g. the 

third term in the parenthesis of Eq. (5), as discussed previously.[29] In reality, we found 

that signal distortion is usually negligible compared with other noise terms within 

reasonable averaging time. We also took the red trace in Figure 10(a) and further removed 

the convolutional noise and did not notice observable differences. This is consistent with 
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our earlier analysis in Section 2.2.1 that the convolutional noise is orders of magnitude 

smaller than the additive noise in pump-probe spectroscopy.    

Although our reference detector is an array, we usually sum over all its pixels and 

use the result to factor out LO intensity fluctuation. We found that this simple method is 

sufficient for our purpose. It also avoids the numeric instability problem if some pixels give 

near zero intensity. However, sometimes the LO intensity on every signal pixel is needed if 

the intensity fluctuations at different wavelengths are very different. This information can 

be reconstructed by the same 𝑩 in Eq. (18) utilizing reference detectors which can have 

different numbers of pixels. For experiments using chopping, the LO spectrum of the 

pumped shot can be reconstructed from the un-pumped shot as:  

𝑰̂𝐋𝐎
∗ ≝ 𝑰𝐋𝐎

′ + Δ𝑰𝐑𝐞𝐟 𝑩 (23) 

Here the hat ^ symbol denotes the reconstructed intensity. From Eq. (16), the 

reconstruction error is 𝑰𝐋𝐎
∗ − 𝑰̂𝐋𝐎

∗ = Δ𝑲. For experiments using phase-cycling, (𝑰𝐋𝐎
∗ + 𝑰𝐋𝐎

′ ) 

can often be approximated by (𝑰𝐭𝐨𝐭
∗ + 𝑰𝐭𝐨𝐭

′ ) because the 𝐸LO𝐸Sig terms with opposite phase 

cancel each other, except for when strong background signals remain. With this 

approximation, the LO spectrum can be reconstructed as:  

   𝑰̂𝐋𝐎
∗ ≝ (𝑰𝐭𝐨𝐭

∗ + 𝑰𝐭𝐨𝐭
′ + Δ𝑰𝐑𝐞𝐟 𝑩) 2⁄          𝑰̂𝐋𝐎

′ ≝ (𝑰𝐭𝐨𝐭
∗ + 𝑰𝐭𝐨𝐭

′ − Δ𝑰𝐑𝐞𝐟 𝑩) 2⁄ (24) 

with reconstruction errors being 𝑰𝐋𝐎
∗ − 𝑰̂𝐋𝐎

∗ = Δ𝑲/2 and 𝑰𝐋𝐎
′ − 𝑰̂𝐋𝐎

′ = −Δ𝑲/2. As already 

shown in Figure 8(c), Δ𝑲 is very small, which means that Eq. (23) and (24) can reconstruct 

LO spectra with high accuracy.  

When dividing Eq. (22) by the [1 + (𝛿𝐼/𝐼)̅]1/2 terms to suppress convolutional 

noise, the residual additive noise Δ𝑲 is also divided by these factors. While Δ𝑲 is zero-

mean, the quotient is not necessarily zero-mean. In fact, the baseline of a pump-probe 
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spectrum without referencing, 〈Δ𝐼LO/𝐼LO
′ 〉, is not zero[29] although 〈Δ𝐼LO〉 is zero, which is 

due to their nonzero corr(Δ𝐼, 𝐼′) = −[(1 − 𝑟)/2]1/2. Furthermore, this correlation can have 

wavelength-dependence as shown in Figure 10(b). This leads to a wavelength-dependent 

baseline shift, especially when a supercontinuum probe is used.[28] In comparison, 

corr(Δ𝐾, 𝐼LO
∗ ) with 𝐼LO

∗  reconstructed from Eq. (23), is basically zero as shown in Figure 

10(b). This guarantees that the baseline of pump-probe spectra with our reference scheme, 

〈Δ𝑲/𝑰̂𝐋𝐎
∗ 〉, converges to zero. When the referencing performance described by Eq. (19) is 

very good, Δ𝑲 is virtually uncorrelated with the intensity fluctuation of any beam because 

it mainly contains uncorrelated detector noise and photon shot noise. In summary, our 

reference scheme does not introduce baseline shift and signal distortion in the step of 

convolutional noise suppression. 

2.5 Discussion 

2.5.1 Referencing with a different number of pixels 

With the concept of virtual reference pixels, the signal and reference detection no 

longer need to be matched because there is no requirement for pixel wavelength mapping. 

To test this, we used a 164 pixel MCT array as an additional reference detector. It has 

different pixel size, responsivity and electronics from those of the 2x32 array, and was 

placed behind a home-built spectrograph (see Figure 5). Figure 11(a) shows 𝜎(Δ𝑲) of the 

signal array after referencing with different arrays. While referencing with the 32 pixels on 

the bottom reference array is already effective, referencing with the 164 pixel array 

performs even better. This is clear evidence that matched detectors are not necessary in 

our scheme. Moreover, referencing with a combination of 96 pixels from both arrays 

further improves the performance compared to referencing with individual arrays. This is 
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because the combination of multiple arrays increases the degrees of freedom and enables 

better minimization in Eq. (17). Therefore, a major advantage of our method over the 

conventional methods is that including more reference pixels helps to further reduce noise 

instead of introducing additional noise.  

The residual noise after 96-pixel referencing is on the same level as the detector 

noise of the signal array. This shows that, with complete referencing, the lowest possible 

residual noise level is the noise floor of the signal array only, which has not been realized 

before (to the best of our knowledge). This theoretical limit is even lower than that of 

analog-balanced photodetectors, where the photon shot noise and dark noise of the 

reference photodiode will add to the total noise floor.  

 

Figure 11. (a) Residual noise after referencing with a 32-pixel array (blue circles), an 

unmatched 64-pixel array (red triangles), and a combined 96-pixel array composed of the 

32- and 64-pixel array (green squares). The detector noise of the signal array is shown as 

the dashed line in both panels. Because the detector noises of our signal and reference 

arrays were partially correlated, some pixels on the green-square curve show residual 

noise slightly below the detector noise. (b) Dependence of residual noise on the number of 

reference pixels (indicated in the legend). The number of reference pixels was reduced 

from 32 to 8, 4, 2, and 1 by digitally binning over 4, 8, 16, and 32 adjacent pixels, 

respectively, and re-calculating 𝑩 for each case. The blue-circle curve in (a) and (b) are the 

same as the red-triangle curve in Figure 8(c).  
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To explore the effect of reducing the number of reference pixels, we digitally binned 

the data from adjacent reference pixels. The results are shown in Figure 11(b). As expected, 

full 32-pixel referencing gives the best noise suppression, yet the performance of 4-pixel 

referencing is already reasonably good. The small improvement over a large increase in the 

number of pixels suggests that most of the pixels in the reference array are providing 

largely redundant information. We believe that this redundancy is common in various 

detection systems, although the amount of redundancy depends on the total number of 

reference pixels and characteristics of light source. A reference array with less pixels is 

preferable when the per-pixel cost of the detector is high, especially in the near-IR and mid-

IR range. Less reference pixels may also be preferable when the LO is not intense so that 

only a small portion of the energy can be used for reference detection without sacrificing 

the SNR on the signal detector.[43] For this case, one way to achieve good referencing is to 

use the same type of detectors for signal and reference detection, but to reduce the number 

of reference pixels by using a much less dispersive spectrograph to give a similar light 

intensity on the signal and reference pixels.  

2.5.2 Effect of detector SNR on the noise floor 

In this section we explore the effect of detector SNR on reference performance. 

Because our MCT arrays have relatively high SNRs, we can simulate detectors with lower 

SNRs by adding different amounts of noise to the raw data before referencing. This also 

provides a simulation for detectors in other spectral range, like CCD and CMOS arrays 

which typically have lower SNRs. Two different patterns of noises were added to simulate 

two types of detectors where either detector noise (𝑁r
2 + 𝐷 ∙ 𝑡)1/2 or photon shot noise 

(𝑁LO)
1/2 dominates the noise floor. Both noises are white Gaussian noises with zero means, 
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but they have different pixel dependencies because photon shots noise depends on the 

intensity. 

Figure 12(a) shows the residual noise after increasing the detector noise in the 

signal array to 𝑙 multiples of the original level, and Figure 12(b) shows results for 

increasing the detector noise in the reference array. The statistics of the raw data measured 

with light off and on, respectively, are plotted in Figure 7(a) and Figure 7(b). When the 

original dataset was taken, the highest detector SNR was ~2100 (1400) for the signal 

(reference) array. Increasing the detector noise level by 8 times reduces the highest SNR to 

~260 (170), which are typical values for many CCD and CMOS arrays. Figure 12(c) and 

Figure 12(d) show the residual noise after adding 𝑙 multiples of photon shot noise to the 

signal and reference arrays, respectively. Because photon shot noise on our MCT detector is 

negligible (Section 2.2.3), we simulated its effect by generating uncorrelated white noise 

and scaling it proportionally to the square root of the mean intensity in Figure 7(c). To 

compare directly with Figure 12(a) and Figure 12(b), the amount of photon shot noise is 

defined as “8 multiples” when adding it reduces the highest SNR of the signal (reference) 

array to ~260 (170). Other multiples are scaled accordingly.   

When the noises are added to the signal array as shown in Figure 12(a) and Figure 

12(c), the residual noise level increases almost linearly with the multiples. The pixel 

dependence of residual noises also reflects the type of noises added: almost flat for 

detector noise, and proportional to the square root of the mean intensity for photon shot 

noise. This means that the added noise directly enters into the residual noise, which is 

expected because referencing cannot remove the uncorrelated noises. On the contrary, the 

noise added to the reference array does not directly enter into the residual noise as shown 
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in Figure 12(b) and Figure 12(d). The pixel dependence of 𝜎(Δ𝑲) is not flat when detector 

noise is added. Instead it loosely follows the pixel dependence of 𝜎(Δ𝑰) shown in Figure 

7(b). This behavior can be understood from Eq. (15) and (19), where the effect of noise in 

the reference array is transmitted to Δ𝑲 through 𝑅2. Increasing the noise floor of the 

reference array reduces 𝑅2, and hence degrades the referencing performance. The pixel 

dependence in Figure 12(b) and Figure 12(d) comes from the unsuppressed laser noise 

rather than the added white noise. 𝜎(Δ𝑲) in Figure 12(d) is lower than that in Figure 12(b) 

because the added photon shot noise is lower than the added detector noise (of the same 

multiples) outside the central pixels.  

 

Figure 12. Effect of detector SNR on referencing performance. The legend indicates the 

multiples (l) of noise included. (a) Adding detector noise to the signal array; (b) adding 

detector noise to the reference array. Because the original data already contains one part of 

detector noise, the added detector noise is scaled by (𝑙2 − 1)1/2. (c) Adding photon shot 

noise to the signal array; and (d) adding photon shot noise to the reference array.  

In addition, 𝜎(Δ𝑲) in both Figure 12(b) and Figure 12(d) is much lower than its 

counterparts in Figure 12(a) and Figure 12(c), and the advantage is even larger when the 

multiples are higher. This means that reducing the SNR of the reference array does not 
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deteriorate the referencing performance as severely as reducing the SNR of the signal 

array. This is because the performance of our reference scheme is related to the effective 

SNR of virtual reference pixels, which is higher than the SNR of physical reference pixels. 

The extent of gain in effective SNR from linear combination of multi-channels depends on 

factors like the reference pixel count and the spectral correlation pattern between different 

wavelengths. In terms of detector choices, this means that it is more important to use high 

SNR detectors for signal detection. For reference detection, good referencing can be 

achieved by using detectors with either high pixel SNR or large pixel number. In the 

example of 96-pixel referencing, it is realized by including more pixels. In the example of 

less-pixel referencing, binning over adjacent pixels increases the effective SNR of resulting 

pixels, which partially compensates for the effect of less pixels.    

2.5.3 Non-linearity of detectors 

The pixels in an array detector can have significant non-uniform responsivity. More 

generally, the detector response is not linear against light intensity, and the non-linearity 

also varies across pixels. Most applications utilize detectors only in the linear range for 

simplicity. However, sometimes it is preferable to exploit the nonlinear range for better 

SNR.[51] For example, our MCT array has about twice the maximum SNR in the nonlinear 

range compared with the linear range, as shown in Figure 13(b).  

For our MCT array, the response is nonlinear when a low gain setting is used as 

shown in Figure 13(a). We usually fit the calibration curve with a rational function 𝐼 =

𝑓(𝑥) = 𝑃(𝑥)/𝑄(𝑥) where 𝑥 is the detector readout, 𝑃(𝑥) is a quadratic or cubic polynomial, 

and 𝑄(𝑥) is a linear polynomial. 𝑓(𝑥) is different for every pixel in the array, and it also 

depends on the spectral range and on the position where the light is focused on the pixel. 
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This makes frequent re-calibration necessary, which is very time consuming. With 

conventional methods, 𝑓(𝑥) for both the signal and reference detectors must be accurately 

calibrated before the referencing step. With our referencing method, no 𝑓(𝑥) is needed for 

the additive noise suppression step. Equation (18) and Eq. (21) can be directly evaluated 

using the detector readout 𝑥, instead of the calibrated intensity 𝐼. The two equations can be 

applied to the nonlinear response because the calculation of 𝑩 only involves terms 

representing small fluctuations around zero where the linear approximation is sufficient 

locally. We found that this method works well in the nonlinear response range with 

intensity fluctuation up to 10% (data not shown).  

 

Figure 13. Characteristics of one pixel from our MCT arrays. The detector has adjustable 

gain settings corresponding to different full-well capacities. (a) Calibration curves for 

detector responsivity. (b) Relative SNR as a function of detector outputs. Red (blue) is for 

high (low) gain where the response is linear (nonlinear).  

To further remove the convolutional noise from the LO fluctuation, only 𝑓(𝑥) for the 

signal array is needed. The resulting 𝑺 from Eq. (21) is calibrated by multiplying with the 

derivative 𝑓′(𝑥) which can be evaluated either at 𝑥 of the pumped shot, or at mean 𝑥 (the 

difference is negligible). When 𝑓(𝑥) is a rational function, 𝑓′(𝑥) is also a rational function 

which can be calculated analytically. The convolutional noise is then factored out from the 

calibrated 𝑺 as described in Section 2.4 using the calibrated LO intensity. If the signal array 

is used in the linear range and the reference array is used in the nonlinear range, no 
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calibration curves are needed and the higher SNR in the reference array can be exploited to 

achieve better referencing.  

2.5.4 Extension of the ∆𝑰 definition and B estimation  

In earlier sections, Δ𝐼 is defined as the intensity difference between two consecutive 

shots. This convenient definition is based on the fact that most chopping and phase cycling 

patterns are simply cycled by two shots. However, there exist complex scenarios that 

involve more than two shots. For example, in some dual-color pump-probe experiments, 

the signal is proportional to the difference between the 1st and 3rd shots. In some phase-

cycling patterns, the signal is extracted by taking the difference between the 1st shot and 

the mean of the 2nd and 3rd shots. Another scenario is when the detector pixel integrates 

several (n) light pulses before readout. This method is often used when the readout rate is 

slow compared to the laser repetition rate, or a single laser pulse is not intense enough to 

saturate the detector pixel. In this case, the signal is extracted by taking the difference in 

total energy between two consecutive groups of n laser pulses. In any of the above cases, 

the ∆𝐼 term should be defined according to the specific chopping, phase-cycling pattern, or 

detector readout mode.  

For these complex scenarios, the corresponding 𝑩 can be calculated from Eq. (18) 

by consistently defining ∆𝐼 for both the signal shots and the blank shots. We have validated 

this on our experimental setup and found it works well, although the residual noise 

marginally increased compared to the case of consecutive shots. However, such a 

consistent ∆𝐼 definition makes the implementation of blank shots more complex (especially 

for the fully-dispersed distribution) since it requires inserting different numbers of 

consecutive blank shots for different ∆𝐼 definitions. While this is not really an issue when a 
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programmable optical modulator is available, it is almost impossible when a mechanical 

chopper is used.  

 

Figure 14. Effect on reference performance with different lag. Lag = n is defined for the 

shot pair difference, Δ, between the current and nth consecutive shot. First 𝑩 is calculated 

from shot pair difference with a given lag. Then this 𝑩 estimate is used to calculate 𝜎(Δ𝑲) 

for the normal consecutive shot difference. Note that lag = 1 corresponds to 𝑩 calculation 

for the normal consecutive shot case (i.e. full referencing). In the chopping case, lag = 2 

corresponds to referencing with the chopped shots only. (a) 𝜎(Δ𝑲) of the mid IR spectrum 

with 𝑩 estimated with different lags. The 1x64 MCT array is used as the reference detector, 

and top array of the 2x32 MCT as the signal detector. (b) Reference performance for pixel 

15 in (a) as a function of lag. 𝜎Lag is 𝜎(Δ𝑲) as defined in (a), and 𝜎Full is 𝜎(Δ𝑲) with lag = 1.  

As a convenient alternative, we found that B can be estimated by inconsistently 

defining ∆𝐼 for the blank shots and the signal shots with a negligible loss of performance. 

Consider a situation where we still want to reduce the ∆𝐼 between consecutive shots but 

estimate B based on ∆𝐼 of two shots with a given lag (lag=1 means normal consecutive 

shots). Figure 14 demonstrates the loss of performance as the lag becomes large. Figure 

14(a) shows there is a sudden increase of residual noises from lag=1 to lag=30, but then the 

residual noises increase mildly. This trend is even clearer in Figure 14(b). We used a 

similarly defined 𝑞 as in Eq. (20) to quantify the performance loss. When lag=1, 𝑞 is exactly 
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1. From lag=1 to lag=2, 𝑞 jumps to 1.015. It then increases with steady slope until roughly 

lag=40 and tops off around lag=150. This loss of performance is expected since more low 

frequency fluctuations enter into B estimation with larger lag, while we are trying to 

suppress the ∆𝐼 noise between consecutive shots. However, 𝑞 remains within 1.05 until 

around lag=20, which means that the referencing performance is reasonably good. 

Realistically lag=20 is very uncommon because most chopping or phase cycling patterns 

only involve smaller number of consecutive shots, like 2-8. The 𝑞 is even closer to 1 with 

smaller lag, although the number will depend on the specific experimental conditions, 

especially laser repetition rate. For kilohertz laser systems, this kind of feature should be 

typical.  

For pump-probe experiments utilizing normal chopping, every other shot is a blank 

shot. Now we can confidently use all the blanks shots to estimate B with lag=2 and apply B 

to signals shots with lag=1. This method is very robust and does not require the insertion 

of additional blank shots. For more complex chopping patterns, B can be similarly 

estimated without any modification to the data collection scheme. For phase cycling, a 

small percentage of additional blank shots are still necessary since there were no blank 

shots initially.  

2.6 UV-Vis and near-IR wavelength with Silicon-based detectors 

2.6.1 Reference performance of high-pixel count cameras 

In this section we demonstrate our referencing method with Si-based CMOS array 

detectors for UV-Vis (white light continuum) and near-IR (femtosecond 800 nm, FWHM 

~15 nm) wavelengths. These detectors and light sources have several key differences from 

the MCT detectors and mid-IR light source discussed in the previous section, even though 
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the referencing method remains the same. First, Si-based detector arrays typically have 

many more pixels than MCT detectors, which allows us to demonstrate all the advantages 

discussed in section 2.5.1. Second, Si-based detectors have lower full-well capacity and 

dark noise than detectors, which gives a different noise floor (as discussed in section 2.5.2). 

Finally, we demonstrate reference detection with a visible light source with a complex 

spectral correlation. 

A schematic of the setup used to collect the 800 nm and white light continuum data 

in this section is shown in Figure 15. To collect data, we use two unmatched home-built 

spectrographs with CMOS arrays: a high well-depth detector, the Hamamatsu S10453-

1024, as a signal array with 1024 pixels and a low well-depth detector, the Hamamatsu 

S11639-01, as a reference array with 2048 pixels. The spectrographs are designed to 

provide a similar spectral range for both detectors. The probe (reference) spectrograph 

uses a f = 250 mm (300 mm) concave mirror. For both spectrographs, a pair of 1800 g/mm 

and 300 g/mm gratings were used for the 800 nm light and white light continuum, 

respectively. The ratio of total light intensity entering the signal/reference spectrographs is 

approximately 21:1 for the 800 nm light. The 800 nm light is used directly from a 

Ti:Sapphire regenerative amplifier, while the white light continuum is generated by 

focusing ~1 μJ of 800 nm onto a sapphire window and collimating the outgoing continuum.  

The temporal statistics for both the 800 nm and white light continuum light source 

show features similar to the mid-IR statistics shown in Figure 6. Figure 16(a) and Figure 

16(b) show the spectral correlation of Δ𝑰 between pixels between the signal and reference 

arrays. The complex spectral correlation for the white light continuum in Figure 16(b) 

likely arises from interference patterns of multifilament generation. The corresponding 
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spectra are shown in Figure 16(c) for 800 nm and Figure 16(d) for the white light 

continuum. The intensity of both light sources on both detectors was around 90% of 

saturation. 

Figure 17 shows the reference performance for both light sources. All data sets used 

60k shots from both detectors and 30k shot pairs to calculate 𝑩. For the 800 nm case in 

Figure 17(a), the LO noise is reduced to the noise floor limit of the signal detector, which is 

dominated by photon shot noise. The SNR for the 800 nm data is approximately 850 for a 

shot pair. For the white light continuum, the reduced LO noise is close to the noise floor 

limit near the spectrum edge (where the intensity is highest) and corresponds to a 

maximum SNR of ~700. Figure 17 demonstrates that satisfactory noise suppression can be 

achieved by utilizing only 5% of the energy for reference detection.  

Figure 18 shows the reference performance for the white light continuum when the 

low well-depth detector is used as the signal detector and the high well-depth detector is 

used as the reference detector. Although the LO noise is reduced to the noise floor limit, the 

maximum detector SNR is much lower at approximately 280. This clearly demonstrates the 

advantage of using a high well-depth detector as the signal detector, even when the LO 

noise is not fully suppressed to the noise floor limit.  

  



47 

 

Figure 15. A schematic of the setup used to collect visible and near-IR reference data. The 

input beam 1 is derived from a femtosecond pulsed 1 kHz 800 nm light source. An optional 

white light generation stage is used to generate the white light continuum data set with a 

sapphire window, and is composed of a waveplate (WP), thin film polarizer (TFP), f=125 

mm concave lens (L1), a 3 mm thick sapphire window (Window), and a f = 50 mm 

collimating lens (L2). The outgoing light is split by a 90% beam splitter, BS, into the probe 

(90%, also the LO) and reference beam (10%), which are then detected by the home-built 

spectrographs. The camera DProbe is triggered by an external trigger source that is 

synchronized to beam 1. Upon a start command from the computer, PC, DProbe generates a 

sync out trigger for every shot collected, which is used to trigger DRef (after DRef has 

received a start command from PC).  
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Figure 16. Spectral correlation of Δ𝑰 between pixels within signal and reference arrays: 

800 nm light in (a) and the white light continuum in (b) with corresponding spectra in (c) 

and (d). S11639-01 is used as the reference and has 2048 pixels. S10453-1024 is the signal 

detector with 1024 pixels. Both detectors are 16-bit with a maximum count of 65536. Note 

that the pixel numbering between the signal and reference detectors is flipped. Panel (c) 

and (d) share the same legend.  
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Figure 17. Reference performance for the 800 nm light data set in (a) and the white light 

continuum data set in (b). The inset in (b) shows 𝜎(Δ𝑰) with a scaled y-axis. The noise floor 

is calculated from the RMS sum (of a shot pair) of the dark noise and photon shot noise 

assuming a 2 Me- full-well capacity for the signal detector. Note that the noise floor largely 

overlaps with the Δ𝑲 line, indicating that the reference performance is down to the noise 

floor limit. S10453-1024 is the signal detector and S11639-01 is the reference detector. 

Both panels share the same legend.  
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Figure 18. Reference performance of the white light continuum data, but with the S11639-

01 as the signal detector and S10453-1024 as the reference detector. The noise floor is 

calculated the same way as in Figure 17, but with the an assumed full-well capacity of 100 

ke-. The noise floor largely overlaps with the Δ𝑲 line, indicating that the reference 

performance is down to the noise floor limit. Note that the noise floor limit is higher for 

S11639-01 (lower SNR), as compared to S10453-1024 in Figure 17 (higher SNR). 

2.6.2 Reference pixel data compression 

The introduction of high-pixel count reference detectors comes with the following 

costs: first, 𝑩 calculation becomes computationally expensive and second, not enough 

blank shots can be collected for a robust 𝑩 estimation with small percentage of blank shots 

and within reasonable time. These problems are easily mitigated because the different 

reference channels contain largely redundant information and may therefore be 

compressed into less reference channels. This is done through an extended definition of the 

reference channels: 
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Δ𝑰𝐑𝐞𝐟
𝒆𝒙𝒕 ≝ Δ𝑰𝐑𝐞𝐟 𝑪 (25) 

where 𝑪 is a 𝑛 × 𝑝 matrix (𝑝 < 𝑛) that takes a linear combination of the original 𝑛 reference 

channels of Δ𝑰𝑹𝒆𝒇 and maps them into 𝑝 compressed reference channels, Δ𝑰𝑹𝒆𝒇
𝒆𝒙𝒕 , of reduced 

dimensionality. Δ𝑰𝑹𝒆𝒇
𝒆𝒙𝒕  is then used in eq. (18) and (21).  

Examples of reference pixel data compression include, but are not limited to, 

binning and principal component analysis (PCA). These two methods demonstrate two 

different cases of data compression: the pixel binning case is computationally simple (and 

may be implemented in hardware), while the PCA case provides data compression that is 

more representative of the uncompressed data. In the case of pixel binning, 𝑪 corresponds 

to a matrix that averages neighboring pixels. The number of neighboring pixels binned 

does not necessarily have to be uniform across the detector array. For the PCA case, 𝑪 

corresponds to a matrix that is composed of the first 𝑝 loadings for the original reference 

data set (Δ𝑰𝑹𝒆𝒇). The number of effective pixels is therefore the number of principal 

components used.  
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Figure 19. The effect of reference data compression on reference performance, 𝜎(Δ𝑲), 

measured in counts. In the left column, (a) and (c), the data compression corresponds to 

binning neighboring pixels. The data corresponds to the number of combined pixels left 

after binning. In the right column, (b) and (d), data compression corresponds to a linear 

combination of pixels as found by PCA. The number, n, of compressed pixels corresponds to 

the first n principal components. 

We demonstrate the results of the two cases in Figure 19 for the 800 nm light and 

white light continuum, which have very different reference channel correlation statistics. In 

Figure 19(a) and Figure 19(b) we show the effects of binning and PCA for the 800 nm data 

set. Similar to the mid-IR case shown in Figure 11(b), compressing reference data down to 
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one pixel (diamond) shows some improvement, but the Δ𝑲 noise is still far above the noise 

floor. Note that the solid lines show the performance of full referencing, or referencing 

without data compression, which is close to the noise floor. In the two-pixel case (upside-

down triangle), PCA shows some improvement over binning. With more pixels, both 

methods quickly converge, with PCA always slightly outperforming binning. In general, the 

use of PCA is not warranted when the reference channel correlation (not shown but is 

similar to Figure 16(a)) is relatively simple.  

The case is quite different for the white light continuum, Figure 19(c) and Figure 

19(d), which contains interference from multiple filaments and has a very complex 

reference channel correlation (not shown, but is similar to Figure 16(b))). With one 

compressed pixel (diamonds), the two methods perform relatively poorly. The binning case 

can effectively reduce Δ𝑲 noise where the reference channel correlation remains simple (in 

the middle of the spectrum) but fails completely at the edges of the spectrum. PCA 

reduces Δ𝑲 noise at the edges even for one pixel but fails in the middle of the spectrum. 

With two compressed pixels (upside down triangle), PCA shows a significant improvement, 

while binning shows a small improvement at the spectrum edge. With four compressed 

pixels (right-side up triangle), the PCA performance converges to the performance seen 

with full referencing (solid line). Meanwhile binning shows some additional improvement 

near the spectrum edge but is still far from converged. This shows that, even with the 

complex spectral correlation, the noise information in the reference channels can be 

effectively compressed down to four pixels via PCA. The small number of effective pixels 

makes it possible to refresh 𝑩 frequently, which is important in applications like pump-

probe and 2D-IR microscopy. 
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We conclude this section by noting that the exact method used for calculating 𝑪 

depends on the properties of the light source. Like 𝑩 estimation in section 2.3.2, 𝑪 can also 

be periodically refreshed (e.g. in the case of PCA), although it does not have to be refreshed 

as often as 𝑩. Unlike with 𝑩 estimation, 𝑪 is usually calculated from only the reference 

channel data. This means that all shots in Δ𝑰𝐑𝐞𝐟 can be used to calculate 𝑪, not just the blank 

shots, even when 𝑪 is refreshed on-the-fly.  

2.6.3 Reference pixel data expansion  

In some cases (discussed below) it is also preferable to expand the effective number 

of reference pixels by reference pixel data expansion. This method extends the Δ𝑰𝐑𝐞𝐟 

definition as a concatenated row vector composed of ∆𝑰𝐑𝐞𝐟 and any higher order 

polynomial cross terms: 

Δ𝑰𝐑𝐞𝐟
𝒆𝒙𝒑

≝ (∆𝑰𝐑𝐞𝐟, Δ𝑰𝐑𝐞𝐟
(2) , Δ𝑰𝐑𝐞𝐟

(3) , … ) (26) 

Here, Δ𝑰𝐑𝐞𝐟
(2)

 is any row vector composed of quadratic polynomial cross terms, explicitly 

written as Δ𝑰𝐑𝐞𝐟
(2)
= Δ{𝑰𝐑𝐞𝐟(𝑖) ∙ 𝑰𝐑𝐞𝐟(𝑗)}. Similarly, Δ𝑰𝐑𝐞𝐟

(3)
 is any row vector composed of cubic 

polynomial cross terms, explicitly written as Δ𝑰𝐑𝐞𝐟
(3)
= Δ{𝑰𝐑𝐞𝐟(𝑖) ∙ 𝑰𝐑𝐞𝐟(𝑗) ∙ 𝑰𝐑𝐞𝐟(𝑘)} for 𝑘 ≥

𝑗 ≥ 𝑖 up to the nth reference pixel. Any such higher order polynomial cross term can be 

included. It should be noted that all these terms are still zero-mean, so no background 

distortion is introduced when including them. Because Δ𝑰𝐑𝐞𝐟
𝒆𝒙𝒑

 is composed of many more 

additional terms, it may be necessary to reduce its dimensionality before 𝑩 calculation. 

This reduction can be achieved by compressing Eq. (26) via Eq. (25). 

This method is useful in cases where the normal ∆𝑰𝐑𝐞𝐟 do not achieve satisfactory 

performance. These cases include, but are not limited to, when the reference detector has 
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high level of nonlinearity, the signal is detected after a frequency conversion stage, or the 

reference channel count is too small. In Figure 20, we show that reference pixel data 

expansion can provide approximately two times increase in SNR for a data set that is 

unusually noisy and is referenced with too few pixels.  

 

Figure 20. Refence performance improvement with pixel data expansion over normal 

multi-channel referencing. The expanded reference data set contains all 32 first order 

pixels that the normal reference data set has as well as the full set of 528 2nd order 

polynomial combinations. In this data set, the signal array is the top array of a 2x32 MCT 

detector, and the reference is the bottom array. This data set has an average (over all signal 

pixels) 𝜎(Δ𝑰) of 217 mV for 10k data points. 

2.7 Summary and conclusions 

We have devised a general reference scheme for noise suppression in heterodyne 

nonlinear spectroscopy. Upon recognizing that there are both additive and convolutional 

noises, we formulated a two-step process to remove them sequentially. To remove the 

dominant additive noise, we begin with an arbitrary single-reference-channel method that 

encompasses the conventional methods as special cases. The idea is generalized in the 

multi-reference-channel method to linearly combine all physical reference pixels into 
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virtual pixels to utilize the correlation between different spectral components. Because a 

minimization routine is used to predict Δ𝑰 on the signal detector using the reference 

detector, the additive noise is optimally suppressed with theoretically guaranteed better 

performance over the conventional methods. Practical implementation of this method only 

requires adding a small fraction of extra blank shots. The convolutional noise is then 

removed straightforwardly in the second step by factoring out the intensity fluctuations of 

all involved beams. The two-step referencing does not introduce any baseline shift and 

signal distortion. It provides a unified treatment for nonlinear spectroscopic techniques of 

different orders under different configurations, no matter whether they are self-

heterodyne or have an external LO or use chopping or phase cycling.   

Applying our reference scheme to existing experimental systems can greatly 

enhance their performance. We achieved 10-30 times noise reduction and a 10 µOD RMS 

noise level with 1-second averaging for MCT arrays and 20 µOD RMS noise level with 1 

second averaging for the CMOS array with 800 nm light. While the numbers depend on the 

specific detection system, in general the residual noise level is not sensitive to the original 

noise level because the measurement sensitivity is pushed toward the detection limit. Our 

method is especially advantageous when a detector array is used for reference, which is 

validated with, but not limited to, MCT arrays and Si-based CMOS arrays. Because there is 

no requirement for wavelength mapping and spectral resolution, the reference array can 

be easily aligned, similar to aligning a photodiode, without sacrificing the ability to track 

wavelength-dependent fluctuations. The new algorithm enables the use of unmatched 

reference detection systems, which could significantly reduce the experimental cost if 

detectors with less pixels or home-built compact spectrographs are employed.  
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Because our reference scheme effectively decouples the final SNR from the stability 

of light sources, one can afford greater flexibility in experimental designs than previously 

possible. Light sources that exhibit higher fluctuations but may have broader spectra or 

stronger intensities can be used, such as a multi-filament supercontinuum probe. 

Depending on how much LO power is available, the well depths and pixel numbers of both 

signal and reference detectors can be scaled to fulfill the objective SNR. We hope that this 

work will further advance the applications of heterodyne nonlinear spectroscopy to 

systems with weak signals, such as measuring higher order responses from very dilute 

samples.  
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3. Mid IR Pulse Shaping 

Pulse shaping is a very mature field that has been developing for the past 40+ years. 

Several thorough reviews are available on the subject.[52-54] The goal in pulse shaping is 

to be able to controllably generate any arbitrary pulse shape, with programmable control 

over special profile, polarization,[55,56] amplitude, and phase.[49] For our purposes, we 

use an acousto-optic modulator (AOM)-based pulse shaper in a 4f zero-dispersion 

geometry[57,58] to generate a double pulse with controllable phase and delay for the 

pump in 2D IR spectroscopy. Several good reviews also exist on mid IR pulse 

shaping.[7,14,15] In this chapter, I will summarize my experience and new insights gained 

into the mid IR AOM-based pulse shaper. This chapter is largely meant to introduce the 

reader to key pulse shaping concepts and describe the optical behavior of each shaper 

component and how it affects the output.  

3.1 Basic operating principles 

The 4f zero-dispersion line is composed of a pair of gratings and concave mirrors 

separated by the focal length of the concave mirror, 𝑓 (Figure 21). The separation between 

the two concave mirrors is 2𝑓. The grating/concaves mirror acts to Fourier-transform the 

pulse’s field, so that a mask placed at the Fourier plane can modulate the pulse directly in 

the frequency domain. This is done by first dispersing the beam via a grating and focusing 

the individual frequency components by the concave mirror. The concave mirror also 

makes individual frequency components parallel.  
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Figure 21. (a) A generic 4f zero-dispersion line. (b) The 4f zero-dispersion line in the 

folded Littrow configuration with reflective optics. G1 and G2 are gratings that disperse and 

compress a broadband pulse. CVX1 and CVX2 are convex lenses and CM1 and CM2 are 

concave mirrors. The focusing optic maps and focuses the angularly dispersed beam onto 

and the Fourier plane (FP), while the second focusing optic maps the FP back to an angle 

into G2.  

For an AOM-based pulse shaper, an AOM is inserted at the Fourier plane. The AOM 

is controlled by an arbitrary waveform generator (AWG) which is synchronized and 

clocked to the laser for phase stability. The AWG generates a waveform which is converted 

into an acoustic wave. This acoustic wave generates a periodic modulation of the acoustic 

medium’s index of refraction, which acts as a phase grating for the incoming light.[59] For 

pulsed light, this phase grating appears stationary because of the orders-of-magnitude 

difference between the optical and acoustic velocities inside acoustic medium. The 

interaction of the incoming light field and acoustic field can be thought of as a parametric 

interaction. [59] In the Bragg’s regime, where the interaction length between the light and 

acoustic fields is long, only the first order diffracted field is significant. Therefore, the in the 

acoustic medium the output field has wavevector 𝒌𝑜𝑢𝑡 = 𝒌𝑖𝑛 + 𝒌𝑎, where 𝒌𝑎 is the 

wavevector for the acoustic wave and 𝒌𝑖𝑛 is the wavevector of the input light field. 
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Assuming that 𝒌𝑎 is parallel to the AOM surface, the phase matching condition is 

satisfied when 𝒌𝑖𝑛 is at the Bragg’s angle with respect to the surface normal: 

sin 𝜃Bragg =
𝜆0𝑓CW

2𝑣Ge
≈𝜃Bragg (27) 

where 𝜆0 is input field’s vacuum wavelength, 𝑓CW is the frequency of the acoustic waveform, 

and 𝑣Ge is the acoustic velocity in the acoustic medium, in our case germanium. The 

approximation shown is made because this angle is usually on the order of a few degrees. 

The outgoing field is deflected by an angle of 2𝜃𝐵𝑟𝑎𝑔𝑔 compared to the input field direction. 

Mismatch from this angle comes at a diffraction efficiency cost (see section 3.1.3), although 

the AOM we use is relatively tolerant to Bragg’s angle mismatch. 

As will be shown in the later sections, the physical mode of operation of the AOM-

based 4f pulse shaper depends on the AOM’s ability to amplitude and phase modulate the 

input field at the Fourier plane. Amplitude shaping is done by changing the amplitude of 

the acoustic wave, which in turn affects the diffraction efficiency of any given optical 

frequency component. Phase modulation is done by changing the instantaneous frequency 

of the acoustic waveform for any given frequency of light. This corresponds to a change in 

the phase matching condition (i.e. Bragg’s angle), which deflects the output field at a 

different angle. The second concave mirror maps this angle to a horizontal position on the 

second grating. Because the grating is tilted, a path length difference is introduced, which 

corresponds to a delay, or phase buildup, of the individual frequency component. 
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3.1.1 Acoustic Waveform Mask for the Double Pulse 

Given the description of a 4f AOM-based pulse shaper, what should the waveform 

mask look like to be able to generate a double pulse? The waveform mask can be derived 

phenomenologically. First, assume that there exists a linear transfer function, 𝐻(𝜔), that 

represents the pulse shaper. This function will map an input field (in the frequency 

domain) to an output field, and can be written as:  

𝐸̃𝑜𝑢𝑡(𝜔) = 𝐻̃(𝜔) × 𝐸̃in(𝜔) (28) 

Because this function is linear, the pulse shaper can only introduce linear amplitude or a 

phase modulation. For ideal double pulse generation with delay 𝜏 (e.g. in a Michaelson 

interferometer), the transfer function will take the form of:[53] 

𝐻̃(𝜔) =
1

2
(1 + 𝑒𝑖𝜔𝜏) (29) 

This can be verified by defining a Gaussian input field envelope in both the time and 

frequency domain, which are related by a Fourier transform: 

𝐸in(𝑡) = 𝐴𝑡 exp(−
𝑡2

2Δ𝑡2
) (30) 

𝐸̃in(𝜔) = 𝐴𝜔 exp (−
𝜔2

2Δω2
) (31) 

𝐸̃in(𝜔) = 𝐹. 𝑇. {𝐸in(𝑡)} =
1

2𝜋
∫ 𝑒𝑖𝜔𝑡𝐸in(𝑡)𝑑𝑡

∞

−∞

(32) 

Solving for 𝐸̃𝑜𝑢𝑡(𝜔) using the double-pulse 𝐻̃(𝜔) defined in Eq. 29 and Fourier 

transforming back gives: 

𝐸out(𝑡) =
1

2
(𝐸in(𝑡) + 𝐸in(𝑡 − 𝜏)) (33) 
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This confirms that the transfer function does in fact give a double pulse. The transfer 

function can also be formulated in the time domain, where the output field is found by 

convoluting the transfer function with the input field. For double pulse generation, the 

time-domain transfer function is a pair of delta functions, with one delayed by 𝜏 (note that 

we drop the normalization factor): 

𝐻(𝑡) =
1

2
(𝛿(𝑡) + 𝛿(𝑡 − 𝜏)) (34) 

It is also convenient to have control over the phase of each pulse for phase cycling. 

This is usually done in terms of a constant relative phase 𝜙rel, which defines the phase 

between the two pulses in the double pulse, and a constant absolute phase 𝜙abs, which 

defines the phase between the pump and probe pulse: 

𝐻̃(𝜔) =
1

2
(1 + 𝑒𝑖(𝜔𝜏+𝜙rel)) ∙ 𝑒𝑖𝜙abs (35) 

Phase cycling is useful because it can be used to help remove pump-probe scatter (via 𝜙abs) 

and it can be used to differentiate between signal and artifacts, such as the 2DIR signal 

(signal of interest) and transient absorption signal induced by each pump pulse (artifact), 

as well as some higher order signal harmonics caused by nonlinearity of the AOM acoustic 

mask (via 𝜙rel).[14] 

In addition, we can correct for phase errors caused by chirp. Chirp is defined by 

expanding the phase about a central frequency 𝜔0. The 2nd order term, group delay 

dispersion (GDD), and third order term, third order dispersion (TOD), are typically 

included as:[7] 

𝜙chirp(𝜔) =
1

2
𝐺𝐷𝐷 ∙ (𝜔 − 𝜔0)

2 +
1

6
𝑇𝑂𝐷 ∙ (𝜔 − 𝜔0)

3 (36) 

This is added to the transfer function as an additional phase term: 
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𝐻̃(𝜔) =
1

2
(1 + 𝑒𝑖(𝜔𝜏+𝜙rel)) ∙ 𝑒

𝑖(𝜙abs+𝜙chirp(𝜔)) (37) 

The chirp parameters are typically found by first focusing the pulse shaper output into a 

frequency-doubling crystal or window such as AgGaS2 or ZnSe. The chirp parameters are 

then scanned to maximize the frequency-doubled output. As an example, the pulse shaper 

can be used to compensate for chirp introduced by propagating through a thick slab of 

material. To verify the chirp compensation, we measured the GDD chirp compensation 

parameter with and without the pulse propagating through 8 mm of CaF2. CaF2 at 6 μm has 

a group velocity dispersion (GVD) of -1113 fs2/mm, which gives a total GDD of -8904 

fs2.[60,61] The pulse shaper had a GDD compensation parameter of 1.268x105 fs2 before 

addition of the CaF2 and 1.118x105 fs2 after addition of CaF2. This gives a difference of -

8260 fs2, which is in good agreement with the first value. 

The acoustic mask, 𝑀(𝑡RF), can be directly related to the transfer function 𝐻̃(𝜔) 

because the first grating and concave mirror act to Fourier-transform the input time-

domain field 𝐸in(𝑡) to 𝐸̃in(𝜔) at the Fourier plane. At the Fourier plane, the mask acts as 

𝐻̃(𝜔) and linearly operates on 𝐸̃in(𝜔) to generate 𝐸̃𝑜𝑢𝑡(𝜔), which is Fourier transformed 

back into 𝐸out(𝑡) in the time-domain by the second grating and concave mirror. Therefore, 

one only needs to be able to find the relationship, 𝜔(𝑡RF), between the optical frequency 

and acoustic waveform delay. In addition, the AOM requires a carrier frequency, 𝜔CW =

2𝜋𝑓CW, so that it can diffract the input beam. Finally, the acoustic mask is real-valued and 

has a value between zero and one. The acoustic mask can then be written as: 

𝑀(𝑡RF) =
1

2
(1 + 𝑅𝑒{𝐻̃(𝜔(𝑡RF)) ∙ 𝑒

𝑖𝜔CW∙𝑡RF}) (38) 
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Finding the function 𝜔(𝑡RF) is known as AOM calibration.[58] The calibration 

procedure is done by generating an acoustic mask that generates a time-domain comb. The 

comb spacing is chosen so that comb maxima coincide with the maxima of the carrier wave. 

This is necessary because the comb needs to have a frequency-domain component that 

coincides with 𝑓CW. For 𝑓CW = 75 MHz, the comb spacing needs to be an integer multiple of 

the carrier wave period of 13.3 ns. In addition, arbitrary waveform generators (AWGs) can 

only generate masks at discrete time points at a fixed interval, whose spacing is determined 

by the clock frequency of the AWG. For our system, the clock frequency is 1 GHz, which 

corresponds to a minimum time spacing of 1 ns. Therefore, the minimum allowable comb 

spacing is 3 periods, or 40 ns. The comb mask is then defined as: 

𝑀Comb(𝑡RF) = {
1 𝑡RF = 𝑛 ∙ 𝑚 ∙ 40 ns
0 𝑡RF ≠ 𝑛 ∙ 𝑚 ∙ 40 ns

(39) 

where 𝑛 is any positive integer and 𝑚 is a positive integer comb spacing multiplier so that 

the comb is not too dense. The output from the shaper is a frequency comb that has a 

frequency spacing which is determined by 𝜔(𝑛 ∙ 𝑚 ∙ 40 ns). This frequency comb is then 

sent into a spectrometer and the wavelengths of each comb maxima are recorded as a 

function of 𝑡RF. The data is typically fit to a second order polynomial, 𝜆(𝑡RF), which is used 

to find 𝜔(𝑡RF) = 2𝜋𝑐/𝜆(𝑡RF). The reason the data is fit to a second order polynomial is 

because the dispersion generated by the grating is not perfectly linear. 
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Figure 22. Definitions for grating angles used throughout this chapter. The grating is 

drawn in the Littrow configuration. The solid black line is the undispersed input beam. The 

black arrow represents the grating blaze direction. 

For the purpose of providing definitions for later sections, we will finish this section 

by deriving the dispersion at the AOM surface in some detail. In the Littrow configuration, 

the dispersion can be found using the grating equation: 

𝑑(sin 𝜃𝑖 + sin 𝜃𝑚) = 𝑚𝜆 (40) 

where 𝑑 is the grating groove period, 𝜃𝑖  is input beam angle with respect to the grating 

normal and 𝜃𝑚 is the 𝑚th diffraction order’s angle with respect to the grating normal, 

defined in the same direction as 𝜃𝑖 . Figure 22 defines all the grating angles for the Littrow 

configuration. In the Littrow configuration, 𝜃𝑖 = 𝜃𝑚 for a center wavelength 𝜆0, which gives 

for the 1st diffraction order: 

𝜃𝑖 = sin
−1 (

𝜆0
2𝑑
) (41) 

𝜃𝑚 = sin
−1 (

2𝜆 − 𝜆0
2𝑑

) (42) 

The dispersion introduced by the grating and concave mirror of focal length 𝑓 can be 

defined in terms of the angle difference, which is introduced by a corresponding 

wavelength difference 𝛿𝜆 = 𝜆 − 𝜆0: 

𝐷𝑙(𝛿𝜆) = 𝑓 ∙ 𝐷𝑎(𝛿𝜆) = 𝑓 ∙ tan(𝜃𝑚 − 𝜃𝑖) (43) 
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where 𝐷𝑙(𝛿𝜆) is the linear dispersion and 𝐷𝑎(𝛿𝜆) is the angular dispersion. Expanding up to 

the second order in terms of 𝛿𝜆 yields the series: 

𝐷𝑙(𝛿𝜆) = 𝑓 ∙ 𝐷𝑎
(1)𝛿𝜆 + 𝑓 ∙ 𝐷𝑎

(2)𝛿𝜆2 + 𝒪(𝛿𝜆3) (44) 

The first order linear dispersion term is given by: 

𝐷𝑙
(1) = 𝑓 ∙ 𝐷𝑎

(1) =
2𝑓

𝑑
(4 −

𝜆0
2

𝑑2
)

−
1
2

=
2𝑓

𝜆0
tan(𝜃𝑖) (45) 

The second order correction is small, but not negligible if the pulse is very broadband: 

𝐷𝑙
(2) = −

2𝑓 ∙ 𝜆0
𝑑3

(4 −
𝜆0
2

𝑑2
)

−
3
2

= −
2𝑓

𝜆0
2 tan

3(𝜃𝑖) (46) 

As an example, the typical mid IR configuration of a 200 grooves/mm grating, 𝑓 = 200 mm, 

and 𝜆0 = 6 μm gives 𝐷(1) = 50 mm/μm and 𝐷(2) = 4.7 mm/μm2. 

3.1.2 Pulse Shaper Instrument Response Function 

One of the limits of the pulse-shaper is the maximum double pulse delay that can be 

generated. This limit, in turn, determines the pump frequency resolution in the 2D IR 

measurement. In reality, the delayed pulse falls off smoothly (known as double pulse falloff, 

the origins of which will be discussed in the next section) and can be thought of as a 

window function that is applied to a sample’s response. In the frequency domain, this 

window function corresponds to convolution of 𝜔𝜏 with the pump’s instrument response 

function. This is important because, in the next chapter, we will discuss 2D IR spectra of a 

relatively narrow oscillator. Therefore, we attempt to measure this response function and 

use it to deconvolute the 2D data to help improve our pump-axis resolution. 
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Figure 23. The cross-correlation of pump double pulse with delay tau and a probe beam in 

a ZnSe window. The data was collected for a chirp-corrected 6 um pump with the 𝑓CW = 73 

MHz and a 200 g/mm grating. The x-axis delay is the cross-correlation delay and was 

generated with a delay stage. Note the initial rise in the delayed pulse field amplitude and 

subsequent falloff. 

We have devised several methods to measure this response function. The first 

method (Figure 23) shows the cross correlation between the pump and a probe pulse 

measured by frequency doubling in a ZnSe window. This clearly shows the generation of 

transform limited double pulses and the double pulse fall-off in the time domain. 

Unfortunately, this measurement cannot be done routinely because it is a difficult 

measurement to perform. The second method (not shown) shows the integrated 

frequency-domain field amplitude of a single pulse with delay 𝜏. This method is usually 

performed by measuring the pump output immediately after the pulse shaper using a 

pyroelectric detector. Finally, the third method (Figure 24) measures the double pulse 

generation using a spectrometer. This is a routine measurement already performed for 

correcting a small 𝜔𝜏 calibration error of 1-2 cm-1.  
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Figure 24. The double pulse tau-delay interferogram as measured by a spectrometer at 

1920 cm-1 in (a) the time domain and (b) the frequency domain (real part). Note the 

presence of the folded-over higher harmonic distortion present at 2000 cm-1. The data was 

measured for a 5 μm pump with a 200 g/mm grating with 𝑓CW = 70 MHz. A rotating frame 

of 1700 cm-1 was also used.[14,62] 

For the third method, the spectrometer measured intensity can be written as: 

𝐼(𝜔, 𝜏) = |𝐸1(𝜔) + 𝐸2(𝜔, 𝜏)|
2 = 𝐼1(𝜔) + 𝐼2(𝜔, 𝜏) + 2|𝐸1(𝜔)||𝐸2(𝜔, 𝜏)| cos(𝜔𝜏) (47) 

To recover the double pulse falloff, we postulate that there exists a response function 

𝑅(𝜔, 𝜏) which satisfies 𝐸2(𝜔, 𝜏) = 𝑅(𝜔, 𝜏) ∙ 𝐸1(𝜔). Eq. 47 can then be written as: 

𝐼(𝜔, 𝜏) = 𝐼1(𝜔) ∙ (1 + 2𝑅(𝜔, 𝜏) cos(𝜔𝜏) + 𝑅(𝜔, 𝜏)
2) (48) 

From this equation, 𝑅(𝜔, 𝜏) can be extracted by first assuming that at 𝜏 = 0 ps, 𝐸1(𝜔) =

𝐸2(𝜔, 𝜏), or that 𝑅(𝜔, 0) = 1. Assuming the un-delayed pulse, 𝐸1(𝜔), does not decay with 𝜏, 

we can say that 𝐼(𝜔, 0) = 4 ∙ 𝐼1(𝜔).  These assumptions give: 

2 ∙ 𝑅(𝜔, 𝜏) cos(𝜔𝜏) + 𝑅(𝜔, 𝜏)2 =
4 ∙ 𝐼(𝜔, 𝜏)

 𝐼(𝜔, 0)
− 1 (49) 

It is probably safe to assume that the instrument response function, 𝑅(𝜔, 𝜏), is slowly 

varying in 𝜏. Therefore, highly oscillatory contributions from 𝐼(𝜔, 𝜏) and from 
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𝑅(𝜔, 𝜏) cos(𝜔𝜏) can be filtered out by convolution with a suitable filter 𝐹(𝜏). Using the 

approximation that 𝐹(𝜏) ⊗ (𝑅(𝜔, 𝜏) cos(𝜔𝜏)) ≈ 0, the double pulse falloff is given by: 

𝑅(𝜔, 𝜏) = √𝐹(𝜏)⊗ (
4 ∙ 𝐼(𝜔, 𝜏)

 𝐼(𝜔, 0)
− 1) (50) 

One may also try a filter centered at frequency 𝜔 to directly extract 𝑅(𝜔, 𝜏). Unfortunately, 

our treatment excludes the spectrometer response function, which is convoluted with 

𝐼(𝜔, 𝜏) along 𝜔 and causes a faster decay for the 𝑅(𝜔, 𝜏) cos(𝜔𝜏) term compared to terms 

that vary slowly along 𝜔. This response function represents the spectrometer resolution, 

which for our MCT detector is limited by the pixel size. One can in principle also extract the 

spectrometer’s response function by comparing the 𝑅(𝜔, 𝜏) extracted with a zero-

frequency filter and with a filter centered at 𝜔. 

The procedure of recovering 𝑅(𝜔, 𝜏) is shown in Figure 25. As a comparison, we 

generated a single pulse with a delay 𝜏 and plotted its corresponding 𝑅(𝜔, 𝜏)2 relative to its 

undelayed intensity, shown in (color). Clearly, the single pulse trace and the 𝑅(𝜔, 𝜏)2 trace 

are very similar. The small difference may be due to nonlinearities in the transducer that 

generates the acoustic waveform in the AOM. The difference may also be due to a failure in 

the assumption that 𝐸1 is independent of 𝜏. Therefore, we will use the single pulse trace as 

our deconvolution function, 𝑅(𝜔, 𝜏).  
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Figure 25. The procedure for extracting the double-pulse falloff for the interferogram in 

Figure 24. In light gray is shown the result from Eq. 49. The red curve shows the result 

after convolution with a Gaussian with σ = 0.25 ps (𝑅(𝜔, 𝜏)2 as calculated by Eq. 50). As a 

comparison, the single pulse falloff is shown in blue, which is measured directly. 

3.1.3 Double Pulse Falloff 

There are at least three physical origins for double pulse falloff. First, the AOM 

resolution is limited at the Fourier-plane because of the finite beam waist of the focused 

laser.[54] Second, as a delay is introduced, the waveform’s acoustic frequency increases, 

which causes an increase in Bragg’s angle mismatch.[63] This Bragg’s angle mismatch 

comes at the cost of a lower diffraction efficiency for the AOM. Finally, acoustic frequencies 

that are detuned from 75 MHz also suffer an amplitude loss at the transducer stage. We will 

briefly consider each of these effects and show that these origins are related the RF 

bandwidth of the acoustic mask. The RF bandwidth should be minimized for the best pulse 

shaper resolution. 
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The first origin of falloff, the effect of the finite beam waist, can be calculated by 

convoluting the waveform mask, 𝑀(𝑡RF), with a Gaussian whose width is equal to 1/√2 

times the beam waist radius, which if the beam is correctly focused at the Fourier plane is 

𝑤0. This corresponds to the convolution with the horizontal intensity profile of any given 

frequency component.[64] A functional form can be derived by assuming the calibration 

law, 𝜔(𝑡RF), is linear with a slope 𝐷𝜔 (in reality 𝜔(𝑡RF) is approximately quadratic). By 

performing the convolution on the mask’s corresponding transfer function, 𝐻̃(𝜔(𝑡RF)), one 

finds that the delayed pulse has the following falloff function: 

𝑅(𝜏) = exp(−
(𝐷𝜔 𝑤0 ∙ 𝜏)

2

8𝑣Ge
2

) (51) 

where this function, due to the linearity assumption, is independent of optical frequency. 

This function represents a gaussian whose width is related to the inverse of the beam waist 

at the Fourier plane. This means that when the beam focus at the Fourier plane is worse (or 

is defocused), the falloff is faster. This phenomenon can also be thought in terms of the RF 

bandwidth of the acoustic mask. The finite beam size acts to “smear” any complex features 

in the mask. These features become more rapidly varying with longer delay 𝜏 and require a 

larger RF bandwidth to sustain. The exact dependence between delay and RF bandwidth 

will be explained in more detail shortly.  

The second origin of falloff is related to the Bragg’s angle mismatch introduced by 

the acoustic mask. The change in Bragg’s angle is the physical method for introducing a 

delay in the pulse. The second concave mirror maps the angle to a new horizontal position 

on the second grating, which introduces an additional pathlength for the delayed pulse 
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because the grating is tilted. The Bragg’s angle mismatch is best thought of in terms of the 

instantaneous frequency of the acoustic mask, which can be defined by rewriting Eq. 38 as: 

𝑀(𝑡RF) =
1

2
(cos(𝜙2(𝑡RF)) + cos(𝜙1(𝑡RF))) (52) 

Here, 𝜙1(𝑡RF) and 𝜙2(𝑡RF) are the time-dependent phases that correspond to the un-

delayed and delayed pulses, respectively. Ignoring constant phase factors, these can be 

written as: 

𝜙1(𝑡RF) = 𝜔CW ∙ 𝑡RF + 𝜙chirp(𝜔(𝑡RF)) (53) 

𝜙2(𝑡RF) = 𝜔CW ∙ 𝑡RF + 𝜙chirp(𝜔(𝑡RF)) + 𝜔(𝑡RF) ∙ 𝜏 (54) 

The instantaneous frequency of each waveform is then given by 𝑑𝜙(𝑡RF) 𝑑𝑡RF⁄ , which gives: 

𝑑𝜙1(𝑡RF)

𝑑𝑡RF
= 𝜔CW +

𝑑𝜙chirp(𝜔(𝑡RF))

𝑑𝑡RF

(55) 

𝑑𝜙2(𝑡RF)

𝑑𝑡RF
= 𝜔CW +

𝑑𝜙chirp(𝜔(𝑡RF))

𝑑𝑡RF
+
𝑑𝜔(𝑡RF)

𝑑𝑡RF
∙ 𝜏 (56) 

Equation 56 shows that the instantaneous frequency offset from the carrier wave is linearly 

proportional to the delay, 𝜏. The term 𝑑𝜔(𝑡RF) 𝑑𝑡RF⁄  depends on the calibration law, which 

is approximately quadratic.  

The instantaneous frequency of the delayed pulse is plotted in Figure 26 for several 

delays. the instantaneous frequency increases with longer delay, thereby increasing the 

Bragg’s angle mismatch, which causes a loss in diffraction efficiency. The AOM throughput 

due to a change in instantaneous frequency, 𝛿𝑓CW, at constant Bragg’s angle can be written 

as:[63] 

𝐼1(𝑃, 𝛿𝑓CW) = 𝐴1 sin
2(𝐴2 ∙ 𝑃

1 2⁄ ) ∙ sinc2 (𝐴3 ∙
𝛿𝑓CW

𝑓CW
∙ (1 +

𝛿𝑓CW

𝑓CW
)) (57) 
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where 𝐴1, 𝐴2, and 𝐴3 are prefactors that depend on the acoustic medium and the AOM’s 

geometric parameters such as acoustic divergence and interaction length, and where 𝑃 is 

the acoustic power. Assuming the acoustic power is constant, the diffraction efficiency 

falloff due to changes in instantaneous frequency has a sinc2 functional form. Note that the 

falloff is also asymmetric with respect to  𝛿𝑓CW, which provides slightly slower falloff for 

negative delays. 

 

Figure 26. The instantaneous frequency of the acoustic waveform for several 𝜏 delays (0-6 

ps, spaced in 1 ps) without chirp compensation (solid line) and with chirp compensation 

(dashed line). The data is for the pulse shaper parameters used in Figure 24. 

When experimentally measuring the throughput of an un-delayed pulse the 

measured intensity falls off rapidly as a function of carrier wave frequency, as is shown in 

Figure 27(a). This falloff is far faster than the AOM efficiency falloff predicted by Eq. 57 for 

just Bragg’s angle mismatch (Figure 27(b)). We found that when the correct Bragg’s angle 

is recovered by alignment, the throughput is not recovered. This means that the acoustic 

power in the AOM is also a function of carrier wave frequency—i.e. the acoustic transducer 

has significant RF frequency dependence, which leads to the unexpected throughput loss. 
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This power loss is likely caused by transducer impedance mismatch, which is briefly 

discussed in the acousto-optic devices review by Chang with several useful references 

throughout.[59] This fact leads to the third source of double pulse falloff. 

 

Figure 27. The pulse shaper throughput as a function of AWG waveform amplitude and 𝑓CW 

when (a) measured experimentally and (b) calculated (approximately) by Eq. 57. 

Parameters used: 𝐴1 = 0.55, 𝐴2 = 3, 𝐴3 = 2.5. The Bragg’s angle is intentionally mismatched, 

giving the highest throughput at 105 MHz. Note the calculated data lacks the distinct ‘V’ 

shape present in the experimental data. The data was acquired for a 4.4 μm pump with a 

200 g/mm grating. 

All three of these sources lead to the effective attenuation of the first cosine 

component in Eq. 52 because this term has a higher instantaneous frequency compared to 

the second term, which corresponds to the un-delayed pulse. This means that minimizing 

the acoustic bandwidth is crucial to improving the pump resolution along 𝜔𝜏. In addition, 

the acoustic masks that are used should be roughly centered around 75 MHz due to the 

frequency response of the transducer. This implies the following procedure to maximize 

the AOM throughput and pump resolution: first, estimate the dephasing rate along 𝜏 for the 

sample of interest. Second, assuming that the AOM is calibrated, set the AOM carrier wave 
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frequency so that the single pulse throughput, a good approximation for 𝑅(𝜔, 𝜏), is 

maximized near the oscillator’s dephasing 1/𝑒 time. Then, perform all necessary 

experimental setup, including chirp compensation (the chirp parameters change with 

different carrier wave frequency). Finally, after collecting data, deconvolve the data along 

the pump dimension with 𝑅(𝜔, 𝜏). For simplicity, it was assumed that 𝑅(𝜔, 𝜏) is frequency 

independent. This procedure was also used for collecting all the 2D data shown in the next 

chapter. 

Finally, another source that increases the acoustic bandwidth, and thereby 

contributing to double pulse falloff, is chirp compensation, which adds an additional 

quadratic and cubic phase (shown in Figure 26 as dashed lines). In the next sections we 

will show that insertion of the pulse shaper adds a significant amount of chirp, which needs 

to be compensated. We will also show that most of this chirp can be compensated passively 

by using the 4f geometry as a pulse compressor, thereby conserving precious acoustic 

bandwidth. 

3.1.4 Sources of Chirp and Their Compensation 

The zero-dispersion line, by design, does not introduce any chirp into the output 

pulse, which is shown explicitly in section 3.2.2. The addition of the AOM, on the other 

hand, introduces several sources of chirp. These sources include: the material dispersion of 

the acoustic medium, in our case 20.5 mm of Ge, which introduces a group delay dispersion 

(GDD) of 1.38x104 fs2 for 6 μm;[61,65] and the pathlength difference introduced by the 

acousto-optic phase matching condition. The second source can be further decomposed 

into: (1) the path length difference introduced by the Bragg’s angle for the center 

wavelength and (2) the angular dispersion introduced by the Bragg’s angle mismatch for 
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wavelengths detuned from the central wavelength. Both sources (1) and (2) have clear 

geometric origins. 

 

Figure 28. (a) The path length difference introduced due to the Bragg’s angle. (b) The 

additional angular dispersion introduced due to Bragg’s angle mismatch (exaggerated for 

illustration). Note that the acoustic medium is 20.5 mm thick but is drawn as a thin line 

(AOM Surface) for simplicity. 

The first source contributing to the path length difference is summarized in Figure 

28a. For the first half of the pulse shaper, the broadband pulse is dispersed by a grating. 

The individual wavelengths, or rays, are made parallel by the concave mirror and are 

focused onto the Fourier-plane. At the Fourier-plane all rays have the same pathlength. 

Because these rays must hit the AOM at the Bragg’s angle, rays with shorter wavelength 

must travel a longer distance 𝑑Bragg(𝛿𝜆) before hitting the AOM surface. Within the paraxial 

approximation and with linear dispersion 𝐷𝑙
(1)

 from Eq. 45, the additional pathlength 

difference is given by:  

𝑑Bragg(𝛿𝜆) = −2𝐷𝑙
(1)𝛿𝜆 ∙ 𝜃Bragg (58) 
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A factor of two is included because the 1st order diffracted rays also exit the AOM at the 

Bragg’s angle. 

 

Figure 29. A geometric representation on how the grating introduces a path length 

difference for two different wavelengths. Moving the grating by distance 𝑎 introduces an 

additional path length of 2𝑏 as well as a horizontal displacement of ℎ. The black arrow 

represents the grating blaze direction. 

This path length difference can be compensated by moving the second grating by a 

distance ∆Bragg. When the grating is moved, individual rays no longer cross at the original 

grating position, as is shown in Figure 29. This introduces an additional delay to the ray 

because the grating is tilted. Because the angle 𝛿𝜃 = 𝜃𝑚 − 𝜃𝑖  is small (see Figure 22 for 

grating angle definitions), the additional path length is approximately given by 2𝑏, where 𝑏 

is given by: 

𝑏 = 𝑎 ∙
tan 𝜃𝑖 tan 𝛿𝜃

1 − tan𝜃𝑖 tan 𝛿𝜃
(59) 

Expanding in terms of 𝛿𝜃 gives: 

𝑏 = 𝑎 ∙ tan(𝜃𝑖) 𝛿𝜃 + 𝑎 ∙ tan
2(𝜃𝑖) 𝛿𝜃

2 + 𝒪(𝛿𝜃3) (60) 

Terms with 𝛿𝜃2 and higher order are small but can have a significant impact if the pulse 

duration is very short by introducing high order chirp. Note that the maximum value of 𝛿𝜃 

is limited by the AOM aperture and focal length instead of being determined by the pulse 

bandwidth. These higher order distortions are taken care of with AOM calibration and 
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chirp compensation (section 3.1.1). Taking the first order term and plugging in 𝛿𝜃 =

𝐷𝑎
(1)
𝛿𝜆, the grating’s ability to introduce a path length difference 𝑑(𝛿𝜆) by adding an 

additional distance Δ is given by: 

𝑑(𝛿𝜆)

Δ
=
4𝛿𝜆

𝜆0
tan2(𝜃𝑖) (61) 

Therefore, to compensate for the first source of path length difference, the second grating 

must be moved by: 

∆Bragg = 𝑓 ∙ 𝜃Bragg cot 𝜃𝑖 (62) 

Note that moving the grating to compensate for the path length difference comes at the cost 

of introducing spatial chirp, 𝑠(𝛿𝜆), which is derived assuming 𝑑(𝛿𝜆) ≪ Δ: 

𝑠(𝛿𝜆)

Δ
= 𝐷𝑎

(1)𝛿𝜆 =
2𝛿𝜆

𝜆0
tan(𝜃𝑖) (63) 

If temporal chirp is suppressed by moving the pulse shaper by ∆Bragg, the dispersion 

introduced is: 

𝑑𝑠

𝑑(𝛿𝜆)
=
2 ∙ 𝑓 ∙ 𝜃Bragg

𝜆0
=
𝑓 ∙ 𝑓CW

𝑣Ge

(64) 

This important result indicates that the spatial chirp introduced by the pulse shaper is 

dependent only on the geometric parameters of the pulse shaper, i.e. the focal length of the 

concave mirrors and the acoustic parameters of the AOM. This dependence is a type of 

spatio-temporal coupling.[53,66] Such coupling means that spatial chirp in the AOM 4f 

pulse shaper is fundamentally unavoidable, although a double-pass designs is capable of 

reversing spatial chirp to some extent.[67]  

The second source of path length difference is subtler in origin, but equally 

significant. The AOM is usually aligned to match the center wavelength’s Bragg’s angle, but 
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because the AOM surface is flat, rays with wavelengths that deviate from the central 

wavelength have a Bragg’s angle deviation: 

𝛿𝜃Bragg =
𝛿𝜆 ∙ 𝑓CW

2𝑣Ge

(65) 

As shown in Figure 28(b), this deviation introduces a significant angular dispersion of 

2𝛿𝜃Bragg/𝛿𝜆 for the AOM’s 1st diffracted order. The deviation of any ray is then mapped 

back to the 2nd grating accordingly, but the rays instead recombine at an additional 

distance of ∆Angular. This distance can be found by using the ABCD ray-transfer method, 

with a reference ray following the path of 𝜆0. The ray of interest has an offset of 𝐷(1)𝛿𝜆 and 

angle deviation of 2𝛿𝜃Bragg. Propagating this ray through a distance 𝑓, a concave mirror 

with focal length 𝑓, and finally a distance 𝑓 + ∆Angular yields: 

(

−∆Angular 𝑓⁄ 𝑓

−
1

𝑓
0
) ∙ (

𝑓 ∙ 𝐷𝑎
(1)𝛿𝜆

2𝛿𝜃Bragg
) = (

2𝑓 ∙ 𝛿𝜃Bragg − ∆Angular ∙ 𝐷𝑎
(1)𝛿𝜆

−𝐷𝑎
(1)𝛿𝜆

) (66) 

All rays recombine at a point where the 1st element is equal to zero. Solving for∆Angular 

yields: 

∆Angular =
2𝑓 ∙ 𝛿𝜃Bragg

𝐷𝑎
(1)𝛿𝜆

=
𝑓 ∙ 𝑓CW

𝑣Ge ∙ 𝐷𝑎
(1)

(67) 

Two important conclusions can be drawn from this result. First, this source of path length 

difference does not introduce spatial chirp, which differentiates this path length difference 

source from the other two sources. Alternatively, this result can be thought of as the 

angular dispersion introduces an amount of spatial and temporal chirp which is perfectly 

compensated for when moving the grating by a distance ∆Angular. Second, any angular 

dispersion introduced by Bragg’s angle mismatch does not generate angular dispersion in 
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the output pulse because the ray’s output angle, −𝐷𝑎
(1)𝛿𝜆 (R.H.S. of eq. 67), has no 

dependence on 𝛿𝜃Bragg and is matched to the grating’s angular dispersion. 

To summarize, temporal chirp is introduced into the zero-dispersion line by 

addition of the AOM. Temporal chirp, which originates from the material dispersion from 

the AOM, the Bragg’s angle, and angular dispersion introduced by Bragg’s angle mismatch, 

can be compensated by moving the second grating by a distance: 

ΔTot = ΔGe + ∆Bragg + ∆Angular (68) 

In addition, moving the second grating introduces spatial chirp, where only the distance 

ΔGe + ∆Bragg contributes. As an example, using the pulse shaper parameters introduced in 

the previous sections, the distances needed to compensate the introduced chirp are ΔGe = 

0.58 mm , ∆Bragg = 10.9 mm, ∆Angular = 10.8 mm, for a total distance of Δtot = 22.3 mm. ΔGe 

was calculated by dividing the GDD for 20.5 mm of Ge by the GVD of the pulse shaper, 

which is 2.39x104 fs2/mm (see section 3.2.2). Δtot is a significant deviation from the 

original f = 200 mm 4f geometry! In the next section, we will show how these geometric 

results naturally come out of a more general 1st order ray-transfer treatment of the pulse 

shaper.  

3.2 The Ray-pulse Matrix 

Additional insight into the 4f geometry can be gained through a more rigorous 1st 

order treatment of pulse propagation through the optical system. This treatment is known 

as the ray-pulse matrix method and is an extension of the ABCD ray-transfer matrix 

method to dispersive systems.[68-70] The method is constructed, within the paraxial 

approximation, from a transform-limited reference pulse propagating along the optical axis 

for any optical system. Deviations from this reference pulse are then considered in a 
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transverse plane. The possible deviations in the transverse plane are displacement, angle, 

time of arrival, and Hertzian frequency, which are denoted by 𝑥, 𝜃, 𝑡, and 𝑓, respectively. 

There must exist a transfer function that can transform between any two given two 

transverse planes, 𝑃in and 𝑃out: 

𝑃out(𝑥, 𝜃, 𝑡, 𝑓) = 𝑇{𝑃in(𝑥, 𝜃, 𝑡, 𝑓)} (69) 

Assuming that the deviations are sufficiently small, the transfer function can be expanded 

and truncated to 1st order. Because we chose to write the formulism in terms of deviations 

from the reference pulse, there are no 0th order terms. In matrix notation this can be 

written as:[68] 

(

𝑥
𝜃
𝑡
𝑓

)

out

=

(

 
 
 
 
 

𝜕𝑥out

𝜕𝑥in

𝜕𝑥out

𝜕𝜃in
0

𝜕𝑥out

𝜕𝑓in

𝜕𝜃out

𝜕𝑥in

𝜕𝜃out

𝜕𝜃in
0

𝜕𝜃out

𝜕𝑓in

𝜕𝑡out

𝜕𝑥in

𝜕𝑡out

𝜕𝜃in
1

𝜕𝑡out

𝜕𝑓in

0 0 0 1 )

 
 
 
 
 

(

𝑥
𝜃
𝑡
𝑓

)

in

(70) 

In this form, the bottom row is written to preserve the frequency of the pulse because the 

optical components do not change the pulse frequency. Similarly, any action of these optical 

components also does not depend on the arrival time of the pulse, which sets most of the 

third column derivatives to zero.  

Several of the matrix elements have direct physical meanings. For example, the 

upper left 2x2 submatrix corresponds to the familiar ABCD matrix used in the previous 

sections. In addition, the matrix elements 𝜕𝑡out 𝜕𝑓in⁄  and 𝜕𝑥out 𝜕𝑓in⁄  corresponds temporal 

and spatial chirp respectively. Below, we will apply this formalism specifically to the 

Littrow configuration for the 4f pulse shaper and extract several useful and simple 

algebraic relations for these terms. Note that the 4f zero-dispersion line has already been 
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analyzed using the ray-pulse matrix formalism.[71] Therefore, we will skip most derivation 

and focus on the results specific to the Littrow configuration. 

3.2.1 Ray-Pulse Analysis of the 4f Geometry 

Just like in the ABCD ray-transfer matrix formulism, an optical system’s total 

transfer function can be constructed from the individual optical component’s transfer 

functions. This is intuitive because the previous component’s output transverse plane acts 

as an input for the next optical component. This implies the following method of nested 

transfer functions, where 𝑇𝑖 is the 𝑖th optical component’s transfer function: 

𝑃out(𝑥, 𝜃, 𝑡, 𝑓) = 𝑇𝑖 {… {𝑇2{𝑇1{𝑃in(𝑥, 𝜃, 𝑡, 𝑓)}}}} (71) 

When expanded to 1st order, each transfer function becomes a matrix operator, called a 

ray-pulse matrix: 

𝒑out = 𝑻𝑖 ∙ 𝑻𝑖−1⋯𝑻2 ∙ 𝑻1 ∙ 𝒑in (72) 

The individual operators can be combined and rewritten in terms of a total ray-pulse 

matrix:  

𝑴 = 𝑻𝑖 ∙ 𝑻𝑖−1⋯𝑻2 ∙ 𝑻1 (73) 

The ray-pulse matrices, 𝑻𝑖 , have been derived for most optical components.[68] For the 4f 

pulse shaper, we are interested in the ray-pulse matrix for propagation through free space, 

diffraction from a grating, and reflection from a concave mirror.  

First, we will write down the ray-pulse matrix for free propagation through a non-

dispersive medium: 

𝑻𝑖 = (

1 𝑓 + Δ𝑖 0 0
0 1 0 0
0 0 1 0
0 0 0 1

) (74) 
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where 𝑓 is the focal length of the pulse shaper concave mirrors and Δ𝑖 is an additional 

distance introduced through either misalignment or for chirp compensation. For a concave 

mirror of focal length 𝑓, the ray-pulse matrix is: 

𝑭 =

(

 
 

1 0 0 0

−
1

𝑓
1 0 0

0 0 1 0
0 0 0 1)

 
 

(75) 

Note that for these two matrices are similar to their ABCD counterparts and do not have 

off-diagonal elements that couple 𝑡 or 𝑓 with 𝑥 or 𝜃. This is because these operations do not 

introduce dispersion into the pulse—meaning that the pulse remains transform limited. 

The gratings, on the other hand, do introduce dispersion into the pulse. For the first 

grating: 

𝑮1 =

(

 
 
 
 
 

−
sin𝜙

sin𝜓
0 0 0

0 −
sin𝜓

sin𝜙
0

cos𝜙 − cos𝜓

𝑓0 sin𝜙
cos𝜓 − cos𝜙

𝑐 sin𝜓
0 1 0

0 0 0 1 )

 
 
 
 
 

(76) 

where 𝑐 is the speed of light, 𝑓0 is the central Hertzian frequency of the pulse, and 𝜓 and 𝜙 

are the incident and reflected angles with respect to the grating surface, as is shown in 

Figure 22.[68] Care must be taken when defining these angles because the grating equation 

in Eq. 40 is defined in terms of angles with respect to the grating normal. The input grating 

angle 𝜓 is therefore written as: 

𝜓 =  
𝜋

2
− sin−1 (

𝜆0
2𝑑
) (77) 

The reflected pulse, with wavelength 𝜆0 + 𝛿𝜆, has its first order diffraction at: 
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𝜙 =
𝜋

2
+ sin−1 (

2𝛿𝜆 + 𝜆0
2𝑑

) (78) 

The second grating, 𝑮2, recombines the dispersed pulse, which is the opposite of the first 

grating. Therefore, 𝑮2 is like the 𝑮1 except that the definitions 𝜓 and 𝜙 are interchanged. 

Combining all the elements, the total ray-pulse matrix for the 4f system becomes: 

𝑴4f = 𝑮2 ∙ 𝑻4 ∙ 𝑭 ∙ 𝑻3 ∙ 𝑻2 ∙ 𝑭 ∙ 𝑻1 ∙ 𝑮1 (79) 

The total system matrix, 𝑴4f, is given by: 

(

 
 
 
 
 

Δ2,3Δ4
𝑓2

− 1
(Δ𝑚 − 𝑓

2Δ1,4) sin
2𝜓

𝑓2 sin2 𝜙
0

(𝑓2Δ1,4−Δ𝑚)𝐹𝜙𝜓 sin𝜓

𝑓2𝑓0 sin2𝜙

Δ2,3 sin
2𝜙

𝑓2 sin2𝜓

Δ1Δ2,3
𝑓2

− 1 0
Δ1Δ2,3𝐹𝜓𝜙

𝑓2𝑓0 sin𝜓

Δ2,3Δ4𝐹𝜓𝜙

𝑐𝑓2 sin 𝜓

(𝑓2Δ1,4−Δ𝑚)𝐹𝜙𝜓 sin𝜓

𝑐𝑓2 sin2𝜙
1

(Δ𝑚 − 𝑓
2Δ1,4)(cot𝜙 − cos𝜓 csc𝜙)

2

𝑐𝑓2𝑓0
0 0 0 1 )

 
 
 
 
 

(80) 

where 𝐹𝐴𝐵 = cos 𝐴 − cos𝐵, Δ2,3 = ∆2 + ∆3, ∆𝑚= ∆1Δ2,3∆4, and ∆1,4= ∆1 + ∆4. 

3.2.2 Spatio-Temporal Coupling 

The element corresponding to temporal chirp is given by: 

𝜕𝑡out

𝜕𝑓in
= (

∆𝑚
𝑓2
− ∆1,4) ∙

(cot𝜙 − cos𝜓 csc𝜙)2

𝑐𝑓0
(81) 

∆1,4 corresponds to the total grating displacement. Note that the ∆𝑚 term is negligible 

compared to ∆1,4 because the distance misalignments are small compared to the focal 

lengths, i.e. 𝑓2 ≫ ∆𝑚. This important approximation, which will be discussed in more detail 

later, can also be made for the other matrix elements in 𝑴4f, meaning that the individual 

grating offsets are not important. Instead, it is the total grating offset distance that is 

critical for chirp compensation and leads to the introduction of spatio-temporal distortions. 
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Making this approximation and plugging in the definitions for 𝜓 and 𝜙 yields: 

𝜕𝑡out

𝜕𝑓in
≈ −

4∆1,4
𝑐𝑓0

∙
(𝜆0 + 𝛿𝜆)

2

4𝑑2 − (𝜆0 + 2𝛿𝜆)2
(82) 

To extract the group velocity dispersion (GVD𝑓), we expand in terms of 𝛿𝜆 to yield: 

𝜕𝑡out

𝜕𝑓in
= ∆1,4 ∙ GVD𝑓

(0)
+ ∆1,4 ∙ GVD𝑓

(1)
𝛿𝜆 + ∆1,4 ∙ 𝒪(𝛿𝜆

2) (83) 

GVD𝑓
(0)
=
4

𝑐𝑓0
∙

𝜆0
2

(𝜆0
2 − 4𝑑2)

= −
4

𝑐𝑓0
tan2 𝜃𝑖 (84) 

GVD𝑓
(1)
= −

8

𝑐𝑓0
∙
(𝜆0

3 + 4𝑑2𝜆0)

(𝜆0
2 − 4𝑑2)

2
(85) 

Higher order dispersions are also generated by the higher order terms and can be pre-

compensated for by the methods described in section 3.1.1. Note that the ray-pulse matrix 

was derived in terms of Hertzian frequency, whereas GVD is usually reported as derivative 

with respect to angular frequency. Therefore, we are off by a factor of (2𝜋)−1: 

GVD𝜔 =
𝜕𝑡out

𝜕𝜔in
=

𝜕𝑡out

2𝜋 ∙ 𝜕𝑓in
= −

2

𝜋 ∙ 𝑐𝑓0
tan2 𝜃𝑖 = −

4

𝑐𝜔0
tan2 𝜃𝑖 (86) 

As an example, the pulse shaper in the configuration described in section 3.1.1gives a 

calculated value of GVD𝜔 = -2.39x104 fs2/mm. Using the procedure for chirp compensation 

described in section 3.1.1 (by frequency doubling the pulse shaper output in a ZnSe 

window), we measured the GDD𝜔 chirp compensation parameter for several values of ∆1,4 

as shown in Figure 30. The slope gives a value for GVD𝜔 of 2.21x104 fs2/mm, which is in 

good agreement with the calculated value. Note the sign difference, which correctly 

indicates that the acoustic mask adds chirp to compensate chirp introduced by moving the 

second grating. 
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Figure 30. Measured GDD values as a function of grating distance. The slope gives the 

compensating ability of the pulse shaper, i.e. the GVD. 

It is more practical to use Eq. 84 to predict the necessary grating offset required to 

compensate the geometric pathlength differences introduced by inserting the AOM and 

using the 1st order diffracted beam (see section 3.1.4). The grating’s ability to compensate 

for the pathlength difference for a given 𝛿𝜆 is: 

𝑑(𝛿𝜆)

∆1,4
= GVD𝑓

(0)
∙ 𝑐𝛿𝑓 = −GVD𝑓

(0) 𝑐
2𝛿𝜆

𝜆0
2 =

4𝛿𝜆

𝜆0
tan2 𝜃𝑖 (87) 

This equation is the same as the geometrically derived result in Eq. 61, verifying that our 

initial analysis was correct. 

Spatial chirp can be derived in an analogous fashion. Applying the same 

approximations used earlier, the matrix element for spatial chirp is given by: 

𝜕𝑥out

𝜕𝑓in
= (∆1,4 −

∆𝑚
𝑓2
) ∙
(cos𝜙 − cos𝜓) sin𝜓

𝑓0 sin2𝜙
≈ ∆1,4 ∙

(cos𝜙 − cos𝜓) sin𝜓

𝑓0 sin2𝜙
(88) 

Including the definitions for the grating angles and expanding around 𝛿𝜆 and only including 

the 0th order term: 
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𝜕𝑥out

𝜕𝑓in
= ∆1,4 ∙ SC𝑓

(0)
+ ∆1,4 ∙ SC𝑓

(1)
𝛿𝜆 + ∆1,4 ∙ 𝒪(𝛿𝜆

2) (89) 

SC𝑓
(0)
= −

2

𝑓0
tan(𝜃𝑖) (90) 

The ray horizontal displacement, as a function of 𝛿𝜆, is given by: 

𝑠(𝛿𝜆)

∆1,4
= SC𝑓

(0)
𝛿𝑓 = −SC𝑓

(0)
∙
𝑐𝛿𝜆

𝜆0
2 =

2𝛿𝜆

𝜆0
tan(𝜃𝑖) (91) 

This equation equivalent to the geometrically derived result in Eq. 63, except that now 

spatial chirp is defined in terms of the total grating distance, instead of only the second 

grating’s distance.  

The final term of interest is the angular chirp, which determines the output angle as 

a function of frequency:  

𝜕𝜃out

𝜕𝑓in
=
Δ1Δ2,3(cos𝜓 − cos𝜙)

𝑓2𝑓0 sin𝜓
=
Δ1Δ2,3
𝑐𝑓2

(𝜆0 + 𝛿𝜆) ∙ tan 𝜃𝑖 (92) 

Note that the angular chirp is linear in 𝛿𝜆, suggesting that the output angular dispersion is 

quadratic in wavelength. Eq. 92 shows that the angular chirp depends, intuitively, on the 

distance between the two concave mirrors. In addition, the distance between the first 

grating and first concave mirror is also important, suggesting that moving the first grating 

to compensate from Bragg’s angle mismatch may make the system more susceptible to 

angular chirp. Ignoring the quadratic contribution, the angular dispersion can be found for 

any frequency component by multiplying by 𝛿𝑓, which was defined as an offset frequency 

from 𝑓0. In terms of 𝛿𝜆, this gives 

𝜃out(𝛿𝜆) =
𝛿𝜆

𝜆0
∙
Δ1Δ2,3
𝑓2

tan 𝜃𝑖 (93) 
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As an example, the angular dispersion introduced is 0.16 mrad (full angle) in the 

configuration described previously for a 1 µm bandwidth centered around 6 µm with the 

first grating displacement of 5 mm and the concave mirror displacement of 10 mm. A 10 

mm misalignment is large but possible considering the difficulty of collimating a mid IR 

beam. The angular dispersion introduced, on the other hand, is very small.  

Unfortunately, this analysis assumes that the pulse shaper input beam is perfectly 

collimated, which is generally not the case. Angular chirp is an especially important 

parameter because it directly affects the focal spot size at the sample. In the next section 

we will consider the effects of the input beam collimation and angular chirp on the focus 

quality. 

3.3 Geometric Ray-Tracing Analysis 

As mentioned, the analysis in the previous section did not consider the effect of 

beam collimation. Beam profile measurements suggest that pump can have an elliptical 

focus at the sample position even though all optics are spherical (except the parabola 

before the sample). We find that the best focus often has a 1:2.7 aspect ratio, with the 

elongation always being horizontal. Spatial chirp can make a beam appear slightly elliptical, 

but the beam should still be able to focus tightly. To gain more insight into the source of the 

elliptical focus, I wrote and ran a custom 3D geometric ray-tracing simulation for the 4f 

pulse shaper and parabola. This raytracing method also goes beyond the paraxial 

approximation, meaning that higher order aberrations are also included, although they are 

not significant. 

Ray tracing is performed by generating an ensemble of random rays and 

propagating the rays through space. Just like in the ray-pulse method, the rays 
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parametrically keep track of their duration, spatial position, direction, and frequency. 

Because the paraxial approximation in not made, this ray tracing method cannot be written 

in a matrix form. Instead of using transverse planes, I use an iterative method to propagate 

rays to a surface and calculate the new ray direction, which will be summarized below. 

Throughout this section, I will use a subscript notation to keep track of rays and iterations 

through different optical surfaces. For example, a ray of wavelength 𝜆𝑗  and with position 

𝒒⃗⃗ 𝑗𝑘  is propagated in the direction 𝒑⃗⃗ 𝑗𝑘 for a duration 𝑡𝑗𝑘  by: 

𝒒⃗⃗ 𝑗,𝑘+1 = 𝒒⃗⃗ 𝑗𝑘 + 𝒑⃗⃗ 𝑗𝑘 ∙ 𝑡𝑗𝑘 (94) 

The subscript 𝑘 keeps track of the number of ray propagations and 𝑗 keeps track of which 

ray. In practice, these operations are simultaneously performed for the 𝑗 rays and the 

vectors 𝒒⃗⃗ 𝑗𝑘  and 𝒑⃗⃗ 𝑗𝑘 are stored as 3 × 𝑗 × 𝑘 arrays. 

The ray tracing algorithm can be summarized as follows. Starting with a given ray’s 

position and direction, the intersection between the ray and a surface is calculated using 

Eq. 94 and an equation for the surface of interest. This calculation yields the time 𝑡𝑚𝑛 that it 

takes to reach the surface. The ray’s next position, 𝒒⃗⃗ 𝑗,𝑘+1, which is the intersection point 

between the ray and the surface, is calculated by plugging the time 𝑡𝑚𝑛 back into Eq. 94. 

The surface’s normal is calculated at this point and is used to reflect or diffract the ray, 

which generates the next direction, 𝒑⃗⃗ 𝑗,𝑘+1. This is done in a numerically efficient manner 

for all rays using MATLAB array functions such as bsxfun(), which allows for the implicit 

expansion of array. After all ray operations are performed, the 𝑗th ray’s total propagation 

time is calculated by summing over the 𝑘-dimension in 𝑡𝑗𝑘 . 

There are five types of surfaces that the ray interacts with in this simulation: a 

concave mirror (sphere), off-axis parabola (paraboloid), flat mirror (plane), grating (plane), 
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and AOM (plane). The first surface we will consider is a spherical mirror. The vector 

equation for a spherical surface is (the paraboloid is handled in a similar way): 

|𝒓⃗ − 𝒓⃗ 0| = 2𝑓 (95) 

where 𝒓⃗  is a position vector (𝑥, 𝑦, 𝑧), 𝒓⃗ 0 is the center of the sphere, and 𝑓 is the focal length 

of the concave mirror. The intersection time between the sphere and a ray (Eq. 94) is given 

by: 

𝑡𝑗𝑘 = 
1

2
(−𝑏 ± √𝑏2 − 4𝑐) (96) 

where 𝑏 = 2(𝒒⃗⃗ 𝑗𝑘 − 𝒓⃗ 0) ∙ 𝒑⃗⃗ 𝑗𝑘  and 𝑐 = |𝒒⃗⃗ 𝑗𝑘 − 𝒓0|
2
− 4𝑓2. Care must be taken to choose the 

solution with positive 𝑡𝑗𝑘  to ensure forward propagation of the ray. The intersection point 

𝒒⃗⃗ 𝑗,𝑘+1 is then calculated by Eq. 94. The normalized surface normal is calculated at the 

intersection point by the derivative at the surface: 

𝒏⃗⃗ 𝑚 =
(𝒒⃗⃗ 𝑗,𝑘+1 − 𝒓⃗ 0)

|𝒒⃗⃗ 𝑗,𝑘+1 − 𝒓⃗ 0|
(97) 

The reflection is then calculated as: 

𝒑⃗⃗ 𝑗,𝑘+1 = 𝒑⃗⃗ 𝑗𝑘 − 2𝒏⃗⃗ 𝑗(𝒏⃗⃗ 𝑗 ∙ 𝒑⃗⃗ 𝑗𝑘) (98) 

A similar procedure is followed for reflections from planar surfaces, where the plane 

is directly defined by the surface normal: 

𝒏⃗⃗ ∙ (𝒓⃗ − 𝒓⃗ 0) = 0 (99) 

In practice, the normal is generated by rotating a reference normal vector into the direction 

of the desired optic using rotation matrices. For example, the rotation of the steering 

mirror SM1 for Bragg’s angle matching is done by rotating a vector 𝒏⃗⃗ 0 = (−1, 0 , −1), which 
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corresponds to a 45o mirror pointing in the −𝑋𝑍 direction, by half the Bragg’s angle along 

the 𝑌-axis: 

𝒏⃗⃗ = (

cos 𝜃Bragg 0 sin 𝜃Bragg

0 1 0
−sin 𝜃Bragg 0 cos 𝜃Bragg

) ∙ 𝒏⃗⃗ 0 (100) 

The intersection time for a planar surface is calculated by: 

𝑡𝑗𝑘 =
𝒏⃗⃗ ∙ ( 𝒓⃗ 0 − 𝒒⃗⃗ 𝑗𝑘)

𝒏⃗⃗ ∙ 𝒑⃗⃗ 𝑗𝑘
(101) 

The new positions and directions of the ray, 𝒒⃗⃗ 𝑗,𝑘+1 and 𝒑⃗⃗ 𝑗,𝑘+1 are then calculated using the 

previously described method. 

Diffraction from a grating represents a special case of planar reflection. Because our 

pulse shaper is in the Littrow geometry, the grating is tilted vertically to allow the beam to 

clear the 45o steering mirrors. Because the beam is not in the same plane as the groove 

periodicity, the normal grating equation cannot be used. Instead, we calculate the diffracted 

beam’s wavevector using conical diffraction. [72] To do this, we must first rotate our XYZ 

beam coordinate frame into the UVW grating coordinate frame. This can be achieved by 

using a coordinate transformation matrix that is constructed from the grating normal and 

groove propagation direction. The grating normal is constructed by first defining and 

normalizing a grating surface normal (0, 𝑔 , −1) with downward tilt, where 𝑔 =

−0.5 × Δℎ/𝑓 is the downward tilt component of the grating and Δℎ is the beam height 

change (e.g. 25.4 mm). This vector is then rotated along the Y-axis by the grating angle to 

generate a vector 𝒘⃗⃗⃗ . An analogous vector 𝒖⃗⃗  represents the grating groove period direction 

and is constructed by rotating an initial vector (−1, 0, 0) by the grating angle. Finally, a 

third orthogonal vector 𝒗⃗⃗ = 𝒖⃗⃗ × 𝒘⃗⃗⃗  is also calculated. Note that the second grating is 
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physically flipped (i.e. rotated 180o along its normal), meaning that its initial groove period 

vector is (+1, 0, 0). The unitary coordinate transformation matrix is given by concatenating 

the vectors, 𝑴 = (𝒖⃗⃗ 𝒗⃗⃗ 𝒘⃗⃗⃗ ).  

Conical diffraction is calculated using the vector grating equation:[72] 

𝒌⃗⃗ 𝑠,𝑚 = 𝒌⃗⃗ 𝑠,𝑖 +
2𝜋𝑚

𝑑
𝒖⃗⃗ (102) 

here 𝒌⃗⃗ 𝑠,𝑖 is the grating surface component of the incident wavevector (i.e. incident 

wavevector’s projection onto the UV plane), 𝒌⃗⃗ 𝑠,𝑚 is the 𝑚th order diffracted wavevector 

with grating period 𝑑. Note that this is written in the grating coordinate frame, so 𝒖⃗⃗  should 

be understood as the unit vector (1, 0, 0). The 𝑊 component of the diffracted wavevector is 

calculated to reflect the ray and preserve the wavevector norm: |𝒌⃗⃗ 𝑚| = 2𝜋/𝜆. Finally, the 

diffracted wavevector is transformed back into the XYZ coordinate frame: 

𝒑⃗⃗ 𝑗,𝑘+1 =
𝑴 ∙ 𝒌⃗⃗ 𝑚

|𝒌⃗⃗ 𝑚|
(103) 

First order diffraction from the AOM is also treated with this conical diffraction method. 

Figure 31 summarizes the key dimensions, coordinates, and adjustable parameters 

in this simulation. The input beam size, defined by the standard deviation of a Gaussian 

intensity profile, is σ = 1 mm and divergence is normally set to zero, but is adjustable. The 

shaper focal length is set to 200 mm, with the distances from the ideal 4f position of the 

optics being denoted in an absolute coordinate frame as ΔCM1, ΔCM2, ΔG1, and ΔG2 (as 

opposed to the relative coordinate frame, Δ1, Δ2, Δ3, and Δ4 used in the previous sections, 

which defines the relative distance between two optics or transverse planes). The steering 

mirrors are located half way (100 mm) between the AOM and the ideal concave mirror 
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position. They are adjusted to match the Bragg’s angle (θBragg = 1.95o) for the central pulse 

wavelength for which the beam profile measurements were made (λ = 5 μm). The steering 

mirrors have adjustable angle parameter δSM1 and δSM2, which mimics our alignment 

procedure. The gratings have a downward tilt which is fixed at 25.4 mm/200 mm. The 

grating angles are set for the pulse central wavelength, θG1 = 30o and θG2 =-30o. The second 

grating has an adjustable parameter δθG2 Finally, after propagation through the 4f pulse 

shaper, the rays are propagated a total distance of 500 mm to the parabola (Figure 32). In 

the next section, the parabola focus is analyzed by the ray’s intersection with a plane that is 

offset from the ideal focal point.  

 

Figure 31. Parameter definitions for the pulse shaper used in the ray-tracing simulation. 

3.3.1 Misalignment into the Parabola 

In this section, I will discuss the results from the ray tracing simulation. First, I will 

discuss the effects of focus on parabola misalignment and show that the astigmatism 

introduced, although significant, is unable to reproduce the 1:2.7 pump focus aspect ratio. 
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Next, I will discuss the pulse shaper. As a check, the ray tracing simulation results will be 

compared to the linear theory developed in section 3.2. Finally, I will present how different 

misalignments affect the focus after the parabola. 

 

Figure 32. Definitions of distances and angles for the parabola used in the ray-tracing 

simulation. 

The 90o off-axis parabola used in the 2DIR setup has an effective focal length of 

101.6 mm. As shown in Figure 32, the probe beam typically enters parallel to the optical 

axis and is therefore deflected by 90o. The pump beam is typically offset by 15 mm, and 

therefore has a steeper deflection angle. It is well known that if the input beam is not 

parallel to the optical axis, the off-axis parabola generates an astigmatic focus. Table 1 

qualitatively summarizes what the pump beam focus looks like for different misalignments. 

To summarize, horizontal misalignments generate horizontal or vertical astigmatic 
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features, while vertical misalignments generate astigmatic features rotated by 

approximately 45o. Both increase the size of the circle of least confusion at the focus with 

larger beam deviation. 

Table 1. Qualitative summary of the pump beam focus for different misalignments into the 

parabola. Angles are defined in Figure 32. 

 θ < 0 θ > 0 φ < 0 φ > 0 θ, φ = 0 

Z < 0  
   

 

Z = 0      

Z > 0 

 
 

  
 

A more quantitative understanding of the effect of misalignment on the parabola 

focus is possible by propagating a Gaussian spatial distribution of rays through the 

parabola. Around the focus, the generated astigmatism can be characterized by standard 

deviation of maximum spread at the two astigmatic focal points and at the circle of least 

confusion (medial focus). Figure 33 show the effects of horizontal and vertical 

misalignment on the astigmatism. The Z-axis deviations of the astigmatic focal points and 

circle of least confusion is shown in Figure 34. Also, for vertical misalignment, the 

rotational deviation from 45o is shown in Figure 35. Note that this simulation is performed 

for rays, as opposed to a wavefront. Therefore, the results may significantly underestimate 

the true beam size, especially close to the focus. In practice, our ideal beam focal size 

(reported as standard deviation for comparison purposes, 𝜎 = 0.36𝑤) is 31 μm (𝑤 = 

86 μm) for the probe, with an input diameter of 1.7 mm (𝑤 = 4.7 mm) for 6 μm light. In 
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principle, it is possible to estimate the amount of misalignment by measuring the locations 

of the astigmatic focal points.  

 

Figure 33. Characterization of the astigmatism generated with (a) horizontal and (b) 

vertical misalignment of the pump beam into the parabola. The X and Y lines give the beam 

size in the corresponding astigmatic plane. The focus X and focus Y give the X and Y beam 

sizes for the circle of least confusion. Note that with vertical misalignment, the astigmatism 

is rotated by approximately 45o. 

 

Figure 34. The Z-positions for the X and Y astigmatic planes and circle of least confusion 

for (a) horizontal misalignment and (b) vertical misalignment. 
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Figure 35. Rotational deviation of the astigmatism generated for vertical misalignment. 

 

Figure 36. The pump focus spot size for a given probe divergence as found by the pump-

probe overlap procedure described in the main text. 

A large amount misalignment error can be considered as a full knob turn on a 

typical 1” 100 TPI actuated mirror mount (such as Newport Ultima U100). This 

corresponds to a beam deviation of approximately 13 mrad or 0.76o. As a comparison, the 

sensitivity (0.5x beam deviation angle) of such mirror mounts is on the order of a few 
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arcseconds (3.8 arcseconds for the U100). Based on our results, pump beam misalignments 

of 30 to 40 mrad or 1.7o to 2.3o would be required to achieve an approximately 1:2.7 aspect 

ratio for an astigmatic focus. Therefore, pump misalignment into the parabola is unlikely to 

be the sole source of 1:2.7 aspect ratio of the pump focus. 

It is possible that a combination of poor probe beam collimation and the resulting 

pump-probe overlap can induce a large pump misalignment in to the parabola. This would 

be caused by the procedure used to find the pump-probe overlap. Briefly, the optimal 

probe focus is found by maximizing the probe throughput through a 100 µm diameter 

pinhole. The pump angle into the parabola is then adjusted, using a mirror mount 200 mm 

away) to maximize its throughput through the pinhole. If the probe is poorly collimated, it 

will focus away from the parabola’s focal point. To recover the overlap, the pump will be 

slightly misaligned so that pump and probe beams cross at the probe’s focal point. This 

procedure was repeated using the ray-tracing simulation with the results shown in Figure 

36. A probe divergence of 1.4 mrad is required to recover a 1:2.7 aspect ratio, assuming a 

minimum pump focus of 𝜎 = 35 µm along the vertical direction.  

Given the telescope design after the DFG stage of our OPA and the alignment 

procedure developed, the beam divergence is likely around 1 mrad. Briefly, a strongly 

diverging mid IR (mid IR 𝑤0 = 0.40 mm, λ = 5 µm) is generated from focusing signal and 

idler which is collimated by a concave mirror pair (R1 = 100 mm, R2 = 150 mm) 18 inches 

away. The collimation procedure involves minimizing the beam size at the shaper grating, 

which is 3.8 m away. This procedure yields a beam which has 𝑤 = 2.4 mm (𝑤0 = 1.7 mm), 

which gives a divergence of 0.94 mrad. This number is less than the divergence required to 
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cause the measured aspect ratio. Note that the probe also has an additional telescope to 

increase its size by 1.5x, therefore it is possible that its divergence is quite off. 

3.3.2 Misalignment of the Pulse Shaper 

Another possible source for the 1:2.7 pump aspect ratio is misalignment in the pulse 

shaper. In this section we will consider a few common pulse shaper/pump beam alignment 

procedures and their effects on the parabola focus. These procedures include: (1) the use of 

the concave mirror distances for beam collimation, (2) adjusting the gratings for chirp 

compensation, (3) adjusting the 1st steering mirrors for Bragg’s angle compensation, and 

(4) adjusting the 2nd steering mirror and 2nd grating angle to recover the pump alignment. 

The adjusted parameters in this section were summarized in Figure 31. Based on the 

analysis from the previous sections, it is expected that only the first alignment procedure, 

adjusting the concave mirror distances, can introduce the mentioned beam distortions. 
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Figure 37. Chirp ray tracing results. Panels (a) through (c) are for an ideally compressed 5 

μm pulse with a 200 g/mm grating. Panels (d) through (f) are for the pulse shaper output at 

the ideal 4f alignment. Panels (a) and (d) show the temporal chirp in the pulse. Linear 

components correspond to GDD, quadratic to TOD, cubic to 4th order dispersion, etc. Panels 

(b) and (e) show the presence of spatial chirp. Note that in (e) spatial chirp is present even 

though the pulse shaper is at the ideal alignment because of the introduction of angular 

dispersion due to Bragg’s angle mismatch. Panels (c) and (f) show the projection of the 

pulse onto the x (mm)-z (ps) plane. Panel (c) shows a nearly compressed pulse with some 

trailing rays due to TOD. Note that there is a slight pulse-front tilt present. Panel (f) shows a 

strongly chirped pulse, which also has a pulse front tilt. 
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To verify the ray-tracing simulation, Figure 37 shows the chirp of the pulse 

propagated through the pulse shaper. When the grating distances are set to ΔG1 = 5.9 mm, 

ΔG2 = 17.7 mm), the slope of the delay vs. wavelength near 6 µm is nearly zero, which 

represents GDD. If the grating distances are set to the ideal 4f position (ΔG1 = 0, ΔG2 = 0), 

then there is substantial temporal chirp present along with some spatial chirp. Note that in 

both cases there is a significant contribution from higher order chirp. 

 

Figure 38. A typical focus generated with pulse shaper misalignment. Note that the Y-

direction is focused but the X direction is dispersed. This was generated with a correctly 

aligned pulse shaper but with an input beam with 1 mrad divergence. This focal spot is 4.1 

mm past the true parabola focus.  

The first alignment procedure involves collimating the pump via the two concave 

mirror distances. In practice this is a very inaccurate procedure because of the limited 

space in our setup and the difficulty in directly collimating a low-powered mid IR beam. 

Instead, we usually rely on the initial HeNe alignment of the 4f pulse shaper for the correct 

concave mirror distances. Therefore, it is possible that the concave mirror distances may 

be off by several millimeters. Figure 38 shows the typical focal spot generated with a 

concave mirror misalignment or with correct concave mirror alignment but with a 

diverging input beam. Notice that the focal spot is chromatically dispersed horizontally. In 
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the following figures, the focus spot size is measured as the standard deviation of the 

horizontal width at the tightest vertical focus as a function of different pulse shaper 

alignment parameters. 

 

Figure 39. The horizontal beam size at tightest vertical focus when moving (a) the first 

grating and first concave mirror and (b) the second grating and second concave mirror. The 

noise is caused by numerical error because the ray-tracing method is not robust against 

division by very small numbers. Zero represents the compressed alignment in Figure 37. 

 

Figure 40. The horizontal beam size at tightest vertical focus when moving (a) the first 

grating and first concave mirror together vs. the second grating and second concave mirror 

together. Panel (b) is the same as (a) except the input beam has a 1 mrad divergence. Zero 

represents the compressed alignment used in Figure 37. 
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Figure 41. The horizontal beam size at tightest vertical focus when changing the input 

beam divergence and (a) moving the first grating and concave mirror together and (b) 

moving the second grating and concave mirror together. Zero represents the compressed 

alignment used in Figure 37. 

Figure 39(a) shows the effect of moving the first grating and first concave mirrors. 

Moving the grating, as expected, has a minimal effect on the focal spot size. Moving the 

concave mirror, on the other hand, leads to a larger horizontal beam size. Figure 39(b), 

where the second grating and concave mirror are moved together, shows a similar result. 

Figure 40(a) shows the beam size when the concave mirror and corresponding grating is 

moved together (ΔCM1 and ΔG1 have the same value and ΔCM2 and ΔG2 have the same 

value) so that the chirp compensation remains constant. This figure shows that increasing 

the distance of one optic pair while decreasing the distance of the other optic pair can 

partially compensate for the other.  

So far, we have only considered the effects of misalignments on a collimated input 

beam. If the input beam has a significant divergence, the effects of misalignment are slightly 

different. Typically, any divergence would be compensated by moving the concave mirrors 

and second gratings together to keep the pulse compressed. The results are shown in 
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Figure 41. In both cases, a converging beam causes a significant chromatic dispersion at the 

focus, which cannot be easily compensated by the concave mirrors. Figure 41(b) shows 

that the second concave mirror is more capable of compensating for poor collimation. A 

diverging beam causes a less severe focus distortion but can still cause a poor focus if not 

corrected for by the concave mirrors. Given the input mid-IR collimation described in the 

previous section, it is likely that this effect is a contributor toward the observed aspect 

ratio. As an example, Figure 40(b) shows the concave mirror’s ability to compensate a 1 

mrad divergence. The concave mirrors are unable to compensate this divergence and the 

horizontal beam size remains quite large at the focus.  

The generation of the chromatic dispersion at the focus can be thought of as a 

mismatch between the angular dispersion and beam divergence, as is shown in Figure 42. 

This results in two focal planes after any focusing optic such as a lens: the beam divergence 

plane and the angular dispersion plane (note that for a parabola only one focal point is 

defined). A tight focus can only be generated when these two focal planes overlap. This has 

profound consequences for the alignment of the shaper—even though the angular chirp 

introduced may be small, if it is not matched to the output beam divergence then the output 

beam will focus poorly. Because the pulse shaper does not introduce significant angular 

chirp, the concave mirrors mostly compensate for beam divergence. Finally, the beam 

divergence, spatial chirp, and angular chirp are all coupled in the sense that they all effect 

the apparent divergence, linear dispersion, and angular dispersion of the beam after the 

pulse shaper. Therefore, if this work is published, the terms used qualitatively in this 

analysis will require more precise definitions, likely in terms of the ray-pulse matrix 

analysis used in earlier sections. 
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Figure 42. A ray diagram representation of the angular dispersion focal plane (FPang) and 

beam divergence focal plane (FPdiv) for a linearly dispersed (caused by spatial chirp) beam. 

Panel (a) shows the ideal condition, when the beam divergence and angular dispersion are 

both zero. In this case, both focal planes coincide. This case occurs anytime the beam 

divergence and angular dispersion are matched. Panel (b) shows when the beam 

divergence is zero but the angular dispersion non-zero. In this case, FPdiv is at the ideal 

focus and FPdiv is after the ideal focus. This can lead to the observed focal spot. Panel (c) 

shows when the angular dispersion is zero but the divergence is positive. In this case, FPang 

is at the ideal focus and FPdiv is after the ideal focus. This case represents the result in 

Figure 38. 

The next three procedures do not introduce as a significant focus spot distortion. 

Figure 43 shows the effect of changing the 2nd grating distance and compensating the offset 

with the first, so that the output pulse remains mostly compressed. Over a 40 mm range, 
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the focal spot size is relatively insensitive (Gaussian beam waist would be minimum σ = 30 

µm). Therefore, at least from the perspective of focal spot size, it is safe to use any of the 

two gratings for chirp compensation. This further implies that the procedure for the 

passive correction of Bragg’s angle mismatch is okay (see section 3.2.2). Similarly, errors in 

Bragg’s angle determination, as measured by misalignment of the first steering mirror and 

recovery with the second steering mirror, do not introduce a significant increase in focal 

spot size (Figure 44(a)). The last common alignment procedure is to make the HeNe tracer 

and pump beam colinear. The two degrees of freedom we use are the 2nd steering mirror 

and 2nd grating angles to control for horizontal position and horizontal direction. As shown 

in Figure 44(b), this procedure is safe in terms of focus spot size, although it can introduce 

a slight pump frequency error for double pulse generation. 

 

Figure 43. The horizontal beam size at tightest vertical focus when moving the second 

grating and recovering the displacement by the first grating to keep the chirp 

compensation constant. The noise is caused by numerical error because the ray-tracing 

method is not robust against division by very small numbers. Zero represents compressed 

the alignment used in Figure 37. 
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Figure 44. The horizontal beam size at tightest vertical focus when: (a) tilting the first 

steering mirror and recovering with the second steering mirror; (b) tilting the second 

steering mirror and recovering with the second grating angle. The noise is caused by 

numerical error because the ray-tracing method is not robust against division by very small 

numbers. Zero represents the compressed alignment used in Figure 37. 

To conclude, there are only two reasonable sources of misalignment that can cause 

the 1:2.7 aspect ratio for the pump focus. Both sources come from incorrect beam 

collimation into the 2DIR setup. The first source is caused by the procedure used to find 

pump-probe overlap: because the probe focus is not at the true parabola focus, the pump 

beam is horizontally misaligned into the parabola. This induces a severe astigmatism into 

the pump focus. The second source comes from incorrect collimation into the pulse shaper, 

which causes a mismatch between angular chirp and beam divergence. This in turn leads to 

a chromatically dispersed pump focus. Individually, both misalignments need to be quite 

severe to cause the measured pump focus aspect ratio. Therefore, the observed pump focus 

is likely a combination of both misalignments. 
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3.4 Conclusions 

To conclude this chapter, I will summarize the key insights from this chapter and list 

possible future directions. The key insights are: 

1. Frequency-dependent delays (i.e. phase modulation) are generated at the second 

grating. The AOM generates phase modulation by changing the Bragg’s angle of the 

output frequency-component, which then gets mapped to a horizontal position on 

the second grating via the second concave mirror. Because the grating is tilted, a 

horizontal position induces a delay. 

2. It is critical to conserve acoustic bandwidth in the AOM. Although the AOM is 

tolerant to a certain frequency range, deviation from this range leads to a loss of 

throughput and causes double-pulse falloff. This is the limit for the pump frequency 

resolution in the 2D experiment. Acoustic bandwidth use can be minimized by 

maximizing the linear dispersion at the AOM. 

3. The AOM introduces a large amount of chirp through the acoustic medium’s GDD, 

the Bragg’s angle, and Bragg’s angle mismatch. Most of this chirp can be 

compensated passively by using the 4f geometry as a pulse compressor. 

4. Bragg’s angle mismatch and its resulting angular dispersion can be compensated 

passively by moving the first grating by 1/2ΔAngular. The resulting angular 

dispersion has no effect on the output pulse’s angular dispersion when correctly 

compensated for. For broadband pulses, I recommend this method over active 

matching[73] in order to conserve acoustic bandwidth. 

5. Temporal chirp can be compensated either by only the first, only the second, or both 

gratings simultaneously without the introduction of other 1st order distortions into 
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the output pulse. It is the total grating offset that is important. This suggests that the 

passive Bragg’s angle matching method in the previous method is safe. 

6. Spatial chirp and temporal chirp are inherently coupled in the 4f geometry pulse 

shaper because of the first insight. The output pump beam will always have spatial 

chirp, although it can be reduced by choosing a shorter focal length for the 4f 

geometry. 

7. Angular chirp introduced by the 4f geometry is small. 

8. For the parabola: the probe beam must be carefully collimated, otherwise the pump 

beam may have an astigmatic focus when overlapped with the probe. 

9. For the pulse shaper: the pump beam must be carefully collimated, otherwise there 

will be a mismatch between angular dispersion and beam divergence after the pulse 

shaper. This will cause a horizontal chromatic dispersion at the focus, which will 

cause the focus to be elliptical. 

Finally, the question remains: what’s next? There are two directions that lead to 

publications. First, characterization of double pulse falloff could be useful in cases where 

high pump-frequency resolution is important. This would require a better understanding of 

the acoustic-frequency acoustic power-dependence of the AOM throughput. In addition, the 

power dependence is non-linear, which generates several higher harmonics in the double 

pulse. These are largely eliminated by using the AOM in the linear power regime (at the 

cost of the throughput), through phase cycling, and Fourier filtering. It would be interesting 

to be able to pre-compensate the acoustic waveform to correct for these effects, which may 

allow the AOM to be used in its nonlinear regime. This may allow for a pulse shaper 
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throughput up to 50 %. Typical throughputs used in experiment are on the order of 30-40 

% or less. A stronger pump will be beneficial for a stronger signal. 

The second direction involves completing the characterization of the pump focus. 

Ideally, the ray-pulse method used in section 3.2 would be expanded to include the pump 

focus. A linear mathematical formulism would generate simple equations that could aid in 

alignment and could generate additional insights. It would also be interesting to extend this 

to Gaussian beam optics. More careful beam profile measurements as a function of shaper 

alignment parameters are needed to confirm the theory and simulation used in the 

previous sections. This is motivated by the fact that having a tight pump focus is critical 

toward maximizing the signal.  
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4. The Ultrafast Vibrational Dynamics of the Tyrosine Ring Mode 

4.1 Introduction 

Vibrational labels are a ubiquitous tool for studying the local environments of many 

different systems, spanning from biosystems such as proteins and peptides[10-12,74] to 

energy-related systems such as ionic liquids[75-80]. In 1D IR, vibrational labels are often 

used to measure local electric fields via the vibrational stark effect.[12,81,82] In 2D IR, this 

idea is extended to measure local electric field fluctuations on picosecond timescales, 

thereby providing ultrafast dynamic information about their environments.[11] Vibrational 

labels have provided detailed information on peptide/protein folding events, local 

viscosity,[83-85] and lipid dynamics.[86-88] 

For a vibrational label to be useful, it must satisfy the following criteria. First, the 

label should appear in a clear IR window, away from strongly absorbing solvent modes and 

solute modes, such as C-H stretching and the amide modes. The label must be sensitive to 

its local environment and would ideally have a straightforward correlation between its 

environment and frequency shift. For studies involving biomolecules, the label should have 

a sufficiently strong absorption cross-section to allow access to biologically relevant 

concentrations of the micromolar scale.[74,89-94] For complex biomolecules such as 

proteins, it should also be easy to synthetically introduce vibrational labels, which is often 

done so as synthetically modified amino acids.[95-101] Finally, these labels should also not 

significantly perturb the structure or dynamics of the protein system; that is, they should 

only act as probes. The last two points are satisfied by a class of vibrational labels called 

“natural labels.” Natural labels are amino acid side chains that naturally occur in a peptide 

or protein that have a strong absorption cross section and appear in a clean region of the IR 
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spectrum. One example, which we have studied previously,[102] is the tyrosine ring mode 

at 1515-1517 cm-1.[102-104] In this chapter, we further explore the sensitivity of the 

tyrosine ring mode to its local environment with our recent advances in noise reduction. 

To further test the sensitivity of the tyrosine ring mode on its local environment, we 

revisit the enkephalin system.[102,105] Briefly, enkephalins are endogenous opioid 

peptides whose binding to the opioid receptors is catalyzed by a lipid membrane.[106] 

These peptides remain largely unfolded in buffer, adopting only transient random coil 

conformations.[107-109] This conformational change allows for the peptide to bind to the 

opioid receptor, where binding-site specificity is determined by the relative positioning 

and orientation of the tyrosine and phenylalanine side-chains.[110-113] For example, a 

synthetic enkephalin mimic is morphine, where the positioning of a phenol and phenyl ring 

is locked.[114,115] Marcotte et al. have shown that the conformational distribution and 

insertion of the peptide can be modulated by doping the bilayers’ surface with different 

headgroups (Figure 45).[110] The authors suggested that the main effect comes from the 

bilayer packing and surface charge, where highly packed bilayers and negatively charged 

headgroups cause the peptide to be less inserted. 
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Figure 45. Graphical abstract for this chapter. On the left is the structure of enkephalin. On 

the right is the expected behavior of the peptides in different bicelle conditions with 

different headgroup doping. 

In this work, we show that the tyrosine ring mode reports on its local environment 

even when the bilayer surface is doped with only 10% of a different headgroup. More 

significantly, we found that this sensitivity is hidden under complex relaxation dynamics 

that cause a significant distortion in the 2D line-shape. We propose that the ring mode 

undergoes efficient energy relaxation to a nearby dark-state and suggest three models to 

explain the spectra, two of which can explain the line-shape distortion. We conclude with 

showing what effects these three models have on extracting the frequency-frequency 

correlation function, which is the dynamic parameter of interest. 

4.2 Results 

To gain insight into the sensitivity of the tyrosine ring mode to its local 

environment, we performed FTIR and 2D IR measurements on Leu-enkephalin (Lenk) and 

Met-enkephalin (Menk) in a pD 7 D2O phosphate buffer and a variety of membrane 

conditions. The membrane conditions were prepared by doping 3:1 DMPC/DHPC bicelles 

(1,2-dimyristoyl-sn-glycero-3-phosphocholine/1,2-dihexanoyl-sn-glycero-3-

phosphocholine) with 10% of PC (phosphatidylcholine, no doping), PG 
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(phosphatidylglycerol), PE (phosphatidylethanolamine), and PS (phosphatidylserine) 

headgroups (Figure 45). The doping was performed by replacing the DMPC with DMPG, 

DMPE or DMPS before preparing the bicelles. See SI for more detail.  

4.2.1 FTIR: 

 

Figure 46. FTIR data comparing (a) Lenk, on the left, and (b) Menk, on the right, in 

different bicelle conditions. 

We first performed FTIR measurements for both Lenk and Menk in the various 

membrane conditions and in pD 7 phosphate buffer, and for p-cresol in pD 7 phosphate 

buffer (Figure 46) For p-cresol in pD 11 phosphate buffer and DMSO see Chapter 5. p-

Cresol exhibits an approximately 2 cm-1 redshift compared to the peptides. The ring mode 

in the peptides does not show a significant solvatochromatic shift, which is consistent with 

other work on this ring mode.[102-104] The most prominent feature is an asymmetric line 

shape, with a longer tail on the red-side of the spectrum. This asymmetry is present in all 

spectra acquired of the ring mode and has been observed in other aromatic vibrational 

probes.[116] We believe that this asymmetry is most likely caused by vibrational hot-
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bands: thermally-populated low frequency modes that are anharmonically coupled to the 

observed ring mode. 

 

Figure 47. Temperature-dependent FTIR results of p-cresol. (a) Experimental, left. (b) 

Calculated, middle. (c) Temperature-dependent plot comparing the experimental and 

calculated results, right. 

To test this hypothesis, we performed temperature dependent FTIR on p-cresol in 

pure D2O and anharmonic DFT calculations (B3LYP 6-31g+ (d,p)) for p-cresol-OD in vacuo 

using Gaussian 03.[117] The results are shown in Figure 47. Temperature dependent FTIR 

spectra were acquired in approximately 10o increments from 7 to 76 oC. After subtracting 

the temperature-dependent solvent background, we fit the asymmetric lineshape to the 

sum of two Lorentzians of equal width, as shown in Figure 47(a). The amplitudes of these 

two Lorentzians represents the relative populations of “cold” and red-shifted “hot” p-cresol 

molecules. As shown in Figure 47(c), we fit the relative population of the hot-band to the 

Boltzmann factor, 𝐼𝐻𝑜𝑡 𝐼𝑇𝑜𝑡𝑎𝑙⁄ = 𝑒−𝜔/𝑘𝐵𝑇, as a function of inverse temperature 

−𝑘𝐵 log(𝐼𝐻𝑜𝑡 𝐼𝑇𝑜𝑡𝑎𝑙⁄ ) = 𝜔/𝑇. The fit suggests that the coupled low frequency mode is at 

approximately 880 cm-1.  

We found that linear fit also had a large intercept, which is unphysical according to 

our model. This intercept suggests that there may be contributions from multiple low-
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frequency modes. We found a similar slope and intercept when repeating the same fitting 

procedure with temperature-dependent spectra simulated from the anharmonic DFT 

calculations (Figure 47(b)). The anharmonic shifts from the DFT calculations suggest that 

at least three coupled ring modes significantly contribute to the shoulder in the FTIR 

spectrum. 

4.2.2 2D IR: 

We performed pump-probe 2D IR measurements in order to gain more insight into 

the sensitivity of the tyrosine ring mode to its local environment (see SI for experimental 

and data processing details). The data was collected using a pump-probe geometry with the 

pump double-pulse delay generated with an AOM-based pulse shaper, as described in the 

previous chapters. The pump-probe delay was scanned to 10 ps in variable steps for the 2D 

IR spectra. Probe laser fluctuations were removed using our recently developed multi-

channel “smart referencing” algorithm.[25] After the referencing algorithm, data was 

Fourier-transformed (using a discrete Fourier-transform) along the pump delay, 𝜏, and 

used without any further processing or interpolation. The data shown in this work is of the 

<ZZZZ> polarization, although our setup collects both <YYZZ> and <ZZZZ> spectra 

simultaneously. We performed all 2D IR measurements immediately after taking the FTIR 

of the previously described samples.  
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Figure 48. 2D IR spectra of Lenk in PC bicelles. (a) On the left is the experimental data. (b) 

On the right is the response function fit. 

In Figure 48, we show 2D IR data that is representative for all measurements 

performed (see SI for all data). At 𝑇 < 0.5 ps, all the 2D IR spectra resemble typical single 

oscillator spectra, where the peptide spectra are inhomogeneously broadened. At longer 

waiting time, there is a distinct blue-shift along 𝜔𝑡 in the frequency of the 𝑣 = 1 →  2 

transition. This shift has been previously attributed to intramolecular energy redistribution 

(IVR): ultrafast energy relaxation to an anharmonically coupled dark state.[116,118-122] 
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The new shifted peak, which is also observable in the pump-probe spectra, represents the 

probe excitation from a dark state to a combination band between the dark and bright 

states. Therefore, the shift is the manifestation of the decay of the bright overtone 

transition and the growth of the combination band transition. 

 

Figure 49. CLS data for Lenk and Menk in buffer and PC bicelles. 

One popular procedure that is used to extract the dynamic observable of interest 

(the FFCF) is the center-line-slope method (CLS).[23,24] Briefly, this method takes slices of 

the fundamental transition along 𝜔𝑡 as a function of 𝜔𝜏, extracts the maximum point for 

each slice, and fits a line through the points. The slope (𝑑𝜔𝑡/𝑑𝜔𝜏) as a function of 𝑇 has 

been shown to be proportional to the FFCF within certain limits.[23] The advantage of this 

method is that the FFCF estimation is more robust compared to a full response function fit 

because the number of free fitting parameters is smaller. Unfortunately, the CLS method is 

highly susceptible to systematic error that can be introduced by complex lineshapes or 

experimental noise. As an example, Figure 49 shows a representative sample of CLS plots 

as a function of waiting-time which all exhibit a prominent dip around 4-5 ps (see SI for all 

plots). Therefore, we were unable to directly use the CLS method to extract the FFCF. 
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4.3 Modeling the 2D IR Spectra 

 

Figure 50. Summary of the IVR model. (a) The combination band picture. (b) The kinetic 

model describing population relaxation. (c) The Feynman diagram that corresponds to the 

non-rephasing IVR peak. 

To gain more insight into the dynamics, we performed a global 3rd order response 

function fit that includes a kinetic model for IVR during the population evolution period. 

The full details of this fit are outlined in the SI. We summarize diagrammatically the key 

features in Figure 50. The model consists of a 5-level system that includes the 𝑣 = 0, 𝑣 = 1, 

and 𝑣 = 2 tyrosine ring mode states, as shown in Figure 50(a). Irreversible energy transfer 

is allowed between the 𝑣 = 1 and a dark state, 𝑣 = 1’, which can be further excited to the 

combination band 𝑣 = 1 + 1’. All population relaxation dynamics are modeled using a 

kinetic model shown in Figure 50(b). The model does not include reorientation dynamics 

because the peptide’s rotational correlation function decays much more slowly compared 

to the vibrational lifetime of the ring mode (see SI). Spectral diffusion is included in the 

model using the second-order cumulant expansion and with the model FFCF:[102] 

𝐶(𝑡) =  𝛾0 + ΔωInh
2 + Δω1

2𝑒
−
𝑡
𝜏1 (104) 
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where ΔωInh is the static inhomogeneity, Δω1 is the magnitude of frequency fluctuations in 

the spectral diffusion, 𝜏1 is the timescale of spectra diffusion, and 𝛾0 = 2𝛿(𝑡)/𝑇2
∗ is the pure 

dephasing contribution. 

To calculate the 2D IR spectrum, we first calculate all the rephasing and non-

rephasing response functions as a function of 𝜏, 𝑡, 𝑇. The analytical form of these response 

functions has been tabulated elsewhere.[5] Figure 50(c) shows one of the Feynman 

diagrams that involve energy transfer during 𝑇. The sum of these pathways is then Fourier-

transformed (using a discrete Fourier-transform) directly to the calibrated experimental 

𝜔𝜏 and 𝜔𝑡 frequencies. We use a nonlinear least-squares fitting procedure that fits the 3rd 

frequency-domain response functions directly to the 2D IR data (see SI for more detail). 

We found that the fit reproduces the 2D IR, pump-probe spectra, and FTIR spectra 

quite well, but the fitted parameters are not robust due to overparameterization. If we 

repeat the CLS method on the simulated 2D spectra from fitting, we find that resulting 

waiting-time dependence cannot reproduce the prominent dip. Using this procedure, we 

also found that the extracted FFCF correctly reproduces the input parameters (up to a 

scaling factor). Therefore, the prominent dip in the CLS does not directly come from the 

energy transfer during the population period. 

Upon closer inspection, the 2D data shows an unusual line-shape distortion that 

occurs at 𝑇 = 4.5 ps. The apparent result of this distortion is the red-shifting of the new IVR 

peak along 𝜔𝜏 as a function of 𝑇. This distortion appears, to various extents, in all data 

acquired for the tyrosine ring mode. The feature is also present in the p-cresol anion, where 

the ring mode is red-shifted by 14 cm-1 in the linear IR (see SI). Therefore, the distortion is 
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unlikely to be caused by noise (either random or static) or instrumental error because of its 

repeatability. 

We consider three models that may explain this line-shape distortion: (1) 

population exchange with hot states, (2) frequency-dependent IVR rate, and (3) fast 

reversible coherence transfer between the bright and dark states. The first model does not 

introduce this line-shape distortion but does reproduce several subtle features of the 2DIR 

spectra. The second model recovers the effect of the line-shape distortion but requires a 

static inhomogeneity that is not present in all samples. The third model also recovers the 

line-shape distortion but introduces additional distortions that are not immediately 

apparent in the data. In the following section, we discuss each model in detail and show 

their effects on the CLS. 

4.3.1 Population exchange with hot-bands 

The first model, population exchange with hot-bands, is motivated by the fact that 

the hot-band shoulder present in the FTIR should also be present in the 2DIR spectra. 

Assuming transition dipole and dephasing of the hot and cold bands to be the same, the 

peak intensity ratio in both the 2DIR and FTIR will be approximately the same and depend 

on relative populations determined by the Boltzmann factor. Therefore, we expect, from 

the FTIR fit, a ~5% contribution at room temperature. Furthermore, we expect that the hot 

population will exchange with the cold population on a 2DIR accessible timescale,[123,124] 

which will lead to cross peaks that will interfere with the overtone and IVR combination 

peaks.  

We implement this model by adding the kinetic model described in Figure 51 to the 

response function fit in the previous section. The resulting kinetic model for the population 
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evolution period, 𝑇, includes the irreversible IVR decay detailed in Figure 50 plus 

reversible exchange to corresponding hot states for all three cold populations. The forward 

(cold to hot) and backward (hot to cold) exchange rate ratio is determined by the steady 

state population ratio between the hot and cold state, which is equal to the Boltzmann 

factor. The forward exchange rate is left as a free parameter. Finally, we assume that the 

energy fluctuations in all populations generated remain fully-correlated during any 

population exchange.  

 

Figure 51. Kinetic scheme for the hot band exchange model. State A represents the first 

excited state of the tyrosine ring mode. State B represents the dark state. State 0 represents 

the ground state. Red states are hot and blue states are cold. 

Given the assumptions made, the 2DIR spectra are straightforward to calculate, 

even though an analytical expression for the kinetic model cannot be derived. First, in our 

model the pump can be thought of as generating a non-equilibrium population of transition 

dipole-allowed states. The kinetic model then describes how each non-equilibrium 

population decays back to equilibrium as a function of 𝑇 (see SI). Therefore, we implement 

the kinetic model as a 𝑇-dependent transfer matrix, 𝑴(𝑇), that maps pump-generated 

populations to populations that the probe acts on. The pump (probe) is represented as a 

matrix where each row (column) represents a discretized function 𝜏 (𝑡) that is summed 
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over, for a given population, the half of the Feynman diagrams before (after) 𝑇-evolution. 

Finally, because we assume all oscillators have fully correlated FFCFs, we multiply the 

response function by the exponential of the line shape function. The full computational 

detail of this method is given in the SI. 

 

Figure 52. Comparison of the hot band model (3rd row), with the response function fit (2nd 

row) and the experimental data (1st row) for Lenk in PC bicelles.  

The hot band population exchange model generates several new subtle features in 

the simulated 2DIR spectrum (Figure 52). First, the fundamental transition now exhibits a 

red-side shoulder which is due to the hot band peak. Second, this tail persists at long 𝑇, 

slightly altering the peak shape. Finally, due to population exchange and the cancelation 

with the IVR peak, the fundamental and overtone peaks have a slight additional broadening 

along 𝜔𝜏. We note that this model cannot reproduce the line-shape distortion because the 

hot-band populations are too small. 
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4.3.2 Local environment-dependent IVR model 

The local environment-dependent IVR model involves the reconstruction of the line-

shape distortion by the interference of two or more populations with different IVR rates. In 

this model, the relaxation dynamics depend on the local environment. The populations may 

have different relaxation dynamics with little frequency shift because of the ring mode’s 

weak vibrational solvatochromism. For example, p-cresol in DMSO and D2O have only a 2 

cm-1 shift but significantly different relaxation rates. p-Cresol in DMSO shows a 1.6x faster 

relaxation rate compared to p-cresol in D2O/pD 7 buffer, which is evidenced by the greater 

line-width and the faster pump-probe dynamics (see SI). Furthermore, the response 

function fit suggests that, in DMSO, energy transfer to the dark state is a significant 

contributor to relaxation, which is evident in the 2D IR spectra by the rapid growth of the 

IVR peak. Therefore, we believe that such a model is possible, and we provide further 

comment on possible physical origins in the discussion. 

We construct this model by approximating local environment inhomogeneity with 

two populations with their 𝑣 = 0 → 1 frequency separated by 2.5 cm-1. The framework for 

this model is the same as the population exchange response-function model, but with two 

key differences: first, the ratio of the two populations is assumed to be 1:1, and therefore 

the forward and backward exchange rates between them are the same if they undergo 

chemical exchange; and second, the red-shifted population has a significantly faster IVR 

rate. The results of the simulated 2DIR spectra are summarized in Figure 53. The line-

shape distortion is well-reproduced in the case of no exchange (bottom row) between the 

two populations (i.e. static inhomogeneity), which is typical for peptides in bicelles.  
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Figure 53. Simulated 2D IR spectra based on the frequency-dependent IVR model with 

chemical exchange (top) and without chemical exchange (bottom). Peak-slice maxima are 

shown as yellow dots and the CLS is shown is a dashed black line. 

Including population exchange allows for this model to mimic spectra dominated by 

spectral diffusion without much static inhomogeneity (Figure 53, top row), including the 

peptide in buffer and the p-cresol anion in D2O. The caveat is that the addition of exchange 

generates cross peaks that diminish the line-shape distortion. Therefore, a faster energy 

transfer rate is required for the lower-frequency mode to compensate for the exchange. We 

note that a faster energy transfer rate should, in principle, lead to faster dephasing, but we 

do not consider the effect of IVR on dephasing in this model. 

4.3.3 Fast reversible coherence transfer between bright and dark states 

So far, we have only considered the effect of energy transfer during the population 

evolution period. It is also possible to generate a similar line-shape distortion by including 

coherence transfer to the dark state. In this case, the line-shape distortion is caused by the 

interference of inter-state coherences generated between the bright and dark states. The 
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advantage of such a model is that it does not require local environment inhomogeneity 

with very different relaxation rates. 

To include coherence transfer, we propagate the density matrix directly using a 

phenomenological set of rate equations based on Redfield theory following a procedure 

described by Khali et al.,[125] but with the exclusion of rotational dynamics. The procedure 

consists of two main parts: (1) propagation of the density matrix via the master equation 

and (2) operating on the density matrix with the transition dipole operator. The density 

matrix is propagated in Liouville space via the master equation: 

𝜌̇ = (Γ + 𝑖𝜔)𝜌 (105) 

where 𝜌 is the density matrix in Liouville space, Γ is the tetradic Redfield tensor in matrix 

form, and 𝜔 is a diagonal matrix of transition frequencies. In the Markovian limit, the 

Redfield tensor is time-independent and can be thought of as a kinetic model between 

different diagonal elements and between different off-diagonal elements of the density 

matrix.[125] In this limit, the solution to the time propagator can be written directly, 

assuming 𝑡 ≥ 0: 

𝒢(𝑡) = 𝑒(Γ+𝑖𝜔)𝑡 (106) 

The 2D IR spectrum is calculated in the time domain via step (2) by iteratively 

operating with the transition dipole superoperator, 𝒱𝑖𝑗,𝑚𝑛 = 𝑉𝑗𝑚𝛿𝑘𝑛 − 𝑉𝑘𝑛𝛿𝑗𝑚,[19] and time 

propagator 𝒢(𝑡). The transition dipole operator, 𝑉, is a matrix of the magnitudes of 

transition dipole moments for all allowed and forbidden transitions (if the transition is 

forbidden, the matrix element is zero). The response function is calculated by: 

𝑅(𝑡, 𝑇, 𝜏) ∝ 〈〈𝑉(𝒢(𝑡)𝒱𝒢(𝑇)𝒱𝒢(𝜏)𝒱)𝜌0〉〉 (107) 
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where 〈〈… 〉〉 represents the trace over the density matrix and where 𝜌0 is a vector 

representing the equilibrium density matrix. For our model, 𝜌0 has the element 

corresponding to the ground state population set to 1 while all other elements set to zero. 

The final 𝑉 represents the transition dipole operator acting from the left. As written, Eq. 

107 represents all possible interactions with the light field, integrated over all directions. 

To extract the components that contribute to the 2D IR signal, one must keep track of the 

phase-matching in the transition dipole operator. To do this, we partition 𝒱 into 𝒱+ and 

𝒱−, which correspond to interactions with fields of wavevector +𝑘 and −𝑘, respectively. 

The rephasing and non-rephasing response functions are then calculate separately: 

𝑅𝑅(𝑡, 𝑇, 𝜏) ∝ 〈〈𝑉
−(𝒢(𝑡)𝒱+𝒢(𝑇)𝒱+𝒢(𝜏)𝒱−)𝜌0〉〉 (108) 

𝑅𝑁𝑅(𝑡, 𝑇, 𝜏) ∝ 〈〈𝑉
−(𝒢(𝑡)𝒱+𝒢(𝑇)𝒱−𝒢(𝜏)𝒱+)𝜌0〉〉 (109) 

Finally, the two response functions are Fourier-transformed and added in the usual way to 

get the absorptive spectra. This greatly simplified form of the calculation is possible 

because we do not consider rotational dynamics. As a result, we do not need to keep track 

of any coordinate frame for the transition dipole operators so that all transitions can be 

considered simultaneously.  

Using the diagram notation introduced by Khali et al.,[125] Figure 54(a) 

summarizes the key parameters used in the model. Any transition directly involving the 

dark state will have matrix element value of zero for the transition dipole operator. 

Therefore, any coherence involving the dark state directly will not be observable. This 

means that the coherence transfer needs to be reversible in order to be observable, 

otherwise it will not be distinguishable from dephasing. 



128 

 

Figure 54. (Left) A level scheme diagram showing all the energy transfer processes in the 

simulation. Blue up and down arrows represent dephasing of a coherence. Blue diagonal 

arrows represent coherence transfer. Red dashed arrows represent population transfer. 

(Right) A Feynman diagram showing one of the possible coherence transfer pathways. 

When coherence transfer to the dark state is included, several new features appear 

in both the 1D IR and 2D IR spectra. For the 1D IR spectra two features appear: first, the 

apparent transition frequency of the mode redshifts because of motional narrowing; 

second, a prominent dip appears at the frequency of the dark state. These two effects can 

be directly explained in the time-domain. At short 𝑡, the coherent oscillator |1><0| 

transfers to the dark state |1’><0|, which oscillates at a lower frequency. Therefore, when 

the coherence is transferred back, it is done so with a phase lag. The interference between 

the unlagged and phase lagged oscillators causes the line-shape distortion. Intuitively, the 

presence of the dark state slows down the bright oscillator (this causes the red-shift) and 

phase-lag leads to destructive interference between the oscillators, which causes the dip.  

The 2D IR spectrum has additional features that reproduce the line-shape distortion 

present in experimental data (Figure 55). Careful analysis of the different possible Liouville 

pathways reveals that only two pathways contribute to T-dependent dynamics (Figure 

55(c)). Both pathways generate an interstate coherence between the bright and dark 
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states. These pathways are closely related to cross-peaks that lie on the diagonal which are 

generated in the case of two coupled oscillators by non-rephasing pathways. The frequency 

domain equivalent is analogous to a non-rephasing 2D Lorentzian that cycles through its 

phase at the frequency difference between the bright and dark. The line-shape distortion in 

the experimental data can be reproduced when the dephasing of the interstate coherence is 

long enough to include only a single oscillation. 

 

Figure 55. Simulated 2D IR spectra with the coherence transfer model (top). Experimental 

2D IR spectra of the p-cresol anion in pD 11 buffer (bottom). 

With this model, several new distortions that are not present in the experimental 

data are introduced. First, the red-side dip that is present in the 1D spectrum is also 

present in the 2D spectra, while our experimental data shows a shoulder. The addition of 

hot-bands to the model is not sufficient to recover the shoulder in this case. Second, the 

nodal line-slope is negative at short T, while the experimental data has a positive slope. It is 

possible that the addition of spectral diffusion may overcome this distortion. Given these 
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distortions, we believe that, although coherence transfer may be present, it is not a 

significant contributor to the experimentally observed line-shape distortion. 

4.4 Discussion 

4.4.1 Many coupled ring modes 

The presence of multiple hot-bands in the FTIR spectra suggest that the tyrosine 

side-chain potential energy surface is composed of several mechanically coupled ring 

modes, which is also supported by DFT calculation. This network of coupled ring modes, 

and their combination bands, likely provide efficient relaxation channels for vibrational 

energy. This is evident in the 2DIR spectra as a T-dependent anharmonicity, where the 𝑣 =

1 vibrationally excited state population relaxes to a dark state that is likely composed of a 

combination of lower energy ring modes. The fact that this feature is present in both p-

cresol and in Lenk and Menk in a variety of environments strongly suggest that this feature 

is directly related to the ring. 

For the initial energy relaxation to satisfy detailed balance, the ratio of the backward 

and forward rates must be proportional to the Boltzmann factor. Our experimental data 

shows an irreversible energy transfer where the overtone peak decays fully as the IVR peak 

grows in. This irreversibility can either be accomplished by having a dark state energy 

substantially lower than the bright state, or by having a bath of many coupled dark states. 

In the first case, the energy difference between the bright and dark state needs to be >> 

𝑘𝐵𝑇, but the bath is unlikely to readily accept such a large amount of energy, unless it 

involves a discrete solvent molecular mode.[126] Therefore, the first case will likely have a 

slow relaxation rate.  
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We believe the second case is more likely because our DFT calculations indicate that 

there are many coupled low-frequency modes that involve the ring and their frequency 

separation from the ring mode is within the available solvent DOS. Figure 56 shows a 

possible dominant relaxation channel based on this picture. Here the IVR peak represents a 

vibrationally hot ring and the “dark state” is instead a thermal reservoir of many modes 

delocalized over the ring. It follows that the decay of the IVR peak represents the 

vibrational cooling of the ring. When energy is dissipated away from the coupled ring 

modes into states that are not coupled with the fundamental transition (i.e. the solvent or 

uncoupled solute modes), the IVR peak attains a zero-frequency shift. The IVR peak then 

destructively interferes with the bleach contribution, thereby causing the decay of the 

remaining peaks. 

 

Figure 56. Figure showing the level scheme diagram for p-cresol based on the DFT 

calculations. Xij and Δ are anharmonic couplings and anharmonic frequency shifts, 

respectively.  

4.4.2 Physical origin of frequency-dependent IVR model 

The faster growth of the IVR peak in DMSO, as compared to D2O, clearly shows that 

the IVR rate can be local-environment dependent. Because the molecular vibrational state 

energies and their anharmonicities are unlikely to be changed significantly in weakly 
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interacting solvents, the relaxation rate is likely to be related to the solvent’s ability to 

accept the ring mode’s vibrational energy. The solvent can accept vibrational energy either 

through its internal vibrations or through its low-frequency phonon-like 

vibrations.[126,127] For the case of internal vibrations, DMSO is more likely to facilitate 

energy transfer because it has more low-frequency internal vibrations as compared to 

D2O.[128,129] Neat DMSO has several intermolecular modes around 300 cm-1 which match 

the energy difference between the bright mode and a set of coupled modes between 1100-

1200 cm-1 (see DFT results in SI). 

For the case of low-frequency vibrations, intuition says that p-cresol in D2O should 

show a faster relaxation because of its higher DOS in the 100 cm-1 range.[129] These modes 

would facilitate the relaxation pathway to the 1400 cm-1 mode shown in Figure 56, but the 

opposite is observed (see pump-probe results in SI). One explanation is that the 

hydrophobic effect limits the available DOS (i.e. when solvent/solute coupling is 

considered) that can act as energy acceptors. The hydrophobic effect has been previously 

been implicated in explaining the unusual solvent dependence on bandwidth observed for 

the tyrosine ring mode.[103] One possible microscopic explanation for this hydrophobic 

effect is that water forms a more-ordered cage around the ring (i.e. the Iceberg 

model),[130] limiting the motions of the water molecules in the solvation shell.[131] We 

speculate that this limited motion can limit the forces felt by the ring, which may lower the 

coupling-DOS product needed for relaxation. 

Indeed, MD simulations suggest that the first hydration shell around benzene has a 

significant ordering of the water molecules, with hydrogen bonding to the faces of 

benzene.[132,133] Because this hydrogen bond is relatively weak and has an entropic 
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driving force for formation,[134] the librational and translational motions of water at the 

benzene faces are faster compared to those of bulk water.[135] The equatorial region of 

benzene, on the other hand, displays a more hydrophobic character and ab initio molecular 

dynamics simulations suggest slower water dynamics. [135] We believe that similar 

dynamics exist in our system because the pi-H-bond has also been identified in 

tyrosine.[136] 

4.4.3 Physical origin of the coherence transfer model 

The picture just described makes it difficult to rationalize the coherence transfer 

model because of the following features. First, coherence transfer requires a dark state that 

is close in energy. To be able to reproduce the dip in the CLS spectra, the interstate 

coherence must oscillate with a period of approximately 9 ps. Therefore, the dark state 

must be redshifted by approximately 3.7 cm-1. Our calculations do not predict any Fermi-

resonances. It is possible that the dark state is composed of a combination of three or more 

modes, making it possible that such a state could exist, although the corresponding higher-

order couplings are probably weak. Second, the coupling between the bright and dark state 

needs to be strong enough to allow for fast reversible coherence transfer. Given the near-

degeneracy of the proposed states, this may be possible, although one would also expect 

some amount of mode and transition dipole mixing. Including a small transition dipole for 

the dark state in the coherence transfer model does not generate a shoulder that can 

compensate for the red-side dip predicted by the model. Third, the coherence transfer 

process must be sufficiently fast to allow for a significant peak interference. In our model, 

the coherence transfer process is 1.3x faster than population transfer. Although the fitting 

by Khalil et al. suggests that coherence transfer can be much faster than population 



134 

transfer,[125] subsequent work by Baiz et al. shows, from a microscopic model involving 

force correlation functions, that this is unlikely.[137] Finally, there is a discrepancy 

between the fact that coherence transfer needs to be reversible, while population transfer 

needs to appear irreversible. Resolving this discrepancy would require that the 

interferences generated by coherence transfer are distinct from the IVR peak and involve 

different states. Therefore, we think that the coherence transfer model is unlikely. 

We note that, in the coherence transfer model, it is the generation of the interstate 

coherence and its interference with diagonal peaks that lead to the line-shape distortion. 

Coherence transfer is only a method of generating the interstate coherence. It is possible 

that other processes exist that can generate an interstate coherence. For example, if there 

are two coupled state (such as a Fermi-resonance), then the cross-peaks between the two 

states (at short 𝑇) would be generated by an interstate coherence and would therefore 

oscillate. This cross-peak can, in turn, lead to the peak distortion involved. In this case, this 

additional state still needs to be within approximately 4 cm-1 of the bright state and is still 

distinct from the processes involving the IVR peak (although this additional state may 

facilitate relaxation). 
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4.4.4 Model effect on CLS 

 

Figure 57. (a) The effect of the frequency-dependent IVR model, left; and (b) the coherence 

transfer model, right, on the CLS. Note that the coherence transfer model does include 

static inhomogeneity or spectral diffusion, which causes the no coherence transfer line to 

be flat. 

Finally, we consider how each of these models effect the CLS. In Figure 57, we show 

the CLS results from each model and compare it against the same model with the process of 

interest turned off. The presence of hot bands (not shown) does not significantly perturb 

the CLS. On the other hand, in Figure 57(a), the presence of frequency-dependent IVR does 

significantly perturb the CLS. The line-shape distortion introduced by the frequency-

dependent IVR is only present when the peak is inhomogenously broadened. If spectral 

diffusion is present, the line-shape distortion and its effect on the CLS is diminished at 

longer 𝑇. This result is intuitive considering that in spectral diffusion the oscillator’s 

frequency becomes uncorrelated: at long 𝑇, the correlation between IVR rate and the local 

environment is lost. We also note that the distortion is stronger when the ratio between 

fast and slow energy transfers is larger.  

Although a distortion is present for the frequency-dependent IVR model, it does not 

completely reproduce the dip feature present in the experimental data. A much stronger 
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perturbation is introduced with the coherence transfer model Figure 57(b). The presence 

of an interstate coherence generates an oscillatory feature in the CLS. The oscillation’s 

period corresponds to that of the interstate coherence. The amplitude of the oscillation is 

related to the amplitude of the interstate coherence, which is determined by the rate of 

coherence transfer. The dephasing of the oscillation is also related to the dephasing of the 

interstate coherence.  

 

Figure 58. Graphical summary of the CLS static inhomogeneity for (a) Lenk and (b) Menk 

with a color scheme to show the trend. See SI for full fits and fit parameters. 

Given the effects of both models on the CLS, the most reliable fitting parameter is 

the static inhomogeneity. To see if any trend exists in the CLS data, we fit the data to a 

single underdamped oscillation plus an offset: 

𝐶(𝑡) ∝ Δ1
2 + Δ2

2 ∙ cos (
2𝜋𝑡

𝜏1
) ∙ 𝑒

−
𝑡
𝜏2 (110) 

The results are summarized in Figure 58. The full fitting details and full set of fit 

parameters are given in SI. The fitting parameter for the static inhomogeneity does show a 

trend that is consistent with our initial hypothesis: charged and packed lipid surfaces result 

in less static inhomogeneity. We previously attributed a larger static inhomogeneity to a 

larger conformational distribution of the peptide because the peptide conformations 

exchange on a timescale much slower than picoseconds. Simulations by Marcotte, et al. 
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suggest that a surface-bound peptide will have less conformational distribution compared 

to a buried peptide.[111]  

4.5 Conclusion 

In this work we studied the ultrafast vibrational dynamics of the tyrosine ring mode 

at long 𝑇, up to 10 ps. Our results show that the tyrosine ring mode exhibits rich relaxation 

dynamics that involve fast vibrational relaxation to one or more dark states. The ring mode 

also exhibits some sensitivity to its local environment. Quantitative analysis was 

complicated by the presence of a line-shape distortion related to vibrational relaxation. We 

proposed and discussed two models that could explain some features of the line-shape 

distortion: a local-environment dependent IVR rate model and a coherence transfer model. 

Given these distortions, a qualitative analysis was still possible. In the enkephalin system 

studied in this work, the local environment sensitivity was manifest in the mode’s static 

inhomogeneity, which we attributed to the amount of conformational heterogeneity 

present in different bicelles. 

As the sensitivity of 2D IR is pushed to its limit, new features will be observable in 

the spectra. Ideally, these new features would provide a better understanding of a system’s 

dynamics and the system’s interaction with its local environment. Recent examples that 

highlights this point include the identification of a hydrogen-bond sensitive Fermi-

resonance[121] or the hydrogen-bond sensitive vibrational relaxation rate.[138] The use 

and identification of such new features in 2D IR spectroscopy will require a more solid 

theoretical underpinning. This will likely involve the development of better methods to 

model vibrational potential energy surfaces, identification of dark states and vibrational 

relaxation pathways (which may be facilitated with continuum 2D IR), and the 
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development of simulation protocols that can accurately and efficiently model a local-

environment’s effect on the potential energy surface. 
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5. Supporting Information for Chapter 4 

5.1 Sample preparation 

We followed the sample preparation protocol described previously.[102] The doped 

bicelles were prepared by replacing 10% of DMPC with the desired lipid. The doped bicelle 

was then prepared normally. Bicelles were prepared in batches and kept just above 

freezing until their measurement time. Bicelles were not kept for longer than two weeks. 

When the instrument was ready, the bicelles solution was split into two aliquots. One 

aliquot was mixed with the peptide, while the second aliquot was diluted with D2O so that 

both aliquots had the same lipid concentration. Menk was introduced into the bicelle in the 

same manner as Lenk. Both aliquots were thermally cycled one more time. FTIR spectra 

was taken for both the peptide-containing aliquot and peptide-free aliquot. Pump probe 

and 2D data acquisition was started immediately after the FTIR spectra were taken. The 

peptide-free aliquot was used as a background for the FTIR and the pump-probe.  

 

Figure 59. FTIR data for p-cresol. 

The FTIR data was processed by first subtracting a water-line-reference spectrum, 

and then performing background subtraction and baseline correction simultaneously. To 
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do this, we used an algorithm known as asymmetric least squares[139]  and performed the 

subtraction in a 100 cm-1 range surrounding tyrosine ring mode. This directly yielded an 

undistorted baseline and background free IR line shape for the tyrosine ring mode. In 

addition, the FTIR data for p-cresol is shown in Figure 59. 

5.2 DFT results 

Figure 60 provides a brief summary of our DFT (B3LYP 6-31g+ (d,p)) results on p-cresol-

OD in vacuo. The upper triangle in the plot represents anharmonic frequency shift between 

two anharmonically coupled modes. The lower triangle is the Xij matrix as output by 

Gaussian 03.[117] The tyrosine ring mode is labeled in the figure. The corresponding 

transition frequencies are shown in Table 2. 

 

Figure 60. Anharmonic frequency shifts (Δij) and anharmonic couplings (Xij) for all normal 

modes in p-cresol-OD. The color bar is in the unit of cm-1.   
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Table 2. Harmonic and anharmonic frequencies for all normal modes in p-cresol-OD. 

Energies given in cm-1. 

 Harmonic Anharmonic Assignment  Harmonic Anharmonic Assignment 

1 23.4 -114.6 Me rotation 22 1135.6 1121.8 
Ring C-H wag 

(asym.) 

2 143 136.1 
Me/ring/OD 

stretch 
23 1197.8 1180.1 Ring C-H wag (sym.) 

3 235.9 208.1 CCOD dihedral 24 1231.1 1204.4 Methyl-C stretch 

4 300.5 303.7 
Me/ring/OD 

bend 
25 1277.1 1249.7 C-O stretch 

5 331.3 326.5 
Me/ring/OD 

bend 
26 1336.4 1314.2 Ring C-H wag 

6 410.1 409.1 
Me/ring/OD 

bend 
27 1346.8 1308.5 Ring C-C bending 

7 421.6 412.8 Ring dihedral 28 1422 1389.7 Ring C-H wag 

8 462 457.9 COCOD dihedral 29 1451.7 1422.2 Ring C-H wag 

9 514.9 500.7 Ring dihedral 30 1490.9 1463.2 Methyl wag 

10 655 647.7 Ring bend 31 1503.2 1459.4 Methyl wag 

11 696.4 708.7 Ring dihedral 32 1550.4 1516.3 
Ring bend and C-H 

wag 

12 740 730.1 CC/CO stretch 33 1632.1 1592.5 Ring C-C stretch 

13 812.5 797.6 C-H dihedral 34 1664.9 1626.6 Ring C-C stretch 

14 835 819 C-H dihedral 35 2787.8 2685.6 O-D stretch 

15 847.1 845.2 C-H dihedral 36 3031.5 2947.9 Methyl C-H stretch 

16 923.7 896.7 COH bend 37 3083.8 2952.1 Methyl C-H stretch 

17 932.9 919 C-H dihedral 38 3113.6 2973.1 Methyl C-H stretch 

18 966.9 946.4 C-H bend 39 3161.5 3019.8 Ring C-H stretch 

19 1008 993.4 Methyl bend 40 3172.7 3032.8 Ring C-H stretch 

20 1030.2 1014.5 Ring bend (sym.) 41 3182.7 3049.3 Ring C-H stretch 

21 1062.2 1042.8 Methyl wag 42 3208.1 3077.3 Ring C-H stretch 
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5.3 Pump-probe data 

We also collected polarization-resolved pump-probe data for all samples. Figure 61 

and Figure 62 show the lifetimes collected as <ZZZZ>+2<YYZZ> with our polarization 

resolved 2D IR spectrometer. One may fit the peaks to decaying exponentials to extract the 

vibrational lifetimes. Note that the fundamental transition will experience double 

exponential behavior because of the contribution from the excited state decay and ground 

state bleach (i.e. lifetime of the IVR peak). To improve the robustness of the fit, the 

overtone peak was first fit to a single exponential (right side of the figures). The time 

constant of this exponential represents the lifetime of the first excited state, including the 

IVR contribution. The fundamental peak was then fit to two exponentials (left side of the 

figures), one of which had the time constant fixed to that of the overtone peak. The 

functional form of the fit function is: 

𝑓(𝑇) = 𝐴1𝑒
−
𝑇
𝜏1 + 𝐴2𝑒

−
𝑇
𝜏2 (111) 

The fit results are summarized in Table 3. The longer time constant represents the decay of 

the bleach, which coincides with the decay of the IVR peak.   
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Figure 61. Part 1 of the pump probe data for Lenk and Menk in different conditions. The 

fundamental peak was at 1517 cm-1 and overtone peak at 1505 cm-1. 
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Figure 62. Part 2 of the pump probe data for Lenk, Menk, and p-cresol in different 

conditions. The traces shown are at 1517 cm-1 for the fundamental and 1505 cm-1 for the 

overtone for Lenk and Menk. For p-cresol in buffer, the fundamental and overtone traces 

are at 1515 cm-1 and 1503 cm-1, respectively. For p-cresol in DMSO, the traces are at 1517 

cm-1 and 1500 cm-1. 



145 

Table 3. Double exponential fit parameters used in the pump probe data. 

    A1/A2 τ1 (ps) τ2 (ps) 

Lenk 

Buffer 2.5 1.9 3.9 

PC 2 1.5 4 

PG 6.9 2 4.9 

PE 1.5 1.5 4 

PS 0.7 1.3 3.8 

Menk 

Buffer 10.3 1.8 5.8 

PC 7.8 2 5.6 

PG 1.5 1.4 3.9 

PE 1.9 1.5 4.1 

PS 0.7 1.3 3.8 

p-Cresol  
Buffer 1.7 2.8 5.4 

DMSO 1.1 1.8 10.3 

 

5.4 Reorientation dynamics: 

Figure 63 shows the vibrational anisotropy for p-cresol in D2O/Buffer. The decay 

happens with a time constant of approximately 8 ps with an offset of 0.27. The vibrational 

lifetime is less than 3 ps for all samples. Because p-cresol is the smallest molecule we 

measured, we do not expect that anisotropy effects will be significant in the 2D data of the 

peptides. 

 

Figure 63. Pump-probe vibrational anisotropy of p-cresol measured at 1515 cm-1. 
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5.5 2D IR Response Function Fitting 

Spectral fitting is performed by using MATLAB’s non-linear least squares 

optimization function, lsqnonlin. Due to the overparameterization of the model, we tried to 

use an iterative procedure to fit the 2D IR, pump-probe and FTIR spectra to the same 

parameter set. This idea has its roots on the fact that different measurements have better 

representations of different information. Unfortunately, the pump-probe data suffers from 

a strong background signal from the solvent, bicelles, and peptide. This background signal 

dephases quickly, so it is not as prominent in the 2D spectra. Therefore, we only show the 

fits from the 2D IR spectra (Figure 64 through Figure 74, Lenk in PC bicelles is shown in the 

main text). The parameters are summarized in Table 2. Note that for several parameters, 

there are sometimes extreme changes between samples even though the fits are visually 

okay. We attribute this to overparameterization. 

In addition, we also include the following two considerations. First, there can be 

multiple minima present in the fitting parameters. We use the MultiStart class in MATLAB 

to overcome this issue. This set of functions generates multiple initial guesses, each of 

which are minimized using the nonlinear least squares procedure. This method ensures, at 

least for our data set, that a global minimum is always found. Note that if each run 

consistently finds different local minima, it is likely the least squares convergence criteria 

is not tight enough, and we adjust the convergence criteria when this situation occurs. 

Second, we include a 0.8 cm-1 frequency correction for the pump axis which is related to a 

small pump double pulse delay generation error.[7] 
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Figure 64. 2D IR spectra of p-cresol in pD 7 phosphate buffer 
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Figure 65. 2D IR spectra of p-cresol in DMSO 
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Figure 66. 2D IR spectra of Lenk in pD 7 phosphate buffer 
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Figure 67. 2D IR spectra of Menk in pD 7 phosphate buffer 
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Figure 68. 2D IR spectra of Menk in PC bicelles. 
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Figure 69. 2D IR spectra of Lenk in PE bicelles. 
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Figure 70. 2D IR spectra of Menk in PE bicelles. 
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Figure 71. 2D IR spectra of Lenk in PG bicelles. 
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Figure 72. 2D IR spectra of Menk in PG bicelles. 
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Figure 73. 2D IR spectra of Lenk in PS bicelles. 
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Figure 74. 2D IR spectra of Menk in PS bicelles. 
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Table 4. Summary of 2D IR fit parameters. Transition dipole moments are relative. 

 µ01 µ12 
ω01  ω12  ωIVR  t1 tIVR t1' τ Δ1 Δ inh γ0  

cm-1 cm-1 cm-1 ps ps ps ps cm-1 cm-1 cm-1 

p-Cresol/Buffer 0.28 0.25 1515.1 13 5.3 2.9 13.6 13.3 1 2.6 0 0.69 

p-Cresol/DMSO 0.28 0.2 1516.7 16.9 5.7 3 3.6 15.2 1.1 1.9 0.27 1.84 

Lenk/Buffer 0.25 0.22 1517.8 13.2 6 1.8 6.4 4.9 1 2.6 0 0.54 

Lenk/PC 0.23 0.19 1517.5 14 6.7 1.8 9 5.8 2.1 2.4 0.16 0.2 

Lenk/PE 0.23 0.2 1517.5 13.4 6.9 1.8 6.2 4.7 1.9 2.4 0 0.51 

Lenk/PG 0.22 0.18 1517.4 13.7 6.5 1.8 9.6 6.3 1.8 2.5 0 0.07 

Lenk/PS 0.22 0.18 1517.3 14.2 6.6 1.8 13 8.8 1.8 2.5 0.17 0.3 

Menk/Buffer 0.25 0.21 1517.6 14.2 6.3 1.7 11.3 7 1 2.5 0.02 0.69 

Menk/PC 0.23 0.19 1517.4 14.6 7 1.8 14 8 1.9 2.4 0.04 0.11 

Menk/PE 0.23 0.19 1517.3 14.3 7.1 1.8 14.3 8.2 1.4 2.6 0 0.54 

Menk/PG 0.21 0.16 1517.4 13.7 6 1.8 15 7.5 1.8 2.5 0.42 0.29 

Menk/PS 0.2 0.17 1517.4 13.6 7.4 1.8 10.1 6.4 0 2 1.2 1.33 

 
5.6 CLS Plots and Fit Results 

Figure 75 and Figure 76 summarize the CLS results. In Figure 75, we include error 

bars which estimate the CLS error. To calculate this error, we subdivided each 2D data set 

into 10 subsets and calculated the CLS for each subset. The error bars represent the 

standard deviation in the resulting set of CLS values. Each error also has a circle indicating 

the mean CLS point calculated from the subsets. The solid line represents the CLS extracted 

from the full data set. Note that for p-cresol the error bars are very large, even though the 

2D IR data has a high SNR. This is because width of the p-cresol peak is on the limit of our 

spectrometer’s resolution. Therefore, the CLS value is extremely sensitive to small amounts 

of noise. For Lenk and Menk, the diagonal peak becomes narrower with longer waiting time 

(which is not predicted by the response function model). Therefore, the resolution problem 

is partially responsible for the large error bars at long waiting time, although the low SNR 

of the longer waiting times is the most important contributor.  
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In Figure 76, we present the CLS fits to the damped oscillation. Table 5 summarizes 

the full fit parameters. We used the standard deviations shown in Figure 75 as weights for 

the fitting. The fitting function is: 

𝑓(𝑇) = Δ1
2 + Δ2

2 ∙ cos (
2𝜋𝑇

𝜏1
) ∙ 𝑒

−
𝑇
𝜏2 (112) 

Note that this fitting function does not represent a physical correlation function. 

Instead, it is an attempt to extract the static inhomogeneous contribution to the correlation 

function given the peak interference present in the 2D data. As such, some of the fits may 

not have physically meaningful results. For example, Lenk and Menk in buffer have 

negative static inhomogeneities.  
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Figure 75. CLS results for all 2D data collected showing error bars. 
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Figure 76. Plots of the CLS fit results. 

Table 5. CLS fit results. 

    Δ1
2 Δ2

2 τ2 τ1 

p-Cresol 
Buffer 0.01 ± 0.01 0.19 ± 0.04 1.7 ± 0.7 7.1 ± 0.9 

DMSO 0.04 ± 0.01 0.13 ± 0.03 2.1 ± 0.7 11.3 ± 2.0 

Lenk 

Buffer -0.02 ± 0.02 0.11 ± 0.04 3.4 ± 2.8 9.0 ± 2.7 

PC 0.09 ± 0.03 0.26 ± 0.06 2.2 ± 1.0 10.0 ± 3.2 

PE 0.08 ± 0.02 0.18 ± 0.05 2.5 ± 1.3 9.6 ± 1.4 

PG 0.06 ± 0.03 0.22 ± 0.05 2.0 ± 0.9 10.0 ± 3.5 

PS 0.09 ± 0.02 0.22 ± 0.04 3.3 ± 1.2 9.5 ± 1.1 

Menk 

Buffer -0.02 ± 0.02 0.12 ± 0.04 2.9 ± 2.0 9.6 ± 3.1 

PC 0.11 ± 0.02 0.26 ± 0.03 2.4 ± 0.7 10.4 ± 2.0 

PE 0.10 ± 0.02 0.22 ± 0.04 2.8 ± 1.1 10.0 ± 1.6 

PG 0.08 ± 0.02 0.24 ± 0.04 2.0 ± 0.7 10.2 ± 2.5 

PS 0.12 ± 0.03 0.21 ± 0.05 2.3 ± 1.2 11.4 ± 4.0 
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5.7 Computational detail for population exchange model 

To calculate the response functions with an arbitrary kinetic model, we partition the 

problem into calculating the dephasing dynamics and calculating the population dynamics. 

The population dynamics are represented by a kinetic model, as described in the main text. 

When evaluated on a time grid, this method can be written in matrix notation: 

𝑹(𝑇) = 𝑮(𝑇) ∘ 𝑷𝒓 ⋅ 𝑴(𝑇) ⋅ 𝑷𝒖 (113) 

here, 𝑹(𝑇) is the total rephasing or non-rephasing response function on a 𝑁𝑡 ×𝑁𝜏 time 

grid; 𝑷𝒖 is a 𝑁𝑃𝑢 ×𝑁𝜏 matrix; 𝑷𝒓 is a 𝑁𝑡 × 𝑁𝑃𝑟 matrix; 𝑮(𝑇) is a matrix containing the 

exponential of the line shape function which is responsible for spectral diffusion; the ⋅ 

product represents matrix multiplication; and the ∘ product represents the Hadamard 

product, or by-element multiplication. The matrices 𝑷𝒖 and 𝑷𝒓 represent the first and 

second half of all rephasing or non-rephasing Feynman diagrams evaluated on the 𝜏 and 𝑡 

time grid, respectively. 𝑁𝑃𝑢 and 𝑁𝑃𝑟 represent the number of populations after the second 

and last interaction, respectively. 𝑁𝜏 and 𝑁𝑡 represent the number of 𝜏 and 𝑡 grid points 

used in the calculation. The matrix 𝑴(𝑇) = exp(𝑲𝑇), of dimensionality 𝑁𝑃𝑟 ×𝑁𝑃𝑢 , is the 𝑇-

dependent solution to the linear kinetic equations for each pump-generated population, 

where 𝑲 is the kinetic matrix of first order rate constants. As an example, the solution for 

the hot-band kinetic model is shown in Figure 77. Note that the rephasing and non-

rephasing response functions need to be calculated separately. Finally, assuming the semi-

impulsive limit, the spectra are Fourier transformed, for each time 𝑇, along (𝑡, 𝜏) to 

(𝜔𝑡, −𝜔𝜏) for rephasing and (𝜔𝑡, +𝜔𝜏) for non-rephasing response functions.[140] The 

absorptive spectra are the real parts of the sum of the rephasing and non-rephasing 

spectra.  
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The matrices 𝑷𝒓 and 𝑷𝒖 are constructed directly from the Feynman pathways. As an 

example, the rephasing equations that involve the 1st excited state as a population are given 

by: 

𝑷𝒖𝑖1
𝑅 = −𝜇01

2 ∙ exp (𝜏𝑖 (𝑖𝜔01 −
1

2𝑇1
)) (114) 

𝑷𝒓1𝑖
𝑅 = 𝜇01

2 ∙ exp (𝑡𝑖 (−𝑖𝜔01 −
1

2𝑇1
)) − 𝜇12

2 ∙ exp (𝑡𝑖 (−𝑖𝜔12 −
2

3𝑇1
)) (115) 

The indices 𝑖 indicates the 𝑖th grid point on which the experimental times, 𝑡𝑖 or 𝜏𝑖 , are 

evaluated on. The other index indicates the population (0 for ground state, 1 for excited 

state, etc.) and corresponds to a row or column in the matrices. The diagrams that involve 

the ground state are given by: 

𝑷𝒖𝑖0
𝑅 = −𝜇01

2 ∙ exp (𝜏𝑖 (𝑖𝜔01 −
1

2𝑇1
)) (116) 

𝑷𝒓0𝑖
𝑅 = 𝜇01

2 ∙ exp (𝑡𝑖 (−𝑖𝜔01 −
1

2𝑇1
)) (117) 

There is an additional probe pulse term involving the IVR peak: 

𝑷𝒓1'𝑖
𝑅 = −𝜇1,1+1'

2 ∙ exp (𝑡𝑖 (−𝑖𝜔1,1+1' −
1

2𝑇1'
−
1

𝑇1
)) (118) 

The spectral diffusion component, 𝑮(𝑇), is given in the usual way:[5]  

𝑮𝑖𝑗
𝑅 (𝑇) =  sin (−𝑔(𝜏𝑗) + 𝑔(𝑇) − 𝑔(𝑡𝑖) − 𝑔(𝜏𝑗 + 𝑇) − 𝑔(𝑡𝑖 + 𝑇) + 𝑔(𝜏𝑗 + 𝑇 + 𝑡𝑖)) (119) 

𝑮𝑖𝑗
𝑁𝑅(𝑇) =  sin (−𝑔(𝜏𝑗) − 𝑔(𝑇) − 𝑔(𝑡𝑖) + 𝑔(𝜏𝑗 + 𝑇) + 𝑔(𝑡𝑖 + 𝑇) − 𝑔(𝜏𝑗 + 𝑇 + 𝑡𝑖)) (120) 

𝑔(𝑡) = ∫𝑑𝑡1∫ 𝑑𝑡2𝐶(𝑡2)

𝑡1

0

 

𝑡

0

(121) 
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where 𝐶(𝑡) is the FFCF, and indices 𝑖 and 𝑗 indicates the 𝑖 and 𝑗th grid-point on which 𝑡 and 

𝜏 are defined on. Finally, we note that when there is no spectral diffusion, this calculation 

can be directly performed in the frequency domain. 

 

Figure 77. The population dynamics represented by the population transfer matrix for the 

hot-band model. 
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6. Summary and Conclusions 

I will conclude this dissertation with a summary of the main results. Chapter 2 and 3 

focused on improving the SNR so that we can perform more difficult 2D IR experiments on 

biomolecules. Chapter 4 applies these SNR enhancements on the enkephalin/bicelle 

system. Chapter 5 provides a comprehensive summary of the data acquired for Chapter 4. 

In Chapter 2, we derived a method to optimally remove the local oscillator 

fluctuations from the signal. When applied to pump-probe spectroscopy, this removes the 

probe fluctuations. This “smart referencing” algorithm is a linear-regression based method 

that best fits, after chopping or phase cycling, all the reference detector pixels to any given 

signal pixel. The main result is given in Eq. (18) and Eq. (21). The fit coefficient given by Eq. 

(18) must be estimated either before or during data acquisition by inserting blank shots. 

For detectors with many reference pixels, many blank shots must be acquired (as a rule of 

thumb, shot pairs must be >15x the number of reference pixels) to avoid overfitting the 

noise. To reduce the time cost of acquiring many blank shots, pixel compression and 

expansion may be employed. For our MCT detectors, we found that this method typically 

increases the SNR by 10-30x. For visible detectors, we found that we can achieve shot-noise 

limited performance for both white light continuum and 800 nm light sources. 

In Chapter 3, I provide an analysis of the key operatic principles of the mid IR pulse 

shaper and associated zero-dispersion line. The focus of the chapter was characterizing 

double pulse falloff, the use of the Littrow configuration zero-dispersion line as a pulse 

compressor, and the associated aberrations introduced at the pump-probe overlap. We 

found that conserving acoustic bandwidth is critical to minimizing double pulse falloff. 

Inserting the AOM into the zero-dispersion line introduces a substantial amount of chirp 
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which should be compensated for by moving the first and second gratings. In addition, 

compensating for temporal chirp introduces spatial chirp, but does not introduces angular 

chirp. We found that the pump beam focus quality is poor and concluded that this can be 

caused by poor collimation of the probe and input into the pulse shaper. Poor collimation 

into the pulse shaper causes a mismatch between beam divergence and angular dispersion, 

which causes the pump focus to be horizontally dispersed. By understanding all of these 

considerations, the pulse shaper throughput and beam quality can be improved, thereby 

increasing the 2D IR signal. 

Finally, Chapter 4 we characterize the tyrosine ring mode in the enkephalin/bicelle 

system using 2D IR spectroscopy. Using the unprecedented SNR of our 2D IR setup, we 

observed energy transfer to a dark state and a line-shape distortion that made it difficult to 

use routine data analysis methods. We proposed several models to explain the line-shape 

distortion. The coherence transfer model gave the best reproduction of the distortion, 

although the model lacks a compelling physical basis. One of the goals of the work was to 

quantify the ring mode’s sensitivity to local environment. Given the complex relaxation 

dynamics, we were only able to give a qualitative description. We found that the ring mode 

has sensitivity to very drastic changes in local environment.  
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