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ABSTRACT OF THE DISSERTATION 

 
 

Investigation of Dispersion and Micrometeorology Under  
Spatially Inhomogeneous Conditions 

by 

Wenjun Qian 

Doctor of Philosophy, Graduate Program in Mechanical Engineering 
University of California, Riverside, August 2010 

Dr. Akula Venkatram, Chairperson 

 

This dissertation summarizes the results from a study to develop and evaluate models to 

estimate dispersion of pollutants in boundary layers whose properties change with 

downwind distance.  Such boundary layers occur at the interface between rural and urban 

areas, and water and land bodies.   

I first developed a method to estimate the meteorological inputs required to apply the 

current generation of dispersion models, such as AERMOD, to urban areas.  This method 

uses measurements made at a single level on a tower located in an urban area, and is based 

on the assumption that similarity methods applicable to spatially homogeneous conditions 

are locally valid even in an inhomogeneous urban area.  I show that under unstable 

conditions, measurements of temperature fluctuations improve upon commonly used 

energy balance methods to estimate heat flux.  Also, any bias in heat flux estimates has a 

minor effect on the prediction of surface friction velocity and turbulent velocities.   
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I examined a method to estimate urban micrometeorology using measurements made 

on a tower located in an upwind suburban area.  I applied an internal boundary layer model 

to trace the evolution of the boundary layer as it traveled from the suburban measurement 

location to the urban location of interest.  Estimates from the model were observations 

made during a field study conducted in Riverside, CA.    Estimates of friction velocity 

compare well with urban measurements only when the variation of friction velocity with 

height within the urban canopy was accounted for.   

I examined the performance of two steady-state dispersion models in explaining 

concentrations measured during field studies designed to study low wind speed conditions 

typical of urban areas.  One model is based on the numerical solution of the two-

dimensional mass conservation equation and the other is AERMOD, which accounts for 

low wind speeds by including wind meandering.  The numerical method performs better 

than AERMOD through a justifiable description of the interaction between dispersion and 

the gradient of the wind speed near the surface.  Including wind meandering, which occurs 

under low wind speeds, improves the performance of the numerical model.  As part of this 

study, I developed a method to improve estimates of surface friction velocity during low 

wind speeds.  

The last model is applicable to elevated sources, such as power plants, situated close to 

shorelines.  It is designed to be compatible with AERMOD (Cimorelli et al., 2005), the 

USEPA’s regulatory model that is currently designed for spatially homogenous conditions.  

The semi-empirical shoreline dispersion model accounts for plume entrainment by the 

thermal internal boundary Layer (TIBL), whose height increases with distance from the 
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shoreline.  I show that AERMOD can be modified to account for two-dimensional 

shoreline effects, and this modified model performs as well in explaining observations as 

dispersion models specifically designed for shoreline sources.  I also developed a method 

to generate meteorological inputs that are compatible with the current structure of 

AERMOD’s inputs.     
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1. INTRODUCTION AND OBJECTIVES 

 

1.1 Problem Area 

Worldwide urbanization has inspired many studies on the meteorology and air quality 

of urban areas (McElroy and Pooler, 1968a and 1968b; Rotach, 1995; Allwine et al. 2002; 

Allwine et al. 2004; Grimmond et al. 2004; Rotach et al. 2005; Mestayer et al. 2005; Hanna 

et al. 2006).  Urban buildings exert drag on the air flow, which decreases the wind speed 

and increases the turbulence levels (Britter and Hanna, 2003) relative to those in the 

upwind rural boundary layer.  The buildings and pavements in urban areas with higher 

thermal conductivities and heat capacities store more energy and also cool down more 

slowly than rural surfaces (Mitchell, 1961), Anthropogenic heat production is also higher in 

urban areas than in rural areas (Bornstein, 1968). These processes result in the urban area 

being warmer than its surroundings, which is widely known as the heat island effect (Oke, 

1988).  The upward heat flux that results when rural air flows onto the warmer, rougher 

urban surface increases the turbulence levels that are already enhanced by urban roughness 

elements. . The dispersion of pollutants over the urban area is affected by the decreased 

wind speed and increased turbulence relative to upwind rural area.  The presence of 

buildings also affects the mean flow through channeling effects.  The major objective of the 

research described in this thesis is to study these urban induced effects on the atmospheric 

boundary layer in the context of dispersion of pollutants.  The second objective of this 

thesis is to understand the effects of horizontal spatial inhomogeneity on flow and 
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dispersion.   

Most of our current understanding of the atmospheric boundary layer and dispersion is 

based on field studies designed to ensure homogeneous surface conditions.  The flow is 

independent of horizontal position but varies with vertical height so that the advection 

terms can be neglected in the governing equations (Kaimal and Finnigan, 1994). The height 

of the atmospheric boundary layer and the turbulence levels are controlled by the shear 

stress and heat flux at the surface. In the surface layer, which lies in the lowest 10% of the 

atmospheric boundary layer over homogenous surface, the decrease of the turbulent fluxes 

and stresses with height is assumed to be negligible.  Meteorological variables such as wind 

speed and temperature only vary in the vertical direction.  Under these conditions, simple 

“similarity” theories have been developed to describe profiles of the mean variables and 

turbulence statistics as a function of height and a few key parameters such as the roughness 

length, the surface shear stress, and the surface heat flux.   

This thesis examines the applicability of these similarity theories to the horizontally 

inhomogeneous urban area.  It also examines dispersion in the internal boundary layer that 

forms when a boundary layer in equilibrium with one surface flows over another surface 

with different surface characteristics.  The next section describes the background and 

terminology required to understand my research in this dissertation. 

1.2 Background 

1.2.1 Vertical structure of the urban boundary layer 

2 



The atmospheric or planetary boundary layer (ABL or PBL) is the turbulent layer next 

to the earth’s surface.  The turbulence is produced by shear stresses associated with 

gradients in the horizontal wind and vertical motion induced by buoyant air parcels rising 

from the surface heated by solar radiation.  The boundary layer height is about hundred 

meters during the night and about 1000 meters during the daytime. 

The internal boundary layer (IBL) is caused by a discontinuity in surface properties, 

such as surface roughness or heat flux. It is a layer within which the PBL adjusts to the new 

surface properties.  

The thermal internal boundary layer (TIBL) is associated with flow across a 

discontinuity in surface temperature/heat flux. It is usually related to air flow from a cool 

water surface to warmer land.  

The urban boundary layer (UBL) is the internal boundary layer that is formed when air 

flows from a rural area to an urban area. The surface roughness increases from rural to 

urban areas, and the urban surface temperature is usually higher than the rural temperature.  

Figure 1.1 shows the structure of the urban boundary layer, which is adapted from 

Grimmond and Oke (2002). 
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Figure 1.1: Structure of the Urban Boundary Layer (adapted from Grimmond and 
Oke, 2002) 

The surface layer is usually defined to be the lowest 10% of the boundary layer, where 

turbulent fluxes vary less than 10% in magnitude with height. The Monin-Obukhov 

similarity theory (Monin and Obukhov, 1954) is applicable when the fluxes can be 

considered to be constant. The surface layer over urban areas can be divided into two 

sublayers: an inertial sublayer and a roughness sublayer.  

The roughness sublayer (RSL) is the region where flow is directly influenced by the 

roughness elements. In this layer, the turbulence field is inhomogeneous and the flow is 

highly irregular. The depth of the RSL from laboratory and field experiments was reviewed 

by Roth (2000). Raupach et al. (1991) gave a range of RSL height to be 2~5 times the 

average roughness element height.  
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The inertial sublayer (ISL) is the region in which the air flow is not influenced by 

single roughness elements. The flow can be considered to be horizontally homogeneous 

and the fluxes nearly constant with height.  Monin-Obukhov similarity theory usually 

applies to this layer. However, the RSL can be tens of meters over the urban area, while the 

ISL is “squeezed” or does not exist (Cheng and Castro, 2002). 

The urban canopy layer (UCL) is the region below the average building height, and is 

the lowest part of the RSL. Some researchers, such as Rotach (1993), define the lower 

boundary of the RSL as the top of the UCL. The micro-scale processes within the street 

canyons between the buildings dominate the UCL (Oke, 1988). The mean flow and 

turbulence are controlled by the geometry of immediate buildings and street canyons.  

1.2.2 Review of Past Studies 

In the past 15–20 years, several field studies have been conducted to study the urban 

boundary layer and dispersion in it.  Examples include the Zürich urban experiment 

(Rotach 1995), the Basel Urban Boundary Layer Experiment (BUBBLE) (Rotach et al. 

2005; Christen 2005), the Marseille field experiment (Mestayer et al. 2005; Grimmond et 

al. 2004), and the London field experiment known as Dispersion of Air Pollutants and their 

Penetration in Local Environments (DAPPLE) (Arnold et al. 2004). A series of urban 

experiments were conducted and sponsored by the U.S. Department of Homeland Security 

(DHS) and the U.S. Defense Threat Reduction Agency (DTRA), in collaboration with 

other agencies and institutions in the U.S., Canada, and the U.K. The Salt Lake City (SLC) 

Urban 2000 (Allwine et al. 2002), the Oklahoma City Joint Urban (JU) 2003 (JU2003, 

5 



Allwine et al. 2004) and the New York City Madison Square Garden 2005 (MSG05, Hanna 

et al. 2006) are all part of the series. 

Analysis of data from these field studies have contributed to better understanding of the 

urban boundary layer.  From the Zürich urban experimental data,  Rotach (1993 I) found 

that the Reynolds stress is close to zero near the ground and increases with height up to 

about twice the average building height.  Rotach (2001) also proposed a profile for the local 

friction velocity in the RSL as a function of the friction velocity in the ISL and the height 

non-dimensionalized by the RSL height. However, studies (Rotach 1993 I; Oikawa and 

Meng 1995; Feigenwinter et al. 1999) show that the height at which friction velocity, u*, 

attains its maximum and the shape of the u* profile vary with stability.  The u* profile is 

different for along canyon flow and cross canyon flow (Christen et al. 2002). Christen and 

Rotach (2004) examined data from one of the urban sites, Basel-Sperrstrasse, from 

BUBBLE experiment.  They found that averaged u* profile agrees well with that proposed 

by Rotach (2001), while the agreement is poor for nocturnal cold air drainage flow sector.  

The RSL height is also a subject of much debate. Raupach et al. (1991) gave a range of 

RSL height to be 2 to 5 times average roughness element height.  Roth (2000) provided a 

comprehensive review of more than 10 formulae for the RSL height derived from tall 

vegetation and rough-wall wind-tunnel studies. Relevant length scales to determine the 

RSL height include element heights, horizontal spacing between elements, roughness 

length and displacement height. However, in real urban areas when building heights are 

variable, the RSL might be tens of meters high and the ISL may not even exist (Rotach 
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1999; Cheng and Castro 2002). The uncertainties in the shape of the u* profile within the 

RSL and the RSL height make it difficult to estimate u* from routine wind measurements. 

Wind and temperature profiles have been proposed for the RSL (e.g. Garratt, 1980, 

1992; Harman and Finnigan, 2007).  However, these profiles are functions of parameters 

that are dependent on stability and canopy characteristics (Garratt, 1980, 1983; Harman and 

Finnigan, 2007), which makes it difficult to apply them in practical applications. The wind 

speed profile inside the urban canopy is similar to that observed in plant canopies.  Cionco 

(1965) showed that observations are consistent with estimates from a semi-empirical model 

that predicts an exponential velocity profile inside a vegetative canopy.  MacDonald (2000) 

showed good agreement between an exponential profile and the spatially averaged velocity 

profile from their Building Research Establishment (BRE) wind tunnel experiment for low 

frontal area density of obstacles ( 0 3f .λ < ). He also related the attenuation parameter, a, in 

the exponential profile with the fλ  so that the wind speed within the canopy can be 

calculated if the wind speed at the building height is available.  

Considering the uncertainties in the research-grade u* profile and wind speed profile, it 

is difficult to apply them for practical purposes. On the other hand, there is some evidence 

that modified similarity functions might still be applicable in the RSL.  Rotach (1999) find 

that Monin-Obukhov Similarity Theory (MOST) can be used to describe the wind and 

temperature profile in the upper part of RSL if the scaling variables such as surface friction 

velocity ( ) and Obukhov length (L) are computed using local values of shear stress and 

heat flux.  Oikawa and Meng (1995) reported good agreement with MOST at 0.77 of the 

*u
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canopy height for a suburban roughness sublayer.  Kastner-Klein and Rotach (2003) 

observed that the logarithmic profile is valid above twice of the displacement height in the 

wind tunnel study of Nantes, France.  Further studies are needed to examine whether 

MOST can provide useful estimates for dispersion models when the underlying surface is 

inhomogeneous. 

Surface heat flux is another important input to dispersion models. For homogeneous 

surfaces, surface heat flux is usually estimated from energy balance methods, which 

depend on the parameterization of incoming and outgoing shortwave and longwave 

radiation and partitioning of the net radiation at the ground among ground heat flux, 

sensible heat flux and latent heat flux.  A common approach to this portioning is based on 

assuming that the ratio of the sensible to the latent heat flux, the Bowen ratio, can be 

estimated from land use data. However, studies have shown that the Bowen ratio can vary 

substantially both spatially as well as temporarily (Ching, 1985; Roth and Oke, 1995). 

Besides, sensible heat can be absorbed and released from the urban canopy air, trees, 

buildings and the ground (Grimmond et al. 1991). This term, which is called the storage 

heat flux, is an important term in the surface energy balance. Prediction of the storage heat 

flux is required to model sensible heat flux correctly. Objective Hysteresis Models (OHM) 

are often used to predict the non-linear loop-like relationship between the storage heat flux 

and net radiation (Camuffo and Bernardi, 1982; Grimmond et al. 1991; Grimmond and Oke 

1999a). The procedure to apply the OHM is time-consuming and the information is not 

always available: a survey of the areal coverage of different surface types is needed; a list 

of the model coefficients for different surface types is required (e.g. Table 4 of Grimmond 
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and Oke 1999a). So the final coefficients for the OHM model are site specific since they 

are weighed according to the proportion of each surface type for that area. Alternative 

methods, other than the surface energy balance method, are needed to predict surface heat 

flux over urban areas. 

Due to the drag of buildings, urban areas always experience lower wind speeds than 

rural areas. Low wind speed conditions are critical because pollutants build up during these 

conditions.  During low wind speed conditions, meandering due to mesoscale motions, 

such as low-level jets, mesoscale wind systems, breaking gravity waves and density 

currents (Salmond and McKendry, 2005), can dominate dispersion in the horizontal. 

Meandering of the wind cannot be readily related to local measurements, and turbulent 

velocity fluctuations in the vertical become uncorrelated with the surface friction velocity. 

Developing dispersion models dealing under low wind conditions still remains 

challenging. Several models have been developed since the 1970s. Sagendorf and Dickson 

(1974) used a segmented plume method which accounts for meander by dividing each test 

(1 hour) into small intervals (2 min) and calculating separately for each interval. Sharan 

and Yadav (1998) used variable eddy diffusivities including longitudinal diffusion in an 

analytical solution of the three-dimensional advection-diffusion equation.  They showed 

that using 2-min intervals with a dependency of the eddy diffusivities on observed wind 

direction fluctuations gave the best results. Lagrangian particle models have been used to 

simulate dispersion under low wind speed conditions by various authors (Brusasca et al. 

1992; Oettl et al. 2001; Anfossi et al. 2006).  The success of all these methods depends on 

having both mean and turbulence information at short time intervals. 
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The growth of industry near shorelines has created a need for dispersion models that 

can handle the meteorology over two surfaces with different characteristics. Valuable 

shoreline data sets have been collected since 1970s from experiments such as the Lake 

Michigan experiment (Lyons, 1977), the Long Island experiment by the Brookhaven 

National Laboratory (Raynor et al., 1979), the Kashimaura (Japan) experiment (Gamo, 

1981; Gamo et al., 1982), and the Nanticoke (Canada) experiment (Portelli, 1982). 

These studies show that the thermal internal boundary layer (TIBL) grows with x1/2, 

where x is the downwind distance from the shoreline (Van der Hoven, 1967; Raynor, 1975).  

The models (Venkatram, 1977; Plate, 1971) that have been proposed to explain this 

behavior assume that the heat flux that drives the growth of the TIBL varies little with 

distance from the shoreline. This assumption has not been evaluated with observations. 

Furthermore, there are no good methods of estimating the surface heat flux over the land.   

Several shoreline dispersion models have been developed since the 1970s that account 

for the interaction between the plume and the growing TIBL.  Lyons and Cole (1973) were 

one of the first to develop a model to account for the entrainment of an elevated plume by 

the growing TIBL.  Van Dop et al. (1979) and Misra (1980) improved the model through a 

more physically realistic treatment of the entrainment process.  Misra and Onlock (1982) 

evaluated this model using data from the Nanticoke experiment.  

1.3 Motivation and Objectives 

AERMOD is currently the most widely used dispersion model in the United States 

because the USEPA recommends it as the model of choice for regulatory applications.  
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AERMOD is also used for non-regulatory applications, such as risk assessment, because it 

incorporates the state-of-the-art in dispersion and micrometeorology, it is available at no 

cost and is relatively easy to use. However, the model is not designed to treat situations 

governed an internal boundary layer such as the one encountered at the land-water interface.  

There is a need for modifications to AERMOD and its meteorological processor, AERMET, 

to allow its application to such situations.   

Wind and Reynolds stress profiles have been proposed to relate local meteorology 

within the RSL to those in the ISL. However, in real urban areas where building heights are 

variable, the RSL might be tens of meters high and the ISL may not even exist (Rotach 

1999, Cheng and Castro 2002). It would be difficult or even impossible to measure 

variables in the ISL.  Furthermore, the shapes of the profiles are dependent on stability and 

wind flow directions (Rotach, 1993 I; Oikawa and Meng, 1995; Feigenwinter et al., 1999; 

Christen et al., 2002).  Siting anemometers in an urban area is difficult because no site is 

representative in a complex setting (Hanna et al., 2007).  There is a need for methods of 

estimating meteorological inputs for dispersion models from local routine measurements 

within the RSL. 

Another approach to estimate urban meteorology is from more available rural/suburban 

measurements. A two-dimensional internal boundary-layer (IBL) model was evaluated by 

Luhar et al. (2006) using data from the Basel Urban Boundary Layer Experiment 

(BUBBLE) conducted in the city of Basel, Switzerland (Rotach et al., 2005). It is assumed 

that Monin-Obukhov similarity theory is valid within the IBL over an urban area. Thus, 

meteorological variables estimated by the IBL model may only compare well with 
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observation in the ISL. Combination of the IBL model and the RSL profiles is needed in 

order to estimate meteorology within the RSL from rural/suburban measurements.  

The review shows that we can make realistic estimates of concentrations under low 

wind speed conditions if measurements of turbulence levels are available.  Meteorology 

averaged about several minutes seems to be able to capture the meandering component of 

the flow. But such detailed measurements are not routinely available for regulatory 

modeling, and turbulence levels have to be estimated from mean wind speeds, usually 

measured at one level.  Methods are needed to estimate meteorological inputs required to 

estimate concentrations when the surface wind speeds are low. 

The specific objectives of the research described in this dissertation are: 

1. Develop methods to estimate meteorological inputs for dispersion models, such as 

AERMOD, using measurements of wind speed and temperature on an urban tower.   

2. Develop methods to estimate urban meteorology using routine measurements made 

in upwind rural/suburban areas.  These methods are motivated by the need to apply 

dispersion models in locations where meteorological inputs have not been measured. 

3. Develop and evaluate a steady state dispersion model that can be applied to low 

wind speed conditions, typical of urban areas, using routinely available 

meteorological inputs. 

4. Modify AERMOD and its meteorological processor, AERMET, to allow its 

application to sources located in areas where the micrometeorology is governed by 

the internal boundary layer.  
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1.4 Structure of the Dissertation 

Chapter 2 describes methods to estimate meteorological inputs for modeling dispersion 

during convective conditions. Chapter 3 describes research in estimating urban dispersion 

meteorology from suburban values. Chapter 4 examines steady-state dispersion models 

under low wind speed conditions. Chapter 5 presents research in the shoreline dispersion 

model. Chapter 6 provides the major conclusions resulting from my research. 

 

 

 

 

 

 

 

 

 



2. USING TEMPERATURE FLUCTUATION MEASUREMENTS TO ESTIMATE 
METEOROLOGICAL INPUTS FOR MODELLING DISPERSION DURING 
CONVECTIVE CONDITIONS IN URBAN AREAS 

 

2.1 Introduction 

This study is motivated by the need for methods to estimate meteorological inputs, such 

as surface friction velocity and heat flux, required by the current generation of dispersion 

models such as AERMOD (the American Meteorological Society/Environmental 

Protection Agency Regulatory Model, Cimorelli et al., 2005).  One can, in principle, make 

relatively simple measurements of mean wind and temperatures on a tower at one or 

preferably more levels, and derive these parameters using Monin-Obukhov similarity 

theory (MOST) (van Ulden and Holtslag, 1985).  However, the application of MOST is 

generally justified when the surface roughness is relatively uniform in the upwind fetch of 

the tower for distances of about 100 times the measurement height (Wieringa, 1993).  Such 

idealized conditions are rarely met in practice especially in urban areas where dispersion 

models still have to be applied.  One way of estimating meteorological inputs for urban 

areas is to model the internal boundary layer that develops when rural boundary layer flows 

over an urban area.  Luhar et al. (2006) used this approach to estimate urban parameters in 

Basel, Switzerland, from measurements made in relatively uniform upwind rural areas.  

Although such methods have undergone limited evaluation with observations, they are not 

yet reliable enough for routine dispersion applications.  The more empirically acceptable 

approach is to derive the meteorological inputs from measurements made close to the 

location where the dispersion model is applied.  Thus, the relevant question addressed in 
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this paper is whether MOST can provide useful estimates even when the location of the 

measurement tower is far from ideal.  

The measurements analyzed in this paper most probably lie in the roughness sublayer 

(RSL) of the urban area we are considering.  We realize that MOST parameterizations are 

likely to be valid only in the inertial sublayer (ISL), where the flow can be considered in 

equilibrium with the underlying rough surface and turbulent fluxes are close to constant.  

The roughness sublayer (RSL) is about 2 to 5 times the average building height (Raupach 

et al., 1991), which lies below the inertial sublayer.  Wind and temperature profiles have 

been proposed for the RSL (e.g. Garratt, 1980, 1992; Harman and Finnigan, 2007).  

However, these profiles are functions of parameters that are dependent on stability and 

canopy characteristics (Garratt, 1980, 1983; Harman and Finnigan, 2007), which makes it 

difficult to use them in practical applications.  Furthermore, methods proposed by Rotach 

(1999) require measurements at the top of the RSL, which might be tens of metres high or 

might not even exist in an inhomogeneous urban area (Kastner-Klein and Rotach, 2004).  

There is some evidence that a modified MOST might apply in the RSL.  Rotach (1999) 

find that MOST can be used to describe the wind and temperature profile in the upper part 

of RSL if the scaling variables such as surface friction velocity ( ) and Obukhov length 

(L) are computed using local values of shear stress and heat flux.  Oikawa and Meng (1995) 

reported good agreement with MOST at 0.77 of the canopy height for a suburban 

roughness sublayer.   

*u
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As far as we know, Hanna and Chang (1992) is the only study that used MOST to 

estimate meteorological inputs for modelling dispersion in urban areas.  They estimated the 

sensible heat flux in several urban areas using a surface energy balance proposed by 

Holtslag and van Ulden (1983).  Energy balance methods depend on the parameterization 

of incoming and outgoing shortwave and longwave radiation and partitioning of the net 

radiation at the ground among ground heat flux, sensible heat flux and latent heat flux.  A 

common approach to this portioning is based on assuming that the ratio of the sensible to 

the latent heat flux, the Bowen ratio, can be estimated from land use data.  Holtslag and 

Van Ulden (1983) suggest a more physically realistic method, the Penman-Monteith 

approach (Monteith, 1981), to account for the variation of Bowen ratio with surface 

moisture conditions.  In urban areas, sensible heat can be absorbed and released from urban 

canopy structures.  Several authors (Camuffo and Bernardi, 1982; Grimmond et al. 1991; 

Grimmond and Oke 1999) have suggested models, sometimes referred to as Objective 

Hysteresis Models (OHM), to predict the non-linear relationship between storage heat flux 

and net radiation. 

Hanna and Chang (1992) found that relative errors in estimating micrometeorological 

parameters were about 20%, but could be much larger during stable conditions when the 

surface friction velocity, , was less than 0.2 m s-1.  They show that their energy balance 

method is sensitive to the partitioning of sensible and latent heat fluxes (Bowen ratio), and 

cloud cover, information that is generally unavailable and/or unreliable. 

*u

The questions addressed by this paper are: Can measurements of mean wind speed and 

temperature fluctuations reduce the uncertainties associated with the energy balance 
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method to estimate surface micrometeorology?  How far can we push MOST in urban 

areas to estimate meteorological inputs for dispersion models? 

The study described here extends earlier studies (Princevac and Venkatram, 2007; 

Venkatram and Princevac, 2008) on the performance of methods to estimate the surface 

friction velocity and turbulent velocities in unstable conditions.  These estimates depend on 

the surface heat flux, which can be estimated with measurements of temperature 

fluctuations using the free convection relationship proposed by Monin and Yaglom (1971) 

for */T Tσ , where Tσ  is the standard deviation of the temperature fluctuations, and the 

temperature scale, , is the ratio of the kinematic surface heat flux to the surface friction 

velocity, i.e. 

*T

*/T u∗ ′ ′≡ −T w .   

In the current study, we examine methods to improve these estimates using 

formulations such as that proposed by Tillman (1972), who showed that the free convection 

estimate could be improved through a function of ζ = z/L, which in turn was related to the 

skewness of temperature fluctuations.  Here L is the Obukhov length and z is the effective 

distance from the ground obtained by subtracting the zero-plane displacement from the 

measurement height.   

Other investigators have also evaluated this approach for different surface types and 

stability ranges and proposed different forms for */T Tσ .  Albertson et al. (1995) suggest 

that Tσ  should be measured above the blending height (i.e. above the roughness wake layer 

to apply the free convection approach.  Wesely (1988) and Hsieh et al. (1996) show that the 

free convection relationship applies over non-uniform surfaces with slight modifications to 
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the constant in the relationship.  Weaver (1990) concludes that if the flux is small or the 

surface is non-uniform, it is necessary to adjust the */T Tσ  relationship for land use type. 

The results presented by Lloyd et al. (1991) suggest that Tillman’s (1972) correction 

for deviation from free convection is not necessary.  On the other hand, De Bruin et al. 

(1993) confirmed the findings of Tillman (1972) on the usefulness of accounting for shear 

effects.   

Most of the previous publications applied the above heat flux estimation methods for 

bare soil, grass, shrub or forest.  This study examines the applicability of these methods to 

sites located in urban areas, where the assumptions that underlie them do not necessarily 

hold.  The current study is similar to that of De Bruin et al. (1993) in that it uses 

measurements of wind speed and temperature fluctuations. We also examine the impact of 

the uncertainty in estimating heat flux on modelling concentrations associated with surface 

releases.   

We next describe the field study used to collect the data analyzed in this paper. 

2.2 Field Study 

The meteorological data used in this study were measured at three sites in Riverside 

County, California, in 2007.  The three sites lie along an east-west transect designed to 

make measurements of the evolution of the night-time boundary layer embedded in the 

easterly wind as it passed through a suburban site, an urban site, and then back to a 

downwind suburban site.   
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Site US (upwind suburban) is in a desert plain in Moreno Valley.  There is a residential 

area to the north and east of the measurement tower.  To the west and south of the site is 

grassland (nearly desert) up to 500 m, with sparse trees and houses further upwind.  

Site DS (downwind suburban) is on top of a bluff located above the Santa Ana River in 

suburban Riverside.  It is surrounded by mixture of bushes, grasses and sparse trees.  

Residential areas are at least 1 km away.  However, there is one building to the west of the 

measurement tower.  The distance between the building and the tower is about 20 m.  The 

height, width and length of the building are about 4 m, 15 m and 15 m, respectively.  As 

indicated later, this building might play an important role in determining the aerodynamic 

roughness length for the DS site. 

Site CU (centre urban) is located on the street corner of Arlington and Brockton in 

downtown Riverside.  It is surrounded by low-rise buildings that do not vary in much 

height in all directions up to 2 km.  Sites US and CU are 18 km apart and sites CU and DS 

are 9 km apart. 

All three measurement sites are in relatively open areas surrounded by buildings and 

trees.  Using Google maps, we used information within a 2 km radius of the measurement 

site to estimate the average building height (HB), the plan area fraction, λp, and the frontal 

area fraction, λf, listed in Table 2.1.  These parameters have been converted into 

aerodynamic roughness length and zero-plane displacement, z0 and dh, using formulations 

proposed by Grimmond and Oke (1999).  Because there is only one building close to the 

DS site, λp and λf  cannot be calculated for this site.  
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We realize that these estimates of the aerodynamic roughness length and zero-plane 

displacement would have relevance to the calculation of micrometeorological variables if 

the measurements and the associated site met criteria for the applicability of MOST.  In our 

case, these estimates are only meant to provide bounds on the values of z0 and dh obtained 

by fitting MOST profiles to the observed wind speeds during near neutral conditions.  This 

fitting process is described in a later section.  

Table 2.1 Morphological parameters for the three sites and z0 and dh based on these 
parameters 

Sites HB (m) λp λf z0 (m) dh (m) 

US 4 0.15 0.03 0.12 0.36 

DS 4 NA NA 0.02 – 0.4 0 – 2.0 

CU 4 0.3 0.1 0.4 1.7 

Each site was equipped with a 3 metre tower instrumented with (1) a sonic anemometer 

(CSAT3, Campbell Sci.), (2) two soil heat flux plates (HFP01SC-L Hukseflux), (3) an 

infrared thermometer (IRTS-P Apogee), (4) a krypton hygrometer (KH20, Campbell Sci.), 

(5) two soil temperature probes (TCAV-L, Campbell Sci.), (6) a water content 

reflectometer (CS616-L, Campbell Sci.), (7) two air temperature sensors (109- L, Campbell 

Sci.), and (8) site US had a net radiometer (CNR1, Kipp & Zonen).  The sampling rate for 

sonics is 10 Hz.  We programmed the data loggers to set warning flag high for cases of 

NaN, lost trigger, no data, an Synchronous Device for Measurement (SDM) error, or wrong 

sonic (CSAT3) embedded code.  During post processing we performed data unification 

with additional control where all data lines flagged as suspicious (diagnostic warning flag 

is high) are removed (this happened in negligibly small number of cases, i.e. <0.1%).  
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Delays were introduced into sonic and hygrometer readings to ensure that all the 

measurements were made at the same instant in time.  All the cross products are rotated 

into natural wind coordinates in post processing, as described in Kaimal and Finnigan 

(1994). 

Data were collected from the early February through late April 2007 at Site CU.  Sites 

US and DS were run for shorter periods of time during mid-March through late April 2007 

and late March to the end of April 2007, respectively.  The analysis that follows is based on 

1 hour averaged data from the sonic anemometers.  Under rainy conditions, some of the 

anemometer measurements of shear stress and sensible heat flux were unreasonably high.  

After excluding such conditions, there are 526, 577 and 670 hours of data for the US, DS 

and CU site respectively, within which we analyze 179, 215 and 247 hours corresponding 

to daytime (9:00 to 17:00) unstable conditions.  The stability (z/L) range is −4×10−4 to −18 

for the US site, −3×10−4 to −7 for the DS site and −10−3 to −3 for the CU site.  We 

determined to exclude the night-time unstable conditions in this paper because stable 

periods intermittently mix with unstable periods, which deteriorates the performance of 

methods suitable for unstable conditions only.  The measurement height is 3 m for all sites.   

A detailed examination on the wind directions corresponding to daytime unstable 

conditions shows the flux footprint of each site.  For the US site, the wind direction covers 

a wide range from 150-360 degrees, which suggests that the land use footprint of the US 

site might be characteristic of grassland.  For the DS site, the prevailing wind sector is from 

230-360 degrees, and the secondary wind sector is from 0-60 degrees, which occurs about 

15% of the time.  The flow at the DS site is mostly influenced by a nearby building.  
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Bushes, grass, and sparse trees have a secondary impact on the flow.  For the CU site, the 

wind direction is mostly within the 260-360 degrees range.  As the CU site is surrounded 

by buildings in all directions, the footprint of the flow at the CU site is considered to be 

characteristic of urban land use in cities located in the United States.  However, the site is 

not typical of the built up downtown areas of large cities, which are often dominated by 

skyscrapers located within a ten block area (e.g. New York City). 

Here we do not examine the relationships among measurements made at these different 

sites, but focus on methods for estimating micrometeorological variables using routine 

observations at these sites. 

2.3 Analysis of Observations 

In the first step in the analysis of the data, we examined the applicability of MOST to 

the measurements from the suburban and urban sites, which, in principle, do not meet 

criteria for horizontal homogeneity. 

The performance of the models considered here can be described using a variety of 

statistics, described in Chang and Hanna (2004).  We have chosen to use the geometric 

mean (mg) and the standard deviation (sg) of the ratios of the observed to modelled variable 

as the primary measures of model performance because they can be readily interpreted 

(Venkatram, 2008).  They are defined as: 

(expgm ε= )m

)m

 (2.1a) 

( )(expgs σ ε=  (2.1b) 
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where  and σ  represent mean and standard deviation respectively, and εm is the 

residual between the logarithms of model estimate and observation,  

( ) ( )ln lnε = −m pC Co  (2.2) 

where Co and Cp are observed values and corresponding estimates respectively.  The angle 

brackets refer to an average.  The deviation of the geometric mean, mg, from unity indicates 

whether the model is underpredicting or overpredicting.  It is a measure of bias of the 

model estimate.  The geometric standard deviation, sg, is a measure of the uncertainty in the 

model prediction with  being approximately the 95% confidence interval for the ratio, 

Cp/Co.   

2
gs

The calculation of the geometric mean, mg, and the geometric standard deviation, sg, 

using Eq. (2.1) can pose problems when the observation is close to zero and the 

corresponding model estimate is finite; the large logarithm of the ratio dominates the 

calculation.  This is avoided by equating mg to the median of the ratio of the observed to 

predicted concentration ratio, and using the interquartile range of the ratios to estimate sg. 

2.3.1 Surface Friction Velocity 

The surface friction velocity is estimated from the mean wind and heat flux measured at 

a single tower level using the MOST profile (Businger 1973),  

1
0

ln ( ) ( )r h*
m m

z duU(z)
z 0ψ ζ ψ ζ

κ
−⎡ ⎛ ⎞ ⎤

= − +⎜ ⎟⎢
⎣ ⎝ ⎠ ⎦

⎥ , (2.3) 

 23



where zr is the height above the surface, dh is the zero-plane displacement, z0 is the 

aerodynamic roughness length, κ is the von-Karman constant ( = 0.4),  is the friction 

velocity, 

*u

1 ( )r hz d L/ζ = − , Lz /00 =ζ , the function mψ  is 

2
11 1( ) 2 ln ln 2 tan ( )

2 2 2m
x x x πζ −′ ′+ +⎛ ⎞⎛ ⎞ ′= + − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

, for 0L <  (2.4) ψ

where . 4/1)161( ζ−=′x

The aerodynamic roughness length, z0, and zero-plane displacement, dh, for each site 

are obtained by fitting the observed  to that estimated from the mean wind speed with 

MOST, as described in Princevac and Venkatram (2007).  Measurements with absolute 

value of L larger than 200 and wind speed higher than 2 m s-1 were selected to reduce the 

effects of stability in estimating z0.  The zero-plane displacement is taken to be dh = 5z0 

based on Britter and Hanna (2003).  

*u

This approach to estimating z0 requires detailed micrometeorological measurements 

that are not available for routine application of dispersion models.  There would be no need 

for the type of methods discussed in this paper if such micrometeorological measurements 

are available for an extended period at a site.  On the other hand, it is clearly feasible to 

conduct a limited field study at the site of interest to obtain z0, which can then be used to 

estimate micrometeorological variables over the extended period, typically several years, 

required in regulatory modelling.  In principle, we can estimate z0 using the correlations 

based on building morphology proposed by Grimmond and Oke (1999).  However, as we 

saw earlier, this approach is difficult to apply in a horizontally inhomogeneous urban area.  
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We are aware that fetch conditions vary with wind sector, especially for the DS site 

resulting in different values of z0 and dh for different sectors.  For the US site, z0 for the 

wind direction from 0° to 90° is 0.14, while it is 0.12 for the remaining sectors; this is 

consistent with the existence of buildings in the 0° to 90° sector.  For the DS site, z0 varies 

from 0.19 for wind direction less than 250° to 0.3 for 260° to 280° and 0.25 for other 

directions.  The building to the west of the measurement tower determines the large value 

of z0 for that sector.  For the CU site, the variation in z0 is relatively small: 0.31 for wind 

directions less than 240°, 0.35 for 240° to 290° and 0.29 for larger than 290°.  If we do not 

consider different fetch conditions for different sectors, only one value of z0 is obtained for 

each site.  We find that z0 is 0.13, 0.27 and 0.31 metres for US, DS and CU sites, 

respectively.   

Notice that z0 and dh values obtained here for the US and CU sites are consistent with 

those estimated from morphological parameters (Table 2.1), although this result could be 

fortuitous.  

Routine measurements used in dispersion applications are not likely to include  and 

L used to estimate the aerodynamic roughness length.  Thus, estimates of the aerodynamic 

roughness length in an inhomogeneous urban area are likely to be uncertain.  Thus, it is 

useful to examine the impact of this uncertainty on estimating the surface friction velocity, 

. 

*u

*u
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The surface friction velocity, , is estimated from the observed heat flux, Q0, and the 

wind speed using the approximation of MOST suggested by Wang and Chen (1980) to 

avoid iterative solution of Eq. (2.3), 

*u

1 2
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where T0 is the surface temperature and g is the gravitational acceleration.  

The results shown in Figure 2.1 are based on z0 and dh fitted for different sectors.  As 

expected, the estimates of  with MOST compare well with observed values for both 

urban and suburban sites; the values of mg indicates a bias of about 10%.  The 95% 

confidence interval for the ratio of the observed and estimated  is about 1.7.  But the 

scatter is large for  close to 0.1 m s-1.   

*u

*u

*u
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Figure 2.1: Comparison of  estimated from observed wind speed and heat flux 
using MOST with z0 and dh obtained for different sectors with observations for US 

site (solid squares), DS site (stars), and CU site (open hexagrams). 

*u

 

Figure 2.2 shows results when only one set of values of z0 and dh are used for each site, 

i.e. z0 is 0.13, 0.27 and 0.31 metres for US, DS and CU sites, respectively, and dh = 5z0.  

The results are similar to those shown in Figure 2.1, although the scatter increases slightly 

for the CU site: the geometric standard deviation, sg, increases from 1.33 to 1.36.  

Figure 2.3 shows that using half of the values of z0 and dh results in underestimation of 

 by 40% for the CU site to 23% for the US site.  However, most of the model estimates 

are still within a factor of two of the observations.  The 95% confidence interval for the 

ratio of the observations and estimates is less than 1.85.  Thus underestimating z0 and dh 

appears to yield acceptable estimates of .  However, using twice of the values of z0 and 

*u

*u

 27



dh leads to unacceptable values of  (not shown here).  The deterioration in our particular 

case is caused by z0 becoming comparable to the effective measurement height, 

*u

r hz d− . 

 

Figure 2.2: Comparison of  estimated from observed wind speed and heat flux 
using MOST with one set of values of z0 and dh for each site (z0 is 0.13, 0.27 and 0.31 

metres for US, DS and CU sites, respectively) with observations for US site (solid 
squares), DS site (stars), and CU site (open hexagrams). 

*u

 

These results indicate that 1) estimates of surface friction velocity are, as expected, 

sensitive to the estimate of aerodynamic roughness length, and 2) we might be able to 

obtain empirical estimates of z0 that yield adequate estimates of surface friction velocity 

even when the area surrounding the measurement site is highly inhomogeneous.  In the 

analysis of the following sections, we use the values of z0 and dh that were fitted for 

different sectors. 
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In the following sections, we examine the applicability of MOST in estimating the 

standard deviation of the horizontal and vertical turbulent velocities. 

 

Figure 2.3: Comparison of  estimated from observed wind speed and heat flux 
using MOST with half of fitted values of z0 and dh for each site (z0 is 0.065, 0.135 and 

0.155 metres for US, DS and CU sites respectively) with observations for US site 
(solid squares), DS site (stars), and CU site (open hexagrams). 

*u

 

2.3.2 Vertical turbulent velocity ( wσ ) 

We estimate wσ  by treating the variable as a combination of a shear generated 

component, wsσ , and a buoyancy generated component, wcσ  

3 3 1(w ws wcσ σ σ= + /3) , (2.7) 

where the shear component, wsσ , is taken to be 

*1.3ws uσ = , (2.8) 
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and the convective component, wcσ , is 

1/3

0
0

1.3wc
g Q z
T

σ
⎛ ⎞

= ⎜
⎝ ⎠

⎟ ,  (2.9) 

where z = zr − dh is the effective measurement height, g is the gravitational acceleration.  

Notice that wsσ  and wcσ are not added directly in Eq. (2.7). Instead, their cubes are added 

to ensure consistency with the turbulent kinetic energy equation.  Eq. (2.7) can be 

rearranged to obtain 

1/33 1/3

1 =1.3 1wc
w ws

ws

zu
L

σσ σ
σ κ∗

⎡ ⎤⎛ ⎞ ⎛ ⎞⎢ ⎥= + −⎜ ⎟ ⎜ ⎟
⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦

. (2.10) 

where the Obukhov length is defined as: 

3
0

0

T uL
g Qκ

∗= − . (2.11) 

This expression for wσ  is that presented by Panofsky et al. (1977) to fit a wide range of 

data.   

Eq. (2.10) is used to calculate wσ  using observed  and L.  Figure 4 (a) shows little 

bias in the estimates, less than 10%, relative to the 

*u

wσ  observed at the US and CU sites, but 

wσ  is overestimated for the DS site by about 14%. The scatter at all three sites is relatively 

small with the 95% confidence interval of about 1.3.  

Previous studies (Clarke et al, 1982; Rotach, 1993; Roth 1993; Feigenwinter, 2000; 

Christen, 2005) report similar results but have used smaller constants in expression (2.10).   
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(a) (b) 

       
Figure 2.4: Comparison of (a) wσ  calculated from observed  and L using Eq. 

(2.10), and (b) 
*u

vσ  estimated from observed  and Q0 using Eqs. (2.12)-(2.14) with 
observations for US site (solid squares), DS site (stars), and CU site (open 

hexagrams). 

*u

 

2.3.3 Horizontal turbulent velocity ( vσ ) 

The standard deviation of the horizontal velocity fluctuations, vσ , is computed from 

3 3 1(v vs vcσ σ σ= + /3) , (2.12) 

where the shear component is *1.9vs uσ =  and the convective component is *0.6vc wσ = .  

The convective velocity scale  is defined as *w

( 1/3
* 0 0/iw gQ z T= ) . (2.13) 

The height of mixed layer, zi, is calculated from a model of a mixed layer eroding a 

layer with a stable potential temperature gradient, γ (Carson, 1973)  

2

0

1 ( )
2

= ∫
T

p ic z H tρ γ dt , (2.14) 
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where ρ is the air density, cp is the heat capacity under constant pressure, H is the heat flux, 

t is time, and T is a time scale.  The unknown potential temperature gradient, γ, above the 

mixed layer is taken to be a nominal value of 5 K per 1000 m.  The sensitivity of the 

convective velocity to γ is relatively small because it is inversely proportional to the 1/6th 

power of γ.   

Figure 2.4 (b) shows that vσ  is overestimated at the DS site by about 23%, but the bias 

is less than 10% at the other two sites.  The 95% confidence interval of the ratio of the 

observed to estimated vσ  is 1.5.  

The results presented here indicate that MOST provides an adequate description of the 

observations made in suburban and urban sites.  These results motivate the application of 

MOST to estimate micrometeorological variables using measurements that can be made 

routinely.  Specifically, we focus on methods that use wind speed at one level and standard 

deviation of temperature fluctuations, which can be measured using fast response 

thermistors. 

2.4 Temperature Fluctuations Related to Heat Flux 

The heat flux is related to the standard deviations of temperature and vertical velocity 

fluctuations as follows: 

' ' wT w Tw T r σ σ= , (2.15) 

where Tσ  is the standard deviation of temperature fluctuations ( ), and 'T wσ  is the 

standard deviation of the vertical velocity fluctuations ( ).  'w
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In this section, we use the data collected at all three sites to examine the behaviour of 

the correlation coefficient between the velocity and temperature, rwT, and then formulate an 

expression for the heat flux that can be used in routine applications.  The objective is to 

develop methods to estimate heat flux, surface friction velocity, and the standard deviation 

of vertical velocity fluctuations variables using only measurements of Tσ  and wind speed 

at one level. 

Substituting the expression of wσ  from Eq. (2.10) into Eq. (2.15), and using the 

definition of the temperature scale, * *' 'T w T u= − , yields 

1/3

*

1 (1 / )
1.3

T

wT

z L
T r
σ κ −= − − , (2.16) 

where the correlation coefficient, rwT, is a function of z/L in general.   

The proposed expression for the correlation coefficient, rwT, is based on observations 

reported in the literature.  Monin and Yaglom (1971) indicate that rwT increases from about 

0.35 for near-neutral conditions, to about 0.6 for Richardson number, Ri, in the range −0.3 

to −0.8.  Hicks (1981) also suggests that rwT approaches a constant value, but this requires 

an unrealistic sign change across neutral conditions.  As we will see, the expression 

presented by Tillman (1972) for Tσ /  implies an explicit formula for rwT in terms of z/L. *T

The behaviour of the correlation coefficient in the free convection regime can be 

derived by equating Monin and Yaglom’s (1971) expression for the temperature 

fluctuations, 
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1/3

1
*

T zC
T L
σ −

⎛ ⎞= − −⎜ ⎟
⎝ ⎠

, (2.17) 

where C1 is a constant, to Eq. (2.16) to yield 

1/3

1/3
1

( / )
1.3 (1 / )wT

z Lr
C z Lκ

−
=

−
. (2.18) 

Note that rwT approaches zero as L becomes large near neutral conditions.   

The explicit expression for the heat flux under free convection is 

1/ 23/ 2

0
1 0

T g zQ
C T
σ κ⎛ ⎞⎛ ⎞

= ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠

. (2.19) 

Tillman’s (1972) semi-empirical correction to Eq. (2.17)  

1/3

1 2
*

T zC C
T L
σ −

⎛ ⎞= − −⎜ ⎟
⎝ ⎠

 (2.20) 

yields 

1/3
2

1/3
1

( / )
1.3 (1 / )wT

C z Lr
C z Lκ

−
=

−
, (2.21) 

where C1 = 0.95 and C2 = 0.0549 are the suggested values.  Here rwT approaches 0.3 as L 

becomes large. 

Note that Eq. (2.20) results in the following implicit expression for the sensible heat 

flux: 

1/ 3

0 2
1

T zQ u C
C L
σ

∗
⎛ ⎞⎛= −⎜⎜ ⎟⎝ ⎠⎝ ⎠

⎞
⎟ . (2.22) 
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The value of Q0 has to be obtained iteratively because both u∗  and L are functions of 

Q0.   

In the next section, we examine observations of rwT in the light of Eqs. (2.18) and 

(2.20).  We also examine the usefulness of a constant value of rwT to explain the observed 

heat flux using the implicit expression, 

1/3

0 *1.3 1wT w T wT T
zQ r r u
L

σ σ σ
κ

⎛= = −⎜
⎝ ⎠

⎞
⎟ , (2.23) 

which also has to be solved iteratively. 

2.5 Evaluation with Field Observations 

The left panel of Figure 2.5 shows the observed correlation coefficient, rwT, as a 

function of −z/L at the US site compared with the three alternative formulations described 

in the previous section.  The data show that rwT decreases with −z/L but the scatter is large 

especially for near neutral conditions.  The right panel shows a clear increase of Tσ /  

with decrease in −z/L.  However, we need to be cautious about inferring too much from the 

data in view of the small values of heat flux at small values of −z/L and the false correlation 

introduced by non-dimensional variables used in the plot (see Hicks, 1981 for a 

discussion).  

*T
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Figure 2.5: Comparison of estimates of the correlation coefficient, rwT (left panel) 

and Tσ /  (right panel) as a function of −z/L with observations.  The solid line 
corresponds to Tillman’s method (Eq. 2.20) with C1 = 0.95, the dashed line 

corresponds to free convection (Eq. 2.17) with C1 = 0.95, and the dash-dot line 
corresponds to a constant value of rwT = 0.3.  Measurements were made at US site. 

*T

 

The coefficient, C1 = 0.95, was suggested by Tillman (1972).  However, Wesely (1988) 

and Hsieh et al. (1996) suggest larger values for C1 in the free convection relationship to 

make the results applicable to non-uniform surfaces.  We will discuss this issue later in this 

section.  We find that most of the observations of rwT are best described by Tillman’s 

method (Eq. (2.21)) when compared with the other two curves, while the free convection 

curve (Eq. (2.18)) follows the low values of rwT near neutral conditions.  Eq. (2.20) 

provides an adequate description of Tσ /  at values of −z/L as low as 0.01 but approaches 

a constant value at neutral conditions, while the observed data continue to increase.  The 

*T
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nominal value of rwT = 0.3 represents the median of the data; the associated Tσ /  simply 

reflects the variation of 

*T

wσ  with z/L.  The plots of rwT and Tσ /  for the DS and CU sites 

are similar to the results shown here for the US site, and are not shown here. 

*T

Since both the free convection formulation and Tillman’s correction deviate from the 

data at low −z/L, it is reasonable to examine the utility of a constant rwT in estimating the 

heat flux and turbulent velocities. 

Figure 2.6 (a) shows the variation of the ratio of heat flux estimated from free 

convection formulation of Eq. (2.19) to observed heat flux with stability, −z/L.  The 

statistics, mg and sg, for each site are also listed.  As expected, the performance of the free 

convection formulation improves with increase in −z/L, as shear effects become smaller.  

The ratios of estimated to observed heat flux show large deviations from unity when −z/L is 

less than 0.1.  The mg = 0.85, suggesting underestimation, at the DS site reflects behaviour 

at low −z/L that cannot be readily explained.  The overestimation of 24% at the CU site is 

more consistent with the behaviour of the free convection formulation at low −z/L.   

Figure 2.6 (b) shows the performance of Tillman’s method, Eq. (2.22), as a function of 

−z/L.  We see that the underestimation at low −z/L at the DS site is reduced through the 

correction for shear incorporated in Tillman’s method.  However, the heat flux is 

overestimated by 32% and 76% at the US and the CU site respectively.  A larger value of 

C1 in the free convection relationship suggested by Wesely (1988) and Hsieh et al. (1996) 

would decrease the overestimation of heat flux.  
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 (a) (b) 

 
(c) 

 
Figure 2.6: Ratio of heat flux estimates from (a) free convection, Eq. (2.19), (b) 

Tillman’s method, Eq. (2.22), (c) using constant rwT, Eq. (2.23), to observations as a 
function of −z/L for US site (solid squares), DS site (stars), and CU site (open 

hexagrams). 

 

Figure 2.6 (c) shows that using constant rwT in Eq. (2.23) results in overestimation of 

heat flux near neutral conditions and underestimation when −z/L is larger.  Overall, the heat 

flux is overestimated by 27% for the CU site but underestimated by 16% and 22% for the 

US site and DS site respectively.  The method has the largest scatter, measured by sg, 

compared to the other two approaches.  
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These results indicate that in an urban area, estimates of the heat flux that account for 

stability effects, such as Tillman’s, do lead to improvements over the simple free 

convection estimate at low −z/L.  Although, the heat flux is overestimated, Tillman’s 

correction has the smallest scatter as measured by sg.  In the sections that follow, the heat 

flux is estimated with this method, but C1 is taken to be 1.25 as in Wesely (1988) to reduce 

the bias.   

We next examine the impact of errors in estimating heat flux approximations on 

estimating , *u wσ  and vσ .  The estimates of  in Figure 2.7 (a) are estimates based on Eq. 

(2.22), which requires an estimate of . 

*u

*u

The overestimation of heat flux at CU site or underestimation at the DS site has little 

effect on estimating , as seen in Figure 2.7 (a).  The geometric mean (mg) and the 

geometric standard deviation (sg) are almost identical to those when observed heat flux is 

used in Figure 2.1.  It turns out that  estimates based on heat flux estimates from the free 

convection formulation and the constant rwT approach produce comparable results.  This 

insensitivity of  to heat flux errors is related to the fact that −z/L is much smaller than 

unity (see Figure 2.5) for most of the measurements.   

*u

*u

*u

Figures 2.7 (b) and (c) compare estimates of wσ  and vσ  with observations from the 

three sites.  We see that the overestimation of heat flux has little impact on estimating wσ  

and vσ : there is little bias in the model estimates and the scatter is relatively small.  The 
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next question is: How does this uncertainty in estimating micrometeorological variables 

affect concentration estimates? 

(a) (b) 

 

(c) 

 

Figure 2.7: Comparison of estimated (a) from Eq. (2.5), (b) *u wσ  from Eq. (2.10), 
and (c) vσ  from Eq. (2.12) with observations for US site (solid squares), DS site 
(stars), and CU site (open hexagrams).  Heat flux is estimated from Eq. (2.22). 

2.6 Impact on Dispersion Modelling 

In this section, we examine the impact of the uncertainty in the estimates of heat flux 

and friction velocity on modelling ground-level concentrations through the following 

 40



expression for the cross-wind integrated ground-level concentration associated with surface 

releases (Venkatram, 1992), which has been evaluated with data from the Prairie Grass 

experiment (Barad, 1958), and is currently incorporated in AERMOD (Cimorelli et al., 

2005): 

( )* 1/22
* *

1 ,  
1 α

=
+

yC
x x

 (2.24) 

where , 36.0 10α −= × * * /=y yC C u L Q , and * /x x L= .  Eq. (2.24), which can be used to 

estimate the ground-level impact of a line source, such as a road, can be rewritten as,   

( )( )1/ 22
*

1

1 /

y
C
Q u x x Lα

=
+

. (2.25) 

Note that at small x/|L|, the crosswind integrated concentration depends only on , 

which is relatively insensitive to errors in estimating the surface heat flux.  At large x/|L|, 

the concentration depends on , and thus becomes more sensitive to both the surface 

friction velocity and the heat flux.  This sensitivity to  is specific to Eq. (2.25).  There 

are alternative expressions (see Nieuwstadt, 1980) in which the concentration depends on 

 rather than . 

*u

o
2
* Q/u

oQ

1/ 2
oQ oQ

Figure 2.8 compares estimates of 
y

C Q  based on  and heat flux estimated from 

Tillman’s correction to the free convection formulation with those based on observed 

values of relevant micrometeorology.  The 95% confidence interval of the ratio of the 

*u
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observed to estimated 
y

C Q  at x = 10 m is only about 1.7.  However, at x = 1000 m, the 

scatter is almost a factor of 4. 

 (a) (b) 

 

Figure 2.8: y
C Q  based on estimated heat flux and  from Tillman’s method 

compared with those based on observed inputs for US site (solid squares), DS site 
(stars), and CU site (open hexagrams) at (a) x = 10 m and(b) x = 1000 m.  

*u

 

This behaviour is readily explained.  At small x (Figure 2.8 (a)), the term /x L  in Eq. 

(2.25) plays a negligible role, and the concentration estimate is determined by .  The 

scatter in the 

*1 / u

y
C Q  estimates about those based on observations reflects the errors in 

estimating , shown in Figure 2.7.  At 1000 m (Figure 2.8 (b)), the term,*u /x L , becomes 

more important.  The scatter in 
y

C Q  estimates is determined by the scatter in the 

estimated .  Most of the lower values of oQ2
* /u

y
C Q  are underestimated because  is 

underestimated while the corresponding heat flux is overestimated.  There are fewer 

*u
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overestimated points because the effect of overestimated  is reduced by the 

overestimation of heat flux.  

*u

The uncertainty in estimating meteorological inputs can have a greater impact on 

concentrations from point sources because the horizontal plume spread of the point source 

plume is also affected by errors in estimating turbulent velocities.  We examine this issue 

by modifying Eq. (2.25) to incorporate crosswind plume spread, σy 

( )
1/ 22

*

1

1 /y

C
Q u x x Lσ α

≅
⎡ ⎤+⎢ ⎥⎣ ⎦

 (2.26) 

where yσ  is computed using /y v x uσ σ≅ , where vσ  is estimated from Eq. (2.12), and u is 

the value measured at the tower level of 3 m.   

Figure 2.9 shows estimates of C Q  for x = 10 m (a) and x = 1000 m (b) based on 

Tillman’s method for heat flux plotted against those based on observed values of  and L.  

As expected, the scatter in the 

*u

C Q  estimates is larger than that for 
y

C Q in Figure 2.8.  

The comparison of Figure 2.9 (a) and (b) shows that the scatter in the concentration 

estimates increases with receptor distance.  At x = 1000 m, the scatter in the C Q  estimates 

is determined by the scatter in 2
* o vu / ( Q )σ .  Most of the low values of C Q  are 

underestimated, which is similar to the underestimation of 
y

QC  in Figure 2.8.  Model 

performance is similar for all the three methods of estimating heat flux (not shown). 
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(a) (b) 

 

Figure 2.9: C Q  based on estimated heat flux and  from Tillman’s method 
compared with those based on observed inputs for US site (solid squares), DS site 

(stars), and CU site (open hexagrams) at (a) x = 10 m and(b) x = 1000 m.  

*u

 

2.7 Comparison with Surface Energy Balance Method 

This section examines whether measurements of the temperature fluctuations, Tσ  can 

reduce the uncertainty in energy balance methods to estimate micrometeorological 

variables required for dispersion.  Computing the components of the energy balance at the 

surface requires information on cloud cover, albedo, and surface temperature to estimate 

the incoming/outgoing solar and thermal radiation.  Because such information was not 

available, we used radiation measurements made at the US site during daytime (from 9:00 

to 17:00) when net radiation, , was positive.  Notice that using the observed net radiation 

instead of estimates based on cloud cover and albedo reduces some of the uncertainties in 

the energy balance method.  The sensible heat flux was computed from the energy balance 

equation incorporated in meteorological processors typical of the current generation of 

*Q
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dispersion models, such as AERMOD (Cimorelli et al., 2005).  The sensible heat flux (H) 

is estimated from   

( )
*0.9QH

1 1 / Bo
=

+
 ,              (2.27) 

where Bo, the Bowen ratio, is the ratio of the sensible to the latent heat flux.  Here 

0 pH Q cρ= , where ρ  is the air density, and is the specific heat of air at constant 

pressure.  The value of Bowen ratio is highly uncertain because it depends on the moisture 

history of the soil.  We took Bo = 1.5 by calibrating Eq. (2.27) with the maximum observed 

heat flux.  Note that using a constant Bo cannot be readily justified because it depends on 

soil moisture availability, which is a function of time.   

pc

Figure 2.10 compares the sensible heat flux estimates from the energy balance method 

(Figure 2.10 (a)) with those from Eq. (2.22).  It shows that estimates of heat flux based Tσ  

compares better with the observations than those derived from the surface energy balance 

method.  The 95% confidence interval is reduced from about 2.9 (Figure 2.10 (a)) to about 

1.7 (Figure 2.10 (b)). 

Figure 2.11 compares estimates of  with observations for the US site corresponding 

to the heat flux estimates from Figure 2.10.  As indicated earlier, variations in the heat flux 

estimates have little impact on estimates of . Furthermore, these variations translate into 

less than noticeable differences in estimates of 

*u

*u

wσ  and vσ  during daytime unstable 

conditions. 
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 (a) (b) 

 

Figure 2.10: Comparison of sensible heat flux estimated from (a) observed net 
radiation (Eq. (2.27)), and (b) Tillman’s method (Eq. (2.22)), with those based on 

observed inputs for US site during daytime unstable conditions. 

 

To examine the impact of differences in the heat flux estimates on concentration 

calculations, we compared the computed concentrations at 1000 m where stability effects 

become apparent through the term, /x L  in Eq. (2.25).  We see that although the scatter is 

large for both methods of calculating heat flux, the sg is 1.5 for 
y

C Q  estimates when the 

heat flux is based on Tσ  (Figure 2.12 (b)), while sg, is 2.2 for 
y

C Q  when the surface 

energy balance method is used to calculate heat flux (Figure 2.12 (a)).  
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(a) (b) 

 
Figure 2.11: Comparison of  estimated from Eq. (2.5) with observations for the 

US site during daytime unstable conditions. Heat flux is estimated from (a) observed 
net radiation (Eq. (2.27)), and (b) Tillman’s method (Eq. (2.22)).  

*u

 

 (a) (b) 

 
Figure 2.12: y

C Q  based on estimated heat flux and  from (a) observed net 
radiation (Eq. (2.27)), and (b) Tillman’s method (Eq. (2.22)) with those based on 
observed inputs for US site and x = 1000 m during daytime unstable conditions. 

*u
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2.8 Conclusions 

The results from this study show that measurements of wind speed and standard 

deviation of temperature fluctuations at one level yield useful estimates of parameters 

required to model dispersion in both suburban and urban areas.  Under unstable conditions, 

estimates of heat flux based on measured Tσ  and wind speed at one level provide unbiased 

estimates of surface friction velocity and turbulent velocities.  The 95% confidence interval 

for the ratio of the observations and estimates is about 1.7, 1.4 and 1.5 for , *u wσ  and vσ .  

However, the ability to make estimates of micrometeorological variables is crucially 

dependent on adequate estimates of the aerodynamic roughness length at the site of 

interest.  We suggest using empirical methods, such as that described in this paper, to 

estimate the aerodynamic roughness length, although such methods have an inherent 

uncertainty that reflect the complexities of an urban area. 

We examined two methods to account for shear effects on heat flux estimates: one 

proposed by Tillman (1972) and the other based on a constant value of the correlation 

coefficient between temperature and vertical velocity fluctuations.  The results show that 

Tillman’s method does improve upon the free convection equation, which neglects shear 

effects. 

The scatter in the  and heat flux estimates leads to inevitable scatter in concentration 

estimates for near surface line and point sources, although the impact is less for small 

downwind distances relative to the Obukhov length.  The scatter in the concentration 

estimates for a point source is larger than that for a line source, because of the additional 

*u
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scatter introduced by errors in estimating the horizontal turbulent velocity used to compute 

horizontal plume spread.   

The results indicate that measurements of Tσ  in addition to wind speed can reduce the 

uncertainty in using the energy balance method to estimate the micrometeorological 

variables required to apply dispersion models in urban areas.  Note that energy balance 

method has been portrayed in the best possible light by using net radiation measurements 

and a calibrated value of the Bowen ratio.  Even if radiation measurements are available, 

the energy balance method suffers from its need for an appropriate Bowen ratio (in addition 

to a roughness length) that can vary substantially both spatially as well as temporarily 

(Ching, 1985; Roth and Oke, 1995).  
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3. ESTIMATING URBAN DISPERSION METEOROLOGY FROM SUBURBAN 

VALUES 

 

3.1 Introduction 

Meteorological variables such as surface friction velocity and heat flux are critical 

inputs to the current generation of dispersion models such as AERMOD (the AMS/EPA 

Regulatory Model). Because urban measurement is usually not available, there is a need for 

methods that can estimate urban meteorological variables from more routinely available 

rural, suburban or airport measurements. A two-dimensional internal boundary-layer (IBL) 

model was evaluated by Luhar, Venkatram and Lee (2006) using data from the Basel 

Urban Boundary Layer Experiment (BUBBLE) conducted in the city of Basel, Switzerland 

(Rotach et al., 2005). It is assumed that Monin-Obukhov (M-O) surface similarity theory is 

valid within the IBL over an urban area. Assumption for the urban Obukhov length is also 

needed in the model. 

We realize that M-O similarity parameterizations are likely to be valid only in the 

inertial sublayer (ISL), which refers to the layer about 2 to 5 times the average building 

height (Raupach et al., 1991), where the flow can be considered in equilibrium with the 

underlying rough surface and turbulent fluxes are close to constant. The surface friction 

velocity estimated by the above two-dimensional IBL model may only compare well with 

observation in the ISL.  
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On the other hand, Rotach (1993) found that Reynolds stress is not constant in the 

roughness-sublayer (RSL), which is below the ISL. A profile was further proposed by 

Rotach (2001), which calculates local friction velocity from the friction velocity at the top 

of RSL (or in the ISL). Meanwhile, it is found that the M-O similarity could still be valid 

when local values of shear stress and heat flux are used (Rotach, 1999).  

The performance of the two-dimensional IBL model is re-examined here with the data 

observed in Riverside, 2007. The use of the local friction velocity profile together with the 

IBL model is also tested. We first describe the field study and analyze the observed data 

before application of models. 

3.2 Field Study 

The detailed description of the field study conducted in Riverside, CA 2007 has been 

given in Chapter 3. The analysis that follows is based on 1 hour averaged data from the 

sonic anemometers.  

The Riverside suburban site was selected as the upwind suburban site in the model 

since it is not often enough for the wind to blow from the Moreno Valley suburban site to 

the urban site. The meteorological estimates for the downtown Riverside site are compared 

with measurements. The suburban site is located 11 km west of urban site, and wind 

direction range 234°~324° is selected so that the urban area is downwind of the suburban 

measurement site. Data from the two sites were synchronized before application of the IBL 

model. 
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3.3 Analysis of Observations 

The first step of the analysis is to compare the urban and suburban observations. We 

separate the plots for stable (i.e. negative heat flux) and unstable (i.e. positive heat flux) 

suburban conditions since we assume the urban conditions are not known.  Figure 3.1 

shows that friction velocity, u*, observed at the suburban site is almost twice of the urban 

values during both stable and unstable suburban conditions (upper panel). This difference 

can be explained by the difference in the wind speed for these two sites (lower panel). It 

can be seen that wind speed is weakened over the urban site due to existence of buildings. 

Besides, it is also observed that horizontal and vertical standard deviations of turbulent 

velocities, σw and σv, for the suburban site are also about twice as large as the urban values 

(not shown). 

Figure 3.2 shows that turbulent intensities, iw (= σw/U) and iv ( = σv/U), are still higher 

at the urban site than those at the suburban site, even though the values of σw, σv and wind 

speed are lower than the suburban values in Figure 3.1.  

Figure 3.3 compares the kinematic sensible heat fluxes observed at the urban site with 

that measured at the suburban site when the suburban conditions are either stable or 

unstable.  

 

 

 52



  

      
Figure 3.1: Comparison of observed suburban u* (upper panel) and wind speed 

(lower panel) with urban observations during stable (left panel) and unstable (right 
panel) suburban conditions. 
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Figure 3.2: Comparison of observed suburban turbulent intensities, iw (upper panel) 
and iv (lower panel), with urban observations during stable (left panel) and unstable 

(right panel) suburban conditions. 

 

When the suburban site is stable, there is no definite trend in the urban heat flux as a 

function of the suburban values. But it is shown that the urban site is more neutral, a 

 54



consequence of the thermal properties of the urban surface and the likely presence of an 

anthropogenic heat flux.  

When suburban site is unstable, suburban and urban fluxes are well correlated, with the 

suburban heat flux being almost three times as large as the urban heat flux. One possible 

reason for this might be that the urban site in Riverside is more irrigated than the suburban 

site. Besides, we are aware that the heat flux decreases with decreasing height in the street 

canyon from the BUBBLE study (Luhar, Venkatram, and Lee 2006). It should be noticed 

that since the urban observation site in Riverside is within the urban canopy, smaller heat 

flux observed at this site is reasonable.  

 
Figure 3.3: Comparison of observed suburban kinematic heat flux with urban 

observations during stable (left) and unstable (right) suburban conditions. 

 

The next step in the analysis of the data consisted of examining the applicability of M-

O similarity to the measurements from the suburban and urban sites, which clearly do not 
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meet criteria for horizontal homogeneity because buildings will disturb the flow 

substantially. 

The performance of the models is quantified by the geometric mean (mg) and the 

standard deviation (sg) of the ratios of the observed to modeled variable as in the previous 

chapter. 

According to M-O similarity, the mean wind profile U(z) in the diabatic surface layer is 

given as (e.g. van Ulden and Holtslag, 1985) 

1
0

ln ( ) ( )r h*
m m

z duU(z)
z 0ψ ζ ψ ζ

κ
⎡ ⎤⎛ ⎞−

= − +⎢ ⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

⎥  (3.1) 

where zr is the height above the surface (> dh), κ is the von-Karman constant (= 0.4),  is 

the friction velocity, 

*u

1 ( ) /r hz d Lζ = − , Lz /00 =ζ , the function mψ  is 

2
11 1( ) 2 ln ln 2 tan ( )

2 2 2m
x x x πζ −′ ′⎛ ⎞+ +⎛ ⎞ ′= + − +⎜ ⎟⎜ ⎟

⎝ ⎠ ⎝ ⎠
, for 0L <  (3.2) ψ

( )( ) 17 1 exp 0.29mψ ζ ⎡= − − −⎣ ζ ⎤⎦ 0L ≥, for  (3.3) 

where L is the Obukhov length, and . 4/1)161( ζ−=′x

To evaluate the applicability of Equation (3.1), we used the measured heat flux, Q0, and 

the surface friction velocity, , to estimate the mean wind, U.  The roughness length, z0, 

and displacement height, dh, for each site are obtained by fitting the M-O similarity wind 

speed estimated from observed  and L to observed wind speed, as described in Princevac 

and Venkatram (2007).  We found in Chapter 3 that the optimal values of z0 are 0.27 and 

*u

*u
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0.31 meters for the Riverside suburban site and urban site respectively.  The displacement 

height is taken to be dh = 5z0 based on Britter and Hanna (2003).   

We realize that stable conditions are more complex than unstable conditions. Next we 

examine the effects of stability on the wind profile in Figure 3.4 during stable suburban 

conditions. We plot the combination, ( )* rU / u ln z / zκ − 0 , which represents the deviation 

from neutral conditions, as a function of ( )−r 0z z / L  . Suburban data are shown in dots, 

while corresponding urban data are expressed by stars.   

 

Figure 3.4: Stability correction ( )0 /rz z Lβ −  (solid line) compared with measured 

( )* rU / u ln z / zκ − 0  at the suburban site during stable conditions (dots), and the 
urban site  (stars) for corresponding hours. 
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For simplicity, the deviation predicted by linear M-O similarity function, 

 (( )r 0z z / Lβ − 4.7β =  by Businger, 1973), is shown as the solid line; its usefulness is not 

clear from the data. For both sites, the data are scattered around the zero deviation line, 

which suggests that the M-O stability correction might not help in estimating 

micrometeorological variables at urban and suburban sites.  The best estimate is likely to 

correspond to neutral conditions with no stability correction.  

On the other hand, during unstable suburban conditions, M-O surface similarity 

performs well at describing both the suburban and urban data as shown in Figure 3.5. 

 

Figure 3.5: Wind speeds estimated using M-O similarity vs. the observed wind 
speeds over the suburban (left) and urban area (right) during unstable suburban 

conditions. 

 

In the surface layer, a similarity parameterization for the standard deviation of the 

vertical turbulent velocity (σw) is (Panofsky et al., 1977) 

 58



1 3

1 * 1
/

r
w

zσ c u
kL

⎛ ⎞= −⎜ ⎟
⎝ ⎠

,  for L < 0 (3.4) 

1 * ,wσ c u=   for L ≥ 0 (3.5) 

where the value of the regression constant c1 is still uncertain. Panofsky et al. use c1 = 

1.3, Savelyev and Taylor (2005) use 1.25, and Stull (1988) gives a range of 1–1.6. In 

Figure 3.6, the values of σw are calculated using c1 = 1.25 and plotted against measured 

σw for both suburban and urban sites. These plots show the similarity Equations (3.4) and 

(3.5) provide an excellent description of both the suburban and urban data. 

 
Figure 3.6: Standard deviation of the vertical turbulent velocity (σw) estimated using 

M-O similarity vs. the observed values over the suburban (left) and urban area 
(right). 

 

3.4 Two-dimensional Internal Boundary Layer Model 

We examined a simple scheme to estimate urban meteorological parameters in terms of 

suburban observations, and compare them with the Riverside data. This scheme is 

explained in detail by Luhar, Venkatram and Lee (2006). We are interested in the internal 
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boundary layer (IBL) formed over an urban area due to a change in surface roughness and 

heat flux. One of the formulas to estimate the growth of the IBL is based on Miyake’s 

diffusion analogy and discussed by Savelyev and Taylor (2005) as 

( ) ,wU h A
dx
dh σ=   (3.6) 

where h is the height of the IBL, x is the downwind distance from the roughness change, 

U(h) is the wind speed at height h, and A is a constant (≈1). We consider the values of 

U(h

ncels out; however L for the urban area needs to be specified, 

whi

tion velocity can be obtained by equating the suburban and the urban wind speeds 

at zr = h. 

) and σw to be those of the modified flow over the urban surface. 

We assume that M-O surface similarity theory is valid within the IBL over an urban 

area; the similarity comparisons presented earlier provide support for this assumption. We 

substitute the U and σw expressions from Equations (3.1), (3.4), and (3.5) at zr = h into 

Equation (3.6). Note that u* ca

ch will be discussed later. 

The assumption about the M-O length over the urban area allows us to estimate the 

internal boundary layer height h as a function of x from Equation (3.6). Once h is known, 

the micrometeorological variables over the urban area can be calculated using two 

assumptions: 1) the micrometeorological variables above h are the same over the urban and 

the suburban areas, and 2) the urban profiles below h follow M-O similarity. Then the 

urban fric
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 (3.7) 

3.5 Results for the Riverside Data 

At first, we tried assuming LU = LR, when LR < 0, and LU is infinity when LR > 0 the 

subscripts R and U represent suburban and urban, respectively). This assumption was 

justified by Luhar, Venkatram, and Lee (2006) for the BUBBLE data. It turns out that 

urban u* is severely overestimated during stable suburban conditions. This may due to 

unreasonable magnification from ‘stable’ suburban u* to ‘neutral’ urban u*. From Figure 

3.4 we realized that during ‘stable’ suburban conditions, it is better to treat both sites as 

neutral. Thus in the following, we assume both LU and LR to be infinity when observed 

LR > 0. 

Figure 3.7 shows that assuming both LU and LR to be infinity when observed LR > 0 still 

overestimates urban u* (left). When the suburban conditions are unstable (right), i.e. 

observed LR < 0, u* is also overestimated with mg = 1.68, but the overall performance is 

better than that when suburban conditions are stable. 
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Figure 3.7: Scatter plot of u* estimated from the IBL model when LU and LR are 

infinity when observed LR > 0 (left), and LU = LR when observed LR < 0 (right) with 
the observed values over the urban area. 

 

We noticed that the measurement height in the urban Riverside site is 3 m, which 

should be well within the roughness sublayer (RSL). As suggested by Rotach (1993), ' 'u w  

(norm of Reynolds stress) appears to increase with height within the RS before reaching an 

approximately constant value in the inertial sublayer (ISL). As a result, u*,U calculated from 

Equation (3.7) will provide good estimation for u* above RSL but not within the RSL.  

Rotach (2001) proposed the following profile for the friction velocity within the RSL. 

*,

*

( )
sin

2
π⎛ ⎞ ⎛ ⎞=⎜ ⎟ ⎜ ⎟
⎝ ⎠⎝ ⎠

b a
l
ISL

u z
Z

u
 ,  1Z ≤  (3.8) 

where is the local friction velocity, *, ( )lu z *z'/z'Z =  is a non-dimensional height using 

and . z* is the RSL height. The parameters a and b are fitted to the 

experimental data Rotach (2001) collected to yield a = 1.28, and b = 3.0. 

' = z z - d * *'  = -z z d
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Estimates for z* are often expressed as multiples of h, the average roughness element 

height. Raupach et al. (1991) conclude that z* = 2h - 5h essentially covers the range of 

estimates from the literature they reviewed. The average building height at the urban site is 

4 m. The ratio of  is calculated to be 0.65 when z* = 2h, and decreases to be 

0.41 when z* = 5h. Meanwhile, the ratio of local u* and the peak u* is also calculated based 

on the shear stress profile suggested by Kastner-Klein and Rotach (2004). The ratio is 0.75 

when we use 4 m building height and λp = 0.3 as in Table 1. So the ratio is sensitive to the 

choice of z* and u* profile. In the following, we use Equation (3.7) to estimate the friction 

velocity in the ISL, and the local friction velocity at the measurement height is calculated 

from Equation (3.8). z* is set to be 2.5h for now to get most appropriate estimation. 

*, *( ) / ISL
lu z u

Figure 3.8 shows the comparison of u* estimated from Equation (3.7) combined with 

Equation (3.8) with the observed values. As we have expected, the overestimation of u* is 

reduced when the u* profile within the RSL is taken into account. For the unstable 

suburban conditions (right), the estimates compare well with the observations. For the 

stable suburban conditions (left), u* is still overestimated by 13%. It should be noticed that 

the simple scaling only reduces mg, while sg is not affected because the scatter in the data is 

not changed. 
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Figure 3.8: Scatter plot of u* estimated from local u* profile together with the IBL 
model when LU and LR are infinity when observed LR > 0 (left), and LU = LR when 

observed LR < 0 (right) with the observed values over the urban area. 

 
Figure 3.9: Scatter plots of estimated wind speed (left) and σw (right) when u* is 
estimated from local u* profile together with the IBL model when LU and LR are 

infinity when observed LR > 0, and LU = LR when observed LR < 0 with the observed 
values over the urban area. 

 

After u* is estimated from the IBL model and the u* profile in RSL, wind speed and σw 

are estimated by M-O similarity. Figure 3.9 compare the estimated similarity wind speed 

and σw with the observations. Although a portion of data is overestimated for both wind 
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speed and σw, the overall performance is acceptable. The overestimation of wind speed and 

σw can be explained by the overestimation of u* when suburban conditions are stable. 

3.6 Conclusions 

In this chapter, we examined a two-dimensional internal boundary-layer (IBL) model to 

estimate urban micrometeorology using measurements from suburban sites. This method 

uses Monin-Obukhov surface similarity theory and suburban variables as upwind inputs.  

The comparison of urban and suburban data shows that although urban wind speed, 

friction velocity and turbulent velocities are lower than suburban values, the turbulent 

intensities are still higher at the urban site. 

The IBL model itself overestimates the friction velocity for the Riverside urban site. 

Taking into account the u* profile within the RSL proposed by Rotach (2001) can reduce 

the overestimation. The accuracy of the u* profile depends on the z* value, which is the 

RSL height. The reduction ratio can be as low as 0.41 if five times of building height is 

used for z*, while we got appropriate estimates of u* when we used 2.5 times of building 

height for z* for Riverside urban site. 

It turns out that during stable suburban conditions, stability function doesn’t help in 

estimating micrometeorological variables at either urban or suburban sites. The upper panel 

of Figure 3.10 shows that using similarity with stability function underestimates u* during 

low wind speed conditions. The best estimate is likely to correspond to neutral conditions 

with no stability correction (the lower panel of Figure 3.10). Assuming both urban and 

suburban sites to be neutral can reduce the underestimation of u*, which can be verified by 
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the fact that the suburban and urban sites are observed to be near neutral during the night. 

This leads to a further question: what is the general approach to deal with low wind stable 

conditions when stability condition is unknown? Next chapter is going to address this 

question. 

 

Figure 3.10: Comparison of u  estimated from M-O similarity with observed wind 
speed and M-O length (upper panel) and from assuming neutral conditions (lower 

panel) with corresponding observations at the suburban site (left) and the urban site 
(right). 

*
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4. PERFORMANCE OF STEADY-STATE DISPERSION MODELS UNDER LOW 
WIND SPEED CONDITIONS 

 

4.1 Introduction 

It is generally believed that commonly used steady-state Gaussian dispersion models, 

such as AERMOD (Cimorelli et al., 2005) are not applicable to situations when the wind 

speeds close to the ground are comparable to the standard deviation of horizontal velocity 

fluctuations.  Under these conditions, the time scale of wind meandering is large compared 

to the usual averaging time of one hour, and consequently the horizontal concentration 

distribution is far from Gaussian. Furthermore, routinely available mean wind 

measurements do not provide information on the turbulence levels required for modelling 

dispersion.   

Other modelling approaches are considered more appropriate under these conditions. 

For example, Lagrangian particle models have been used to simulate dispersion under low 

wind speed conditions by various authors (e.g. Brusasca et al. 1992; Oettl et al. 2001; 

Anfossi et al. 2006).  The trajectories of these particles are governed by measured wind 

speed and turbulence levels as a function of time.  Another approach (Arya 1995; Sharan et 

al. 1995; Sharan and Yadav 1998) is based on modifying the three dimensional diffusion 

equation to include along-wind diffusion, which becomes important under low wind 

speeds.   Venkatram et al. (2004) show that a steady state model can describe the 

concentration patterns under low wind speeds model if it accounts for the directional 

distribution of the horizontal wind speed.  The main message from all these studies is that 
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we can make realistic estimates of concentrations under low wind speed conditions if 

meteorological measurements are made at time intervals that are much shorter than the 

averaging time used for the concentration.  In most applications, such highly resolved 

measurements are not available and it is necessary to make do with routine measurements 

resolved at one hour intervals.  This motivates the two questions addressed in this chapter: 

1) How do steady-state dispersion models perform under low wind speeds, and 2) Can we 

use routine meteorological measurements, such as wind speed at one or several levels, to 

derive inputs required by dispersion models.  This section only addresses models applicable 

to source-receptor distances of a few kilometres.  We also focus on surface releases under 

stable conditions when the surface wind speeds are typically low, and the concentration 

estimates from dispersion models can be relatively high.   

To answer the first question, we consider two dispersion models.  The first model is 

based on the numerical solution of the two-dimensional advection-diffusion equation, 

combined with the formulation for the horizontal plume spread proposed by Eckman 

(1994).  This numerical solution provides an excellent description of surface layer 

dispersion (van Ulden, 1978, for example), and represents the best available steady state 

model.  The performance of this model is compared with that of AERMOD (Cimorelli et 

al., 2005), the regulatory model recommended by the USEPA, which represents the current 

generation of dispersion models used in regulatory applications.  The next section provides 

relevant details of these two models. 
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4.2 Description of Models 

AERMOD (Cimorelli et al., 2005) uses the following formulation to estimate the 

ground level concentration from a surface release during stable conditions: 

2 2
s

2
z zz e

( H z ) ( H z )QC( x, y ) H( x, y ) exp exp
2 22 U σ σπσ

s
2

⎡ ⎤⎛ ⎞ ⎛− − −
= − + −

⎞
⎢ ⎥⎜ ⎟ ⎜

⎝ ⎠ ⎝
⎟
⎠⎣ ⎦

,   (4.1) 

where Hs is the effective stack height, and z is the receptor height.  Under low wind speeds, 

horizontal meandering of the wind spreads the plume over large azimuth angles, which 

might lead to concentrations upwind relative to the vector averaged wind direction.  

AERMOD (Cimorelli et al., 2005), and other currently used regulatory models (ADMS, 

Carruthers et al., 1994), attempt to treat this situation by assuming that when the mean 

wind speed is close to zero, the horizontal plume spread covers 360°.  Then, the 

concentration is taken to be a weighted average of concentrations of two possible states: a 

random spread state, and a plume state. In the random spread state, the release is allowed to 

spread radially in all horizontal directions. Then, the weighted horizontal distribution in 

Equation (4.1) is written as: 

2

r r 2
yy

1 1H( x, y ) f (1 f ) exp
2 r 22π σπσ

⎛ ⎞
= + − −⎜⎜

⎝ ⎠

y
⎟⎟

, (4.2) 

where the first term represents the random state in which the plume spread covers 2π 

radians, and r the distance between the source and receptor.  The second term is the plume 

state corresponding to the Gaussian distribution.   

The plume is transported at an effective velocity given by 

 69



( 2/122
ve U2U += σ ) , (4.3) 

where U is the mean velocity. Note that the effective velocity is non-zero even when the 

mean velocity is zero.  The minimum value of the transport wind, Ue, is 2 vσ . 

The weight for the random component in Equation (4.2) is taken to be 

2
e

2
v

r U
2f σ

= , (4.4) 

This ensures that the weight for the random component goes to unity when the mean 

wind approaches zero. ADMS uses a weighting scheme based on the mean wind speed.  

The success of this meandering correction in AERMOD depends on measurements of 

σv, which presumably reflect meandering when the wind speed is close to zero.  If 

measurements are not available, we have to estimate σv from other meteorological 

variables.   

The lateral dispersion, yσ , in Equation (4.1) is calculated from 

(1 )
=

+
v

y p
e

x
U X

σσ
α

, (4.5) 

where ( / )= v e iX x U zσ  is the non-dimensional distance defined in terms of the effective 

wind speed, Ue, and standard deviation of horizontal turbulent velocity, vσ .  The mixed 

layer height, , is estimated to be (Venkatram, 1980) and  iz 3/2
*2300u 78=α  and 

are empirically determined values.   0.3p =

The vertical spread, zσ , of a surface release is estimated from (Venkatram, 1992) 
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where L is the Obukhov length.  

The surface friction velocity, u*, is estimated from the wind speed measured at one 

level and an estimated roughness length, z0.  In the absence of measurements, σv is taken to 

be 1.9u*. 

The second dispersion model is based on the numerical solution of the two-dimensional 

advection diffusion equation for crosswind integrated concentration,
y

C ,  

y y
CU K C
x z z

⎛ ⎞∂ ∂ ∂⎜=
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⎟
⎟

, (4.7) 

where horizontal diffusion is neglected.  

The profiles of wind speed U and eddy diffusivity K are given by Businger (1973). 

During stable conditions, the wind speed at height z is given by 

( )0*

0

( ) ln 4.7
z zu zU z

z L
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= +⎢ ⎜ ⎟
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0

, (4.8) 

where is the surface friction velocity, z0 is the surface roughness length, and is the Von 

Karman constant taken to be 0.35 in van Ulden (1978).  The Obukhov length, L, is defined 

by , where Q0 is the surface kinematic heat flux, g is the acceleration 

due to gravity, and T0 is a reference temperature. The eddy diffusivity, K, is taken to be 

equal to the diffusivity for heat: 

*u

L T= −

κ

3
0 /( )u gQκ∗
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* / hK u zκ= φ , (4.9) 

where 

0.74(1 6.3 / )h z Lφ = + , (4.10) 

during stable conditions.  

Equation (4.7) is solved numerically using the boundary conditions 

y

i
C 0 at z=0 and z=z
z

∂
=

∂
 (4.11a) 

and 

( ) ( ) (y )s s
s

QC 0,H z H
U H

= δ −  (4.11b) 

Surprisingly, there is little consensus on the calculation of horizontal plume spread for 

near surface releases.  Based on results from an earlier study (Venkatram, 2004), we model 

the horizontal spread using Eckman’s (1994) hypothesis  

y vd
dx U
σ σ

= . (4.12) 

where the mean horizontal velocity of the plume, U , is calculated from 

0 0

y
U UC dz C d

∞ ∞
≡ ∫ ∫

y
z . (4.13) 

Equation (4.12) can be integrated numerically to yield yσ  as a function of downwind 

distance x. Notice that yσ  grows rapidly close to the source where U  is small and then 

slows down as the plume grows vertically into regions where the mean wind is larger.  

Then, centreline concentration is given by 
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In order to apply the

mea

 Field Study 

arad, 1958) provides a complete data for the analysis of 

surf

se models, measurements of u*, σv and L are needed as inputs. If 

surements are not available, we have to make estimates of these variables from routine 

meteorological variables. We examine the performance of these models in explaining 

concentrations measured in two field studies, Prairie Grass (Barad, 1958), and Idaho Falls 

(Sagendorf and Dickson, 1974), when the surface wind speeds are relatively low.   

4.3 Field Studies 

4.3.1 Prairie Grass

The Prairie Grass Project (B

ace layer dispersion. The tracer, SO2, was released at a height of 0.46 m, for an interval 

of 10 min. The concentration was sampled with 5 arcs at 50, 100, 200, 400, and 800 m 

distance from the release. The samplers on the arcs were spaced at 2° intervals on the first 4 

arcs, and at 1° on the 800 m arc. Half of the 70 experiments were conducted during stable 

conditions, which covered both low wind and high wind speed conditions. The data was 

obtained from http://www.dmu.dk/International/Air/Models/Background/ExcelPrairie.htm. 

Notice that the friction velocity and the Obukhov length were not measured but obtained by 

fitting similarity profiles to the mean wind speed and temperature measured at several 

levels on a tower. We focus on cases when the wind speed was less than 2 m/s at the tower 

level of 1 m.   
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4.3.2 Idaho Falls Field Study 

t (Sagendorf and Dickson, 1974), which focuses on low 

win

mate of 

the 

n

e models is quantified by the geometric mean (mg) and the 

stan

The Idaho Falls experimen

d stable conditions, was conducted at the Idaho National Engineering Laboratory 

(INEL) in a broad, relatively flat plain. SF6 was released at a height of 1.5 m. Samplers 

were placed at intervals of 6° on arcs of radii of 100, 200, and 400 m from the release. The 

receptor height was 0.76 m. Wind measurements were provided by lightweight cup 

anemometers and bivanes at heights of 2, 4, 8, 16, 32, and 61 m on the 200-m arc.  

We estimated *u  and L from the tower measurements, but this required an esti

aerodynamic roughness length, z0.  Brusasca et al. (1992) and Sharan and Yadav (1998) 

estimated z0 to be 0.005 m for Idaho Falls. They obtained the value by fitting a neutral wind 

profile to observed winds at several levels for the only neutral case (Test 6) in the Idaho 

Falls experiment. This method might not be reliable because it is based on only one case. 

We recalculated z0 by using the data from all the tests. We calculated the optimum z0 by 

minimizing the coefficient of variation of *u  corresponding to the wind speeds measured at 

2, 4, and 16 m. The 8 m wind measureme t was questionable because it was often lower 

than that at 4m. The best estimate of z0 turned out to be 0.08 m. 

4.4 Model Performance  

The performance of th

dard deviation (sg) of the ratios of the observed to modeled variable as in Chapter 2. 
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The statistics of model performance also include the correlation between model 

estimates and observations, r2, and the fraction of the estimates within a factor of two of the 

observations, fact2, in addition to to mg and sg. 

We first examine the performance of the numerical model in estimating the normalized 

crosswind integrated concentration, /
y

C Q , for all the stable cases that occurred during the 

Prairie Grass experiment. This ensures that our results are consistent with those obtained in 

earlier studies (Nieuwstadt and van Ulden, 1978; van Ulden, 1978).  We used a deposition 

velocity of 0.01 m/s in the numerical model for the SO2.  The meteorological inputs are 

taken from Table 2 of van Ulden (1978).  

 

Figure 4.1: Comparison of estimated /
y

C Q  from the numerical method with 
corresponding observations during stable conditions of the Prairie Grass 

experiment. 
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Figure 4.1 shows that the performance of the numerical method is similar to that from 

earlier studies. The bias between the estimates and observations is only 4% and the 

correlation between the estimates and observations is excellent (r2 = 0.90). 

The performance of the model in explaining centreline concentrations is examined by 

separating the experiments into two sets: low wind set corresponding to wind speeds at 1 m 

of less than 2 m/s, and the high wind set to include the rest of the cases. The calculation of 

horizontal spread of the plume requires the standard deviation of horizontal velocity 

fluctuations, σv, which is based on σθ measured at 1 m. The observed values of horizontal 

plume spread, yσ , are obtained by fitting Gaussian distributions to observed concentrations 

at each arc.  

Figure 4.2 shows that during high wind stable conditions, the numerical method 

underestimates the observed concentrations by 39%, and overestimates the horizontal 

plume spread, yσ , by 48%. But the estimates are well correlated with observations with r2 

larger than 0.89.  

The underestimation of concentrations by the numerical method is clearly related to the 

overestimation of yσ , which could be related to the use of a single value of vσ  measured 

close to surface. For the time being, we calibrated Eckman’s (1994) model with the 

observations by multiplying the right hand side of Equation (4.12) by a 0.7 to reduce the 

value of σy.  This results in the removal of most of the bias in the modeled concentration 

estimates.   
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Figure 4.2: Comparison of centreline concentration (C/Q) and plume spread using 
the numerical method with observations from the Prairie Grass experiment during 

high wind stable conditions.  

 

This calibrated model is then used to explain the concentrations observed for the low 

wind set.  The upper panel of Figure 4.3 shows that the calibrated numerical model 

overestimates centreline concentrations by 42%. The correlation coefficient between the 

estimates and observations is only 0.55. The extreme overestimation for certain points 

correspond to the lowest wind speed (U = 0.66 m/s) that occurred during the Prairie Grass 

experiment. The overestimation of concentrations is mainly due to the underestimation of 

yσ  on the upper right plot of Figure 4.3.  

We next use AERMOD to estimate centreline concentrations and horizontal plume 

spread for the same meteorological inputs.  The performance of AERMOD is comparable 

to that of the numerical model when wind speed is higher than 2 m/s at 1 m height.  

AERMOD’s estimates of yσ  are closer to observations because they are based on an 

empirical fit, Equation (4.5), to the Prairie Grass data. 
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The performance of AERMOD under low wind conditions is illustrated in Figure 4.3. 

The lower panel shows that AERMOD overestimates the concentrations by 38% and 

underestimates yσ by 30% for during low wind stable conditions of the Prairie Grass 

experiment.  The scatter in the concentration estimates (sg = 3.05) is much larger than that 

of the numerical model (sg = 1.80).  The correlation between the concentration estimates 

and observations (r2 = 0.12) is also smaller than that of the numerical model (r2 = 0.55).  

 

 

Figure 4.3: Comparison of centreline concentration (C/Q) and plume spread using 
the calibrated numerical model (upper panel) and AERMOD (lower panel) with 

observations from the Prairie Grass experiment during low wind stable conditions.  
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These results show that the numerical steady state model provides adequate estimates 

of concentrations and plume spreads because it has a justifiable description of the 

interaction between dispersion and the gradient of the wind speed near the surface.  The 

meandering correction does not play a role for these cases because σv is small compared to 

the mean wind speed at 1 m.  Note that Eckman’s model describes horizontal plume spread 

even under low wind speeds as long as measured values of σv are used. The horizontal 

plume spread formula in AERMOD does not perform as well as that based on Eckman’s 

hypothesis. 

We next address how reliable are the estimates of the meteorological inputs when only 

routine observations at one level are available? 

4.5 Estimating Meteorological Inputs 

The meteorological inputs required by the models are the surface friction velocity, u*, 

the Monin-Obukhov length, L, and the standard deviation of the horizontal velocity 

fluctuations, σv.  We estimate these variables using the wind speed measured at one level, 

and an estimate of the surface roughness length, z0. 

The surface friction velocity is estimated using a method proposed in Venkatram 

(1980) and currently incorporated in AERMET, AERMOD’s meteorological processor.  It 

is based on M-O similarity theory for the profile of the mean wind, U, described by 

Equation (4.8). The temperature scale, * ' 'T w T u= − *  is taken to be 0.08 K, which is based 

on data from field experiments conducted in Kansas (Izumi, 1971), Minnesota (Caughey et 
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al., 1979) and Prairie Grass (Barad, 1958).  Useful estimates of L and  can be obtained 

from the following equation resulting from Equation (4.8): 

*u

( )1/ 221 1
2

DNC Uu∗
⎡= + −⎢⎣

r ⎤
⎥⎦

 (4.15) 

where DNC  is the drag coefficient during neutral conditions, 

0

ln
DN

r h

C
z d

z

κ
=

⎛ ⎞−
⎜ ⎟
⎝ ⎠

.       (4.16) 

r is the ratio between the critical wind speed, , and measured wind speed, U  critU

critUr
U

=  (4.17) 

where 

0
1/ 2

2
crit

DN

uU
C

=  (4.18) 

( ) 1/ 2
0

0
0

r hg z d z T
u

T
β ∗⎛ ⎞− −

= ⎜
⎝ ⎠

⎟ . (4.19) 

Equation (4.15) does not have real solutions for r >1. Under such conditions, the 

surface friction velocity is computed as half of the neutral value,  

/ 2DNu C U∗ = .  (4.20) 

In this chapter, we approximate the offending term by  

( )
21/ 221 exp

2
rr

⎛ ⎞
− ⎜

⎝ ⎠
∼ − ⎟ . (4.21) 
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Then, the expression for  becomes *u

2

1 exp
2 2

DNC U ru∗

⎡ ⎤⎛ ⎞
= + −⎢ ⎜ ⎟

⎝ ⎠⎣ ⎦
⎥ . (4.22) 

The vertical turbulent velocity, σw, which is not used directly in the models, is 

proportional to the surface friction velocity (Panofsky and Dutton, 1984, for example) with 

*1.3 ,w uσ =  (4.23)  

The horizontal turbulent velocity, σv, is related to the friction velocity through 

*1.9v uσ = . (4.24)  

Assuming a constant temperature scale, T*, results in the following expression for the 

Obukhov length, L,  

2
*1100L = u . (4.25) 

The observed value of vσ  is calculated as 

max
max

atanhv Uθ
θ

θ

σσ
σ
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

σ , (4.26) 

which defines the maximum value of θσ  as max 3θσ π=  when the wind direction 

distribution is uniform over 2π . When the horizontal turbulent intensity is small, it ensures 

that /v Uθσ σ≈ . 

We first examine the performance of Equations (4.22) and (4.24) with data from the 

Cardington experiment, which includes turbulence measurements during stable low wind 

conditions. 
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4.5.1 Cardington Experiment 

The data analyzed here was collected at a meteorological tower operated by the U.K. 

meteorological office at Cardington, Bedfordshire (see 

http://badc.nerc.ac.uk/data/cardington/).  The tower, located on a large grassy field, has 

sonic anemometers measuring wind and temperature measurements at 10 m, 25 m, and 50 

m above ground level.  That data is sampled at 50 Hz, and the vector mean winds, 

temperatures, turbulent fluxes and variances are averaged over 1, 10, and 30 min.  We used 

the 30 minute averages from the 10 m in our analysis. The data set corresponds to all the 

stable periods (Obukhov length greater than zero) for 2005.  The aerodynamic roughness 

length, z0 = 0.025 m, was obtained by fitting the similarity wind speed profile to 

observations during near neutral conditions (|L| > 200 m). This value is the same as that 

used by Luhar et al. (2009) in their study of low wind speed conditions.   

The left panel of Figure 4.4 shows the variation of  with , where  is 

the friction velocity assuming neutral conditions. The dashed line representing Equation 

(4.22) follows the variation when  is around 1 and higher.  But when the wind 

speed approaches zero, the ratio of  approaches values much larger than half of the 

neutral values.  We propose the following tentative modification to Equation (4.22) shown 

by the solid line to better follow the variation when the wind speed is low: 

* */ nu u / critU U *nu

/ critU U

* */ nu u

( )21 exp / 2

2 1 exp( 2 / )
DN

rC Uu
r∗

+ −
=

− −
. (4.27) 
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This modification leads to a limit for  to be *u
4

DN critC U when the wind speed 

approaches zero. On the right panel of Figure 4.4, we see that this limit lies in the middle of 

the measured values when the wind speed is close to zero, while Equation (4.22) gives 

much lower  estimates.  *u

 

Figure 4.4: Ratio of  (left) and  (right) with . Stars correspond to 
observations, dash lines correspond to Equations (4.22), solid lines correspond to 

Equation (4.27), the dash-dot line represents the limit. 

* */ nu u *u / critU U

 

The performance of Equation (4.22) and Equation (4.27) in estimating  is compared 

in the left panel of Figure 4.5. Estimates of  from Equation (4.22) (stars) are scattered 

when observed  are low. The modification of Equation (4.27) (dots) reduces most of the 

underestimation of . The bias between the estimates and observations is reduced from 

*u

*u

*u

*u
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7% to 0% and the scatter is also reduced with sg decreasing from 1.31 to 1.27.  However, 

the proposed modification does not help when  is overestimated.  *u

The right panel of Figure 4.5 shows the performance of Equation (4.24) in estimating 

vσ  based on the *  estimates in the left panel.  Because Equation (4.22) underestima s 

v

u te

*u , σ  is also underestimated, as seen in the lower left plot. The modification of Equation 

(4.27) removes most of the underestimation of vσ . The bias between the estimates and 

observations is reduced from 16% to 9%. However, a fraction of the data is still 

underestimated. 

 

Figure 4.5: Comparison of  (left panel) and *u vσ  (right panel) estimates with 
observations from the Cardington site. The stars correspond to Equation (4.22) and 
dots correspond to Equation (4.27). vσ  is estimated from Equation (4.24) using the 

 estimates from the left panel. *u
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4.6 Model Performance with Estimated Meteorology 

We first use the numerical model to estimate the concentrations, but the meteorological 

inputs are based on measurements at the 1 m level.  The upper panels of Figure 4.6 show 

estimates based on observed values of vσ .  The lower panels show concentrations based on 

values of vσ  related to the surface friction velocity u* using Equation (4.27).  The upper 

panel indicates that the bias between the concentration estimates and observations, 33%, 

improves upon the 42% bias corresponding to the surface friction velocity obtained from 

similarity used in Figure 4.3. The correlation between the estimates and observations is also 

better, r2 = 0.62 here compared with r2 = 0.55 in the upper panel of Figure 4.3. The 

correlation between the estimated and observed yσ  is also slightly better (r2 = 0.58) 

compared with r2 = 0.56 in the upper panel of Figure 4.3.  This indicates that for this 

limited data set, using friction velocities based on a single wind speed yields results that are 

at least as good as those based on surface friction velocities derived from similarity.     

However, the lower panel of Figure 4.6 shows that when vσ  is estimated from the 

surface friction velocity, model performance deteriorates.  The centreline concentration is 

underestimated by 37% while yσ  is overestimated.  

 85



 

 

Figure 4.6: Comparison of centreline concentration (C/Q) and plume spread using 
the calibrated numerical method with observations from the Prairie Grass 

experiment during low wind stable conditions.  and L are estimated based on 
Equation (4.27). The upper panel uses observed 

*u

vσ , and the lower panel uses 

*1.9v uσ = .  

 

Figure 4.7 shows the performance of the numerical model for the Idaho Falls data. The 

observed θσ  is used to calculate vσ . The friction velocity and Obukhov length are 

estimated using Equations (4.27) and (4.25). The left panel shows that the centreline 

concentration is overestimated by 61% with the correlation coefficient between the 

estimates and observations, r2 = 0.48.  
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Figure 4.7: Comparison of estimates of centreline concentration using the calibrated 
numerical method (upper panel) and AERMOD (lower panel) with observations 

from the Idaho Falls experiment. Observed θσ  is used to calculate vσ . No 
meandering is considered on the upper left plot and meandering is considered  

on the upper right plot. 

 

The overestimation of centreline concentration can be reduced by including 

meandering through the formulation in AERMOD: 

(1 )
22

y r r

y

f fC C
rππσ

⎡ ⎤−
= +⎢

⎢ ⎥⎣ ⎦
⎥ . (4.28) 

The performance of the modified numerical model is show on the right plot of Figure 

4.7.  The overestimation of the concentration is reduced when meandering is included in 
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the numerical model, with mg decreasing from 1.61 to 1.31. But the concentration is still 

overestimated for some cases, which is probably because the receptors did not capture the 

actual centreline concentrations.   

The performance of the numerical method is also compared with that of AERMOD 

using Idaho Falls experimental data in Figure 4.7. AERMOD overestimates concentration 

by 72% even though it accounts for the meandering effect. The correlation coefficient 

between the estimates and observations is worse than that from the numerical method (r2 = 

0.39 compared with r2 = 0.50 in the upper right plot of Figure 4.7).   

The effect of meandering on the performance of the numerical model becomes apparent 

by examining the concentration distribution on the 50 m arc.  Concentration estimates from 

the numerical model with and without meandering are plotted against the observations as a 

function of the receptor angle relative to the wind direction. The left plot of Figure 4.8 

shows results for Test # 10, when the wind speed is relatively high and the random fraction 

is relatively low. The observed data show two peaks of concentration, which cannot be 

described by the steady-state model. The maximum concentration estimated from the 

numerical model with no meandering is higher than the observed maximum. Accounting 

for meandering in the model brings the maximum concentration closer to the observed 

value.  

The right plot of Figure 4.8 shows results for Test # 8, for the wind speed when the 

random fraction has its highest value.  We see that the concentrations are observed at large 

azimuth angles relative to the wind direction, indicating wind meandering.  The maximum 
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concentration from the numerical model is much larger than the observed value even when 

meandering is considered.  

 

Figure 4.8: Concentration distribution with the angle relative to the wind direction 
for Test # 10 (left) and Test # 8 (right) of the Idaho Falls experiment. Stars represent 
observations, circles represent model estimates when meandering is considered, and 

pluses correspond to model estimates when meandering is not considered. 

 

These results show that accounting for meandering can reduce the overestimation of 

maximum concentrations during low wind speed conditions. However, when meandering is 

large, it appears that the vertical spread is much larger than estimated using the surface 

friction velocity. 

Figure 4.9 shows that estimating vσ  with 1.9u* results in overestimation of 

concentrations because yσ  is underestimated. The meandering component does not help 

because of the underestimation of vσ . 
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Limiting vσ  to be larger than 0.2 m/s reduces the overestimation to 74% from 88%. 

Unexpectedly, the scatter in the concentration estimates (sg = 2.07) is smaller than that 

corresponding to using observed vσ  (See Figure 4.7, sg = 2.43). The correlation between 

the concentration estimates and observations is also improved, with r2 = 0.54 compared 

with r2 = 0.50 in the upper right plot of Figure 4.7.  These results might indicate that 

measurements of θσ  may not be reliable under low wind speeds. 

 

Figure 4.9: Comparison of estimates of centreline concentration using the calibrated 
numerical method with observations from the Idaho Falls experiment. Meandering 

is considered as in Equation (4.28). vσ  is estimated using Equation (4.24) (left panel) 
and with a lower limit of 0.2 m/s (right panel). 

 

Finally, we examine the performance of the numerical model using several levels of 

wind measurements. Since the similarity relation as Equation (4.8) might not hold during 

low wind stable conditions, we calculate the wind speed in Equation (4.7) using the power 

law, / ( / ) p
r rU U z z= , where p  is obtained by fitting to the observed winds speed at 1, 2, 
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4, 8, 16 m of the Prairie Grass experiment.  The power, p, is obtained from the observed 

wind speed at 2, 4, 8, 16, 32, and 61 m of the Idaho Falls experiment.  

The advantage of using several levels of wind measurements can be seen from the 

comparison between Figure 4.10 with the upper left plot of Figure 4.6 and the upper right 

plot of Figure 4.7. The overestimation of concentration is reduced using wind speed fitted 

to several levels of measurements. However, the correlation coefficients between the 

estimates and observations are comparable with those when a single level of wind 

measurement is used: r2 = 0.63 compared with r2 = 0.62 in for the Prairie Grass experiment 

and r2 = 0.51 compared with r2 = 0.50 for the Idaho Falls experiment.  

 

Figure 4.10: Comparison of estimates of centreline concentration using the 
calibrated numerical method with observations from the Prairie Grass experiment 
(left) and the Idaho Falls experiment (right). Wind speed is fitted from power law 

using several levels of measurements. 

 

4.7 Conclusions 

We evaluate the performance of two steady state models in explaining observations 

from two tracer studies, the Prairie Grass experiment and the Idaho Falls experiment, under 
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stable low wind speed conditions.  We find that about 50% of the concentration estimates 

are within a factor of two of the observations, but the scatter is large: the 95% confidence 

interval of the ratio of the observed to estimated concentrations is about 4. The model based 

on the numerical solution of the diffusion equation performs better than AERMOD in 

explaining the observations. Accounting for meandering of the wind reduces some of the 

overestimation of concentrations at low wind speeds.  

The second part of the chapter examines the estimation of meteorological inputs at low 

wind speeds, and the impact of using these estimates in modelling.  An analysis of data 

from the Cardington tower indicates that similarity generally underestimates the surface 

friction velocity at low wind speeds. These estimates can be empirically modified to reduce 

the underestimation.  This modification leads to improvements in explaining concentrations 

from the Prairie Grass and Idaho Falls experiments when the observed vσ  is used to 

estimate horizontal plume spread.   

We see that estimating concentrations associated with near surface point sources is a 

highly uncertain exercise when the wind speeds are low, and when only routine one-level 

observations are available.  Even when observations of horizontal velocity fluctuations are 

available, there is no adequate theory to use this information to estimate horizontal spread 

of the plume.  However, Eckman’s (1994) model, based on heuristic reasoning, does 

provide useful estimates of horizontal spread even when the wind speeds are low.  

The overall conclusion of this chapter is that the best description of dispersion of near 

surface point releases is provide by the combination of the two-dimensional diffusion 
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equation and Eckman’s model for horizontal dispersion; note that horizontal dispersion is 

not important for near surface line sources such as roads.  The inclusion of a model to 

account for wind meandering reduces the overestimation of concentrations resulting from 

the Gaussian plume formulation for horizontal spread.      

 



5. EVALUATION OF A SHORELINE DISPERSION MODEL FOR AERMOD 

 

5.1 Introduction 

Ground-level concentrations associated with sources located close to a land-water 

interface are affected by the thermal internal boundary layer (TIBL), which develops when 

stable air from the water flows onto warmer land.  Vertical dispersion of near surface 

sources is limited by the height of the TIBL, which grows with distance from the shoreline.  

Elevated emissions are quickly brought down to the ground when the plume is intercepted 

by the TIBL.   AERMOD (Cimorelli et al., 2005), the model recommended by the USEPA 

for regulatory applications, does not treat these processes.  In view of the widespread 

prevalence of shoreline sources, it is important to incorporate a shoreline dispersion 

component in AERMOD.  However, this component has to have following features: 1) It 

should be compatible with the current structure of AERMOD, which assumes horizontal 

homogeneity, and 2) It should use meteorological inputs from AERMET, AERMOD’s 

meteorological processor.    

This chapter describes a modification to AERMOD to allow its application to sources 

near a land-water interface.  The performance of the model is evaluated with data from a 

tracer study conducted in the vicinity of a power plant located in Wilmington, a shoreline 

community in Los Angeles.  It is also evaluated by the data from the Nanticoke 

experiments that were conducted in the vicinity of the Ontario Hydro power plant at 

Nanticoke on the shore of Lake Erie, Canada. 
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5.2 Shoreline Dispersion Model 

The dispersion model presented here is based on that developed by Lyons and Cole 

(1973) and improved by Van Dop et al. (1979), and Misra and Onlock (1982).  The model 

is based on the physical picture depicted in Figure 5.1.   

 

Figure 5.1: Entrainment of plume by growing internal boundary layer. 

 

The elevated plume first travels in a stable layer before it encounters the top of the 

growing thermal internal boundary layer (TIBL), which develops in response to the 

temperature difference between land and water.  As the elevated plume is transported 

above the internal boundary layer, it grows both horizontally and vertically due to 

atmospheric turbulence and turbulence generated by plume buoyancy. Because 

atmospheric turbulence is small above the TIBL, plume buoyancy generates most of the 

plume growth.  This growing plume is entrained by the TIBL, whose height increases with 
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distance from the shoreline. The entrained plume material is rapidly mixed to ground-level 

by the vigorous convective motions within the internal boundary layer. 

The gradual entrainment of the elevated plume by the internal boundary layer is 

modeled by Misra (1980) as a series of point sources whose strength depends on the rate of 

entrainment by the TIBL and the vertical growth of the plume. Assuming that the entrained 

plume material is instantaneously mixed through the depth of the TIBL, the ground-level 

concentration is given by the sum of the contributions of all the upwind point sources. The 

expression for the centerline ground-level concentration is given by Misra (1980): 

( )21( ,0,0) exp
2

p

yci

QC x p dp
Uz σπ −∞

= ∫ −  (5.1) 

where Q is the release rate; U is the average wind speed within the TIBL, and zi is the 

height of the TIBL at the distance x, which will be discussed in detail later. The integrating 

variable p is related to x’, the location of the point source, through 

( )( )
( )

'

'2
i

zs

z x h
p

e

xσ

−
=  (5.2)  

where he is the effective stack height, and zs is the vertical plume spread above the internal 

boundary layer. The horizontal plume spread in Equation (5.1) is given by 

( ) ( )2 2 ' 2
yc ys yu

'x x xσ σ σ= + −  (5.3) 

In Equation (5.3), ys is the horizontal spread in the layer above the internal boundary 

layer, and yu is the horizontal spread within the TIBL. Note that the effective horizontal 
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plume spread combines two spreads; the plume spread in the layer above the TIBL over the 

distance 0 to x’, and then in the TIBL over the distance (x - x’). 

To simplify Equation (5.1), we assume that the horizontal spread, σy, above the TIBL 

has the same value as that within the TIBL.  This allows us to combine the two terms in 

Equation (5.3) to obtain an expression for the horizontal plume spread as a combination of 

that caused by turbulence and that due to plume buoyancy: 

2 2
yc y sσ σ σ= +  (5.4) 

where σy is the spread caused by atmospheric turbulence, σv, within the thermal internal 

boundary layer, 

( )1/ 2

/

1 /
v

y

y

x U

x L

σσ =
+

 (5.5) 

The length scale, Ly, is suggested to be 2500 m by Briggs (1973) for use in urban areas 

on the basis of his analysis of the St. Louis experiment (McElroy and Pooler, 1968). The 

choice of Ly will be discussed in more detail in a later section.  The term σs is the plume 

buoyancy induced spread.   

The vertical spread, σzs, is taken to be 

2
2ws

zs s

x
U
σσ σ⎛ ⎞= ⎜ ⎟
⎝ ⎠

+  (5.6) 

where the vertical turbulence above the TIBL, σws is taken to be a nominal value of 0.001 

times the value in the internal boundary layer. 
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Because the horizontal plume spread is not a function of p, as assumed in Equation 

(5.5), we can take it outside the integral in Equation (5.1) to obtain the simple expression 

( )  ,0,0
2

r

yc i

Q fC x
U z

=
π σ

 (5.7) 

where fr, the fraction of the plume entrained into the TIBL, is 

1 1-
2 2

e i
r

zs

h zf erf
σ

⎛ ⎞⎛ ⎞⎛ ⎞−⎜= ⎜⎜ ⎟⎜ ⎟⎜⎜ ⎝ ⎠⎝ ⎠⎝ ⎠
⎟⎟⎟⎟

 (5.8) 

where erf is the error function.  

Equation (5.7) represents a minor modification of the formula that is used in AERMOD 

to model ground-level concentration in a well mixed boundary layer. The concentration at x 

is determined by the material entrained at upwind distances x’<x.   But only a fraction of 

the material that is entrained into the TIBL is well mixed through the boundary layer depth 

at the distance x. We correct for this effect by calculating the distance xd required for a 

release to become well mixed by the time it reaches x (Figure 5.1).  This distance is given 

by 

2 w d
i

xz
U

σ
π

=  (5.9) 

where zi is the boundary layer height at x.  Then, fr in Equation (5.8) is evaluated at the 

reduced distance (x – xd).  Without this modification, Equation (5.7) overestimates the 

concentrations for the elevated release. 

In Equation (5.8), the effective stack height is  
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e sh h h= + Δ  (5.10) 

where hs is the physical stack and plume rise is given by the minimum of that in the neutral 

boundary layer and final rise in the stable boundary layer above the TIBL: 

1/31/3
2/3min 1.6 ,2.6b bF Fh x

U Us
⎛ ⎞⎛ ⎞Δ = ⎜ ⎜ ⎟⎜ ⎝ ⎠⎝ ⎠

⎟⎟
 (5.11) 

where the buoyancy parameter Fb is defined as 

2
s s

b s
s2

D T TF gV
T
−⎛ ⎞= ⎜ ⎟

⎝ ⎠
 (5.12) 

where Vs, Ts and Ds are the exhaust velocity, temperature and diameter of the stack; T is the 

ambient temperature. The stability parameter, s, is defined as 

g ds
T dz

θ
=  (5.13) 

Self-induced plume spread is related to plume rise through 

2s
hβσ Δ

=  (5.14) 

where the entrainment coefficient β = 0.6. Note that the model applies to both buoyant and 

non-buoyant releases.  

The thermal internal boundary height, zi, is computed using the expression (Venkatram 

1977): 

1/ 2
0 0( )

i
Q x xz a

Uγ
⎛ ⎞+

= ⎜
⎝ ⎠

⎟  (5.15) 
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where Q0 is the average kinematic heat flux over land, x is the distance from the shoreline, 

U is the boundary layer averaged wind speed, and γ is the potential temperature gradient 

above the TIBL. The parameter x0 is the distance of the effective shoreline from the release, 

which is discussed later.  The parameter, a, is an empirical constant, whose value is 

presented later.  We next describe the field study that was conducted to collect the data 

used in model evaluation. 

5.3 Field Study 

The data required to evaluate the model was collected in a field study conducted near 

the Harbor Generating Station of the City of Los Angeles’s Department of Water and 

Power (LADWP) in Wilmington, a suburb of Los Angeles in 2005. The field study focused 

on elevated tracer releases and was conducted between June 24th and June 28th 2005.  

Each experiment involved release of the tracer gas, sulfur hexafluoride (SF6), over 

periods lasting from 5 to 6 hours during each day of the four day experiment.  Two sets of 

experiments were conducted.  During the studies conducted on June 24th and June 27th, SF6 

was metered at 4 g/sec (16 kg/hr) and was introduced into the base of the 67 m high stack 

to allow it to become well mixed with the stack exhaust. The inner diameter of the stack is 

4.7 m, and the exit velocity and temperature of the exhaust gases are 23 m/s and 458 K, 

respectively. The plume buoyancy parameter works out to be 431 m4/s3, which results in a 

plume rise of about 175 m for the meteorological conditions observed during the field 

study. 
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During the remaining two days, June 26th and June 28th, pure SF6 was metered with a 

mass flow controller and mixed with 1000 L/min of ambient air provided by a vane pump 

to change the buoyancy of the gas to nearly that of the surrounding air.  The diluted SF6 

was released at a rate of 4 g/sec (16 kg/hr) outside the stack and about 3 m below the stack 

top.  Figure 5.2 shows the layout of the study area and the locations of the tracer release 

and sampling equipments.  

Integrated box samplers were deployed along three arcs with distances of 1000 m, 3000 

m and 5000 m north of the source. Two sonic anemometers, with their sensors at heights of 

3 and 6 meters, a minisodar, soil moisture and surface temperature sensors, temperature 

and relative humidity measurement systems were placed near the western fence line of the 

power plant, approximately 100 meters away from the plant stacks. A second minisodar 

was located approximately four kilometers further inland on the Los Angeles County 

Sanitation Districts’ Joint Water Pollution Control Plant (JWPCP). A three-axis sonic 

anemometer with its sensors at heights of 7 meters was also located at this facility.  The 

temperature from near surface to up to about 600 meters was measured at this facility using 

a remote sensing microwave temperature profiler. 
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Figure 5.2: Map of Study Area and Equipment Locations for Wilmington 2005 
Study. 

 

The detailed meteorological information was used directly as inputs to the dispersion 

model described.  It was also used to evaluate the estimates of the model inputs generated 

by AERMET.  This information provided an opportunity to examine the change in model 

performance when AERMET outputs were used instead of measured values.    
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5.4 Meteorological Inputs  

The meteorological inputs required by the model in are: 1) the turbulent velocities, σw 

and σv, in the TIBL, which are assumed to be uniform with height, and 2) the TIBL height 

as a function of distance from the shoreline.  The turbulent velocities were measured using 

the sonic anemometer and the minisodar.  The TIBL height was estimated using the 

measured surface heat flux in Equation (5.15).  These inputs were also estimated with 

AERMET outputs, as described next.   

AERMET, AERMOD’s meteorological processor, is based on a one-dimensional 

boundary layer model that, in principle, cannot be applied to shorelines where surface 

properties vary sharply across the water-land interface.  AERMET estimates the surface 

heat flux, Q0, using information on latitude, surface albedo, surface temperature, and 

fractional cloudiness to compute net radiation, which is then partitioned between sensible 

and latent heat flux using the Bowen ratio. The heat flux is then used with information on 

the 10 m wind speed and the surface roughness length, z0, to estimate the surface friction 

velocity.  The surface parameters in AERMET’s surface file (.sfc) are then used in 

AERMOD to construct vertical profiles of temperature, wind speed, and turbulence using 

similarity profiles (See Cimorelli et al., 2005 for details).   

The AERMET surface information was used to construct inputs for the shoreline 

dispersion model using the following methods.  The free convection contribution to the 

standard deviation, σw, of the vertical velocity fluctuations can be written as: 

1/3

* 0
0

w
gw Q z
T

σ α α
⎛
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i

⎞
⎟  (5.16) 

 103



where α = 0.6 (Stull, 1988), and w* is convective velocity scale. Then, an expression for the 

convectively generated component of turbulence in the TIBL can be obtained by 

combining Equations (5.15) and (5.16) 

1/ 3 1/ 6
1/ 2
0

0

4
wc

g xQ
T U

σ α
γ

⎛ ⎞ ⎛ ⎞
= ⎜ ⎟ ⎜ ⎟

⎝ ⎠⎝ ⎠
 (5.17) 

Note that this component is relatively insensitive to the distance, x, from the land-water 

interface, the wind speed, U, and the potential temperature gradient, γ.  The surface heat 

flux is expected to vary with distance form the shoreline, with the maximum occurring 

close to the shoreline where the temperature difference; the square root dependence of σwc 

on heat flux might reduce the uncertainty associated with assuming that it does not vary 

with x.  

The convective contribution wcσ  is added to the shear generated components of 

turbulence as follows: 

( ) ( )1/3 1/33 3 3 3
w wc ws v wc vs and σ σ σ σ σ σ= + = +  (5.18) 

where  and , and u* is the surface friction velocity from AERMET.  *1.3wsσ u= *2.5vsσ u=

The AERMET surface file for Wilmington was constructed using local information that 

might not be available on most sites.  The surface roughness, z0, was taken to be 0.4 m 

based on measurements made by Princevac and Venkatram (2007) and the surface wind 

speed was measured using the sonic at the JWPCP site.  The surface albedo of 0.3 and a 

cloud cover fraction of 0.7 were obtained by fitting the computed net radiation to that 

measured by the radiometer at the LADWP site.  The Bowen ratio was obtained by 
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calibrating the computed heat flux with the measured flux. The upper left plot of Figure 5.3 

compares the estimated heat fluxes with those averaged from the measurements at the 

lower and upper sonics at the LADWP site and at the JWPCP site. The heat flux is 

generally overestimated in the morning and a little underestimated close to noon.  A Bowen 

ratio of 1 gave the best estimates of the heat fluxes averaged over these two sites.  Such 

calibration procedures are clearly not possible at most sites where sonic measurements are 

unlikely, and the surface inputs are likely to be more uncertain than those at Wilmington.  

A later section presents results on the effect of this uncertainty on ground-level 

concentrations.   

We replaced the boundary layer height estimated by AERMET with the TIBL height 

given by Equation (5.15). We took γ  = 8 K/1000 m based on temperature measurements at 

Wilmington. The constant a in Equation (5.15) is taken to be 2, a value which is consistent 

with that implied by the data presented in Table 1 of Misra and Onlock (1982).  

Observations of wind speed and turbulence levels at 50 m are considered to be 

representative of boundary layer values. In the AERMET based model, the 50 m wind 

speed and turbulence levels were computed by using similarity profiles to extrapolate 

upwards; the inputs are the surface friction velocity, wind speed, surface heat flux, and the 

surface roughness length.  The upper right plot of Figure 5.3 shows that the scatter in the 

wind speed estimates is large. The lower panel of Figure 5.3 shows that the turbulent 

velocities are underestimated, while the scatter in the vσ  estimates is larger than that of the 
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wσ estimates. However, most of the estimates are within a factor of two of the observations 

of wind speed and turbulent velocities.  

 

Figure 5.3: Comparison of estimated heat flux (upper left), wind speed (upper right), 
and turbulence levels (lower) from AERMET based model with observations for 

Wilmington 2005 study. Observed heat flux is averaged from measurements at both 
LADWP and JWPCP sites in the upper left plot. ‘BL’ denotes for ‘boundary layer’, 

referring to height of 50 m here. 
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We also estimated the 10 m meteorology as if AERMET was being used routinely. The 

major differences occur in the wind speed and wσ . Both estimated wind speed and wσ  at 

10 m are less than those observed at the 50 m as expected. We will examine the impact of 

such uncertainties in the meteorological estimates on the performance of the dispersion 

model in the next section.  

5.5 The Length Scale Ly 

During the examination of the dispersion model, we realized the importance of an 

appropriate choice of the length scale Ly in Equation (5.5). Briggs (1973) suggested Ly = 

2500 m based on the analysis of the St. Louis experiment. It is necessary to examine the 

rationale behind the choice of this empirical parameter. 

We start with the lateral dispersion based upon Taylor (1921) 

0.5
/1
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x

x UU
T

σσ =
⎛ ⎞
+⎜ ⎟⎜ ⎟

⎝ ⎠

 (5.19) 

where is the Lagrangian time scale. Equating Equation (5.19) with Equation (5.5) gives 

. In the convective boundary layer, it is reasonable to assume the Lagrangian 

time scale to be 

LyT

2Ty LyL = U

*Ly iT z w= . Substituting Equations (5.15) and (5.16) in this expression 

gives,  

1/3
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xT z w a
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 (5.20) 

Thus the length scale Ly becomes 
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We tested the use of Equation (5.21) in Equation (5.5) in modeling concentrations from 

the Wilmington field study. The results indicate that we could choose a constant value of Ly 

= 1000 m instead of 2500 m to obtain results similar to those from Equation (5.21). 

Although using Ly = 2500 m results in better concentration estimates for non-buoyant 

releases, we can not justify using two different values of Ly. Thus, in the following sections, 

we choose the empirical value of Ly = 1000 m.  

5.6 Performance of the Shoreline Dispersion Model 

The performance of the models is quantified by the geometric mean (mg) and the standard 

deviation (sg) of the ratios of the observed to modeled variable as in Chapter 2. r2 is the 

correlation coefficient between the logarithmic values of Co and Cp. 

Figure 5.4 compares observed arc maximum concentrations with model estimates 

obtained using onsite meteorological inputs. The left panel indicates that concentrations are 

adequately estimated for the elevated buoyant releases. Most of the model estimates are 

within a factor of two of the observations. The model explains 80% of the observed 

variance. The right panel corresponds to elevated non-buoyant releases. The concentration 

is overestimated by 50% with mg = 1.5, while most of the model estimates are within a 

factor of two of the observed values. The model explains 70% of the variance of the 

observations. The overestimation of concentration for non-buoyant releases could be 

reduced if we use Ly = 2500 m in Equation (5.5) but we used the same consistent value of 

Ly = 1000 m for both buoyant and non-buoyant releases. 
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Figure 5.4: Comparison of measured arc maximum concentrations with model 
results for buoyant (left) and non-buoyant (right) releases for Wilmington 2005 

study. The length Ly in Equation (5.5) is chosen to be 1000 m. 

 

Figure 5.5 uses meteorology estimated at 50 m height from the AERMET based surface 

variables. The uncertainties in the meteorological estimates seem to have little impact on 

the concentration estimates. The model still explains 70% of the variance in the 

observations.  The left panel shows that the concentration is overestimated by 10% for 

buoyant releases. The overestimation is explained by the overestimation of heat flux 

resulting in a higher TIBL, which in turn entrains more of the elevated plume. The right 

panel shows that the overestimation of concentration is reduced to 40% for non-buoyant 

releases, which is also the result of a higher TIBL. The uncertainties in the TIBL height 

have less impact on the concentration estimation for non-buoyant releases. 
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Figure 5.5: Comparison of measured arc maximum concentrations with model 
results for buoyant (left) and non-buoyant (right) releases for Wilmington 2005 

study. Meteorology is estimated from the AERMET based values at 50 m. 

 

This section has shown that concentration can be adequately estimated when 

meteorological inputs are estimated using an AERMET based model. The good model 

performance might be explained by the adequate estimates of heat flux using appropriate 

choice of parameters in the surface energy balance method. The next section examines the 

model performance using different choices of input parameters.  

5.7 Sensitivity Studies 

Figure 5.6 uses meteorology estimated at 10 m height as if AERMET were used. 

Concentration is still adequately estimated in spite of the fact that wind speed and 

wσ estimated at 10 m are lower that those at 50 m. More than 60% of the observed variance 

is explained by the model. For buoyant releases, shown in the left panel, underestimation of 

wind speed leads to slight increase of the TIBL height. The increases in plume rise and the 
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vertical plume spread, zsσ , counteract with each other to reduce the impact on ground-level 

concentrations.  For non-buoyant releases, shown on the right, lower wind speeds lead to 

higher TIBL and larger ycσ . A detailed examination shows that the denominator of 

Equation (5.7) is proportional to U −2/3. Thus using a lower wind speed results in lower 

concentrations for non-buoyant releases. The overestimation of concentration is reduced to 

20% in the right panel of Figure 5.6 from 40% in the right panel of Figure 5.5. 

 
Figure 5.6: Comparison of measured arc maximum concentrations with model 
results for buoyant (left) and non-buoyant (right) releases for Wilmington 2005 

study. Meteorology is estimated from the AERMET based model at 10 m. 

 

The previous section shows that appropriate choice of surface parameters yields heat 

flux estimates that compare well with observations, which leads to appropriate estimates of 

TIBL height and concentrations. However, surface parameters such as cloud cover and 

Bowen ratio are not always available. Besides, the Bowen ratio can vary substantially both 

spatially as well as temporarily in urban areas (Ching, 1985; Roth and Oke, 1995). Next, 

we examine impact of the uncertainty in Bowen ratio on model performance.  
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Figure 5.7: Comparison of measured arc maximum concentrations with model 
results for buoyant (left) and non-buoyant (right) releases for Wilmington 2005 

study. Meteorology is estimated from the AERMET based values at 50 m. Bowen 
ratio is 0.5 in the upper panel and 2 in the lower panel. 

 

The upper panel of Figure 5.7 uses Bowen ratio of 0.5 and the lower panel of Figure 5.7 

uses Bowen ratio of 2. Comparison of Figure 5.7 with Figure 5.5 shows that larger values 

of Bowen ratio lead to higher heat flux and TIBL. Thus more pollutants are entrained into 

the TIBL for buoyant releases and concentration estimates are higher. For non-buoyant 
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releases, concentrations become lower if larger Bowen ratio is used because pollutants are 

well mixed in higher TIBL.  

When the Bowen ratio is chosen to be 0.5, the overestimation of concentration for non-

buoyant releases increases to 100% with mg = 2 in the upper right of Figure 5.7. When 

Bowen ratio is chosen to be 2 (the lower panel of Figure 5.7), concentrations are 

overestimated by 20% for buoyant releases. Although the model still explains more than 

60% of the variance in the observations, it is clear that the bias is sensitive to the Bowen 

ratio.   

We next examine the sensitivity of model results to the choice of roughness length.  

The upper and lower panels of Figure 5.8 use z0 = 0.2 and 0.8 respectively, which are half 

and twice of the value obtained by Princevac and Venkatram (2007). The upper panel of 

Figure 5.8 shows that using a lower value of z0 yields results comparable to those in Figure 

5.5. The lower panel of Figure 5.8 shows that using a higher value of z0 deteriorates the 

performance of the model: concentrations are underestimated by 40% for the buoyant 

releases. The underestimation of concentration can be partly explained by the 

overestimation of wind speed and yσ  in Equation (5.7) resulting from the higher value of 

z0.  The overestimation of wind speed also leads to less entrainment since the TIBL 

decreases faster with wind speed (  in Equation (5.15)) than the plume rise 

( in Equation (5.11) once the final plume rise is reached). The results shown here 

are compatible with the findings by Qian et al. (2010), who showed that using a higher 

value of z0 deteriorated the friction velocity estimation since z0 becomes comparable to the 

1/2
iz U −∝

1/3h U −Δ ∝
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effective measurement height, rz dh− . Concentration estimates for non-buoyant releases 

are less sensitive to the choice of z0 because the increase of wind speed and yσ counteract 

each other with the decrease in TIBL height. 

 

 
Figure 5.8: Comparison of measured arc maximum concentrations with model 
results for buoyant (left) and non-buoyant (right) releases for Wilmington 2005 

study. Meteorology is estimated from the AERMET based values at 50 m. surface 
roughness length, z0,  is 0.2 m in the upper panel and 0.8 m in the lower panel. 
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5.8 Nanticoke Experiments 

The performance of the shoreline dispersion model is also examined using the 

Nanticoke experiments during May 9 – June 16, 1978 and May 28 – June 14, 1979 

(Portelli, 1979; Misra and Onlock, 1982), designated as EXP I and EXP II respectively.  

Nanticoke is on the northern shore of Lake Erie, Canada. A TIBL develops over land for 

onshore/lakebreeze flow in the lakeshore environment. The electric power generating 

station of Ontario Hydro at Nanticoke has two 198 m stacks at the shoreline with a 

separation of 273 m. Plumes from these two stacks are observed to merge within a short 

downwind distance to form one plume. 

Observations of meteorology and concentrations for Nanticoke experiments can be 

found from Tables 1-3 of Misra and Onlock (1982). The measurements of TIBL in the 

Nanticoke experiment make it possible to check the formulation of Equation (5.15). The 

coefficient a = 2 is consistent with that implied by the data presented in Table 1 of Misra 

and Onlock (1982). The turbulent velocity, σw and σv, are taken to be 0.6w* (Panofsky et al., 

1977), where w* was measured. The total buoyancy parameter, Fb, is taken to be the sum of 

the buoyancies from each of the two stacks. A default value of 1500 m4/s3, based on other 

measured values, is assigned wherever it is missing in the table. The Brunt–Väisälä 

frequency, N, was listed in Table 2 for EXP II of Nanticoke in Misra and Onlock (1982), 

while it is not given for EXP I. We assume N = 0.0135 s−1 from Table 2 also applies to 

EXP I. Then the stability parameter, s, is calculated to be (0.0135)2 s−2. The length scale, 

Ly, in Equation (5.5) is also taken to be 1000 m determined for the Wilmington experiment. 
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Figure 5.9 shows the performance of the shoreline dispersion model described earlier in 

estimating concentrations for EXP I (left panel) and EXP II (right panel) of the Nanticoke 

experiments. Most of the concentration estimates are within a factor of two of the 

observations. The bias between the estimates and observations is less than 20%. The 

extreme underestimation of concentrations at two points in the left panel of Figure 5.9 

might be due to the uncertainty in the determination of crosswind positions as mentioned 

by Misra and Onlock (1982). On the other hand, the right panel of Figure 5.9 shows that 

the crosswind concentrations in each case of EXP II are adequately estimated. The good 

performance also proves indirectly that Ly = 1000 m in Equation (5.5) is a reasonable 

empirical value. The small difference between the ground level concentration of case 2 

(dots) and the concentration measured by a helicopter at 100 m (squares) indicates that 

concentration is indeed well mixed within the TIBL. 

 

Figure 5.9: Comparison of estimated concentration with corresponding observations 
in Nanticoke experiments. The left panel corresponds to EXP I and the right panel 

corresponds to EXP II. 
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5.9 Conclusions 

This chapter evaluates the performance of semi-empirical dispersion model applicable 

to shoreline sources.  The model is a simplified version of a model developed earlier by 

Lyons and Cole (1973) and improved by Van Dop et al. (1979) and Misra and Onlock 

(1982).  This version is designed to be compatible with the one-dimensional structure of 

AERMOD, and can use the meteorological outputs from AERMET. The model 

incorporates the entrainment of an elevated plume by the thermal internal boundary layer 

(TIBL), whose height increases with distance from the shoreline.  

Concentration estimates from the model are compared with observations made in two 

field studies, one in Wilmington, CA. and the other in Nanticoke, Ontario, Canada.  The 

model performs well when onsite measurements are used to derive meteorological inputs 

for the model. These inputs have also been constructed by processing of the meteorological 

outputs from AERMET using a two-dimensional TIBL model. Model performance using 

meteorological inputs estimated from this method is comparable to that based on onsite 

measurements.  Sensitivity studies show that adequate estimates of heat flux are critical in 

determining the performance of the shoreline dispersion model in estimating concentrations 

especially for buoyant releases above the TIBL.  Parameters such as cloud cover, albedo 

and Bowen ratio need to be chosen appropriately to yield adequate estimates of heat flux.  

Because these parameters are likely to be uncertain, it might be important to use 

measurements that can provide indirect estimates of heat flux.  Using measurements of 

temperature fluctuations to infer heat fluxes (as in Chapter 2) is one approach.  
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Results also show that choosing an appropriate roughness length is important for the 

good performance of the dispersion model because the roughness length is used to estimate 

the boundary layer wind speed from the surface wind measurement.  Near surface releases 

within the TIBL are affected by the roughness length through the surface friction velocity.  

These results suggest the need for paying attention to estimating the roughness length under 

spatially inhomogeneous conditions.   

  

 



6. CONCLUSIONS 

The research reported in this dissertation is motivated by the need to apply dispersion 

models in spatially inhomogeneous surfaces such as urban areas.  The first part of my 

thesis deals with methods to estimate micrometeorological inputs in urban areas.  The 

second part of my thesis describes the development and evaluation of dispersion models 

that can be applied to sources located close to the land-water interface on coastlines.   

The methods to estimate micrometeorological inputs from tower measurements are 

based on the concept of local homogeneity, which assumes that methods developed for 

spatially homogeneous conditions, such as Monin-Obukhov similarity theory (MOST), 

can be applied to estimate variables in the vicinity of the measurement location.  The 

major conclusions from my research are: 

1. During unstable conditions, measurements of standard deviation of temperature 

fluctuations can provide adequate estimates of local heat flux using free 

convection theory.  However, these estimates are generally higher than the 

observations. 

2. The bias in heat flux estimates can be reduced through a stability correction that 

based on the measured wind speed. 

3. MOST provides unbiased estimates of surface friction velocity and turbulent 

velocities, σw and σv, using heat flux estimates and measured wind speeds as 

inputs.   
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4. The ability to make estimates of micrometeorological variables is crucially 

dependent on adequate estimates of the aerodynamic roughness length at the site 

of interest. 

5. Discrepancies between estimated and observed surface friction velocity and heat 

flux estimates leads to inevitable scatter in concentration estimates for near 

surface line and point sources, although the impact is less for small downwind 

distances relative to the Obukhov length. 

A two-dimensional internal boundary-layer (IBL) model was used to estimate urban 

meteorological variables from suburban measurements. This model assumes that 

meteorological variables over the suburban and urban sites are the same at the height of 

the internal boundary layer, and Monin-Obukhov similarity theory is applicable below 

the IBL height over the urban site. The major conclusions of this research are: 

1. During stable suburban conditions, the best estimates of meteorological variables 

correspond to neutral conditions without stability correction.  

2. The IBL model overestimates the friction velocity measured within the roughness 

sublayer (RSL) of the urban site.  

3. Using a friction velocity profile (Rotach, 2001) within the RSL reduces the 

overestimation.  However, the accuracy of this method depends on the appropriate 

estimates of both surface roughness parameters and the RSL height.  

The second part of my thesis focuses on the development and testing of dispersion 

models during low wind speed stable conditions, which frequently occur over urban areas. 

The first model is based on the numerical solution of the steady state mass conservation 
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equation in which the wind speed and eddy diffusivity follow vertical profiles consistent 

with .MOST. The second model, incorporated in AERMOD (Cimorelli et al., 2005), is a 

steady state Gaussian dispersion model, which accounts for wind meandering under low 

wind speed conditions. These models were evaluated with data from the Prairie Grass 

experiment (Barad, 1958) and the Idaho Falls experiment (Sagendorf and Dickson, 1974).  

The results from this evaluation are: 

1. The model based on advection-diffusion equation performs better than AERMOD 

during low wind stable conditions through a justifiable description of the 

interaction between dispersion and the gradient of the wind speed near the surface.  

2. Accounting for the meandering effect in the numerical model leads to 

improvements in model performance when meandering cannot be neglected. 

However, steady-state models can not explain the concentration distribution when 

the meandering effect is large.  

This study also examined the estimation of surface micrometeorology under low wind 

stable conditions.  The major conclusions are: 

1. MOST leads to underestimation of friction velocity during low wind speed 

conditions.   

2. This underestimation is reduced through a modification in the formula to estimate 

the friction velocity during such conditions.  

3. Estimates of horizontal turbulent velocity based on linear proportionality with 

friction velocity do not compare well with observations. 
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4. The modified friction velocity leads to better concentration estimates as long as 

the observed horizontal turbulent velocity is used.  

5. Uncertainties in estimates of horizontal turbulent velocities result in errors in 

horizontal plume spread estimates, which in turn lead to scatter in concentration 

estimates. 

The last part of my thesis evaluates a shoreline dispersion model that is modified to be 

compatible with the one-dimensional structure of AERMOD, the USEPA recommended 

model.  The shoreline dispersion model accounts for entrainment of an elevated plume by 

the growing thermal internal boundary layer (TIBL) through a simple modification of the 

stable dispersion equation in AERMOD.  The model was evaluated with data from field 

studies conducted in Wilmington (Yuan, et al. 2006; Princevac and Venkatram, 2007; 

Venkatram and Princevac, 2008) and Nanticoke (Misra and Onlock, 1982).  The major 

conclusions from this evaluation are: 

1. The model performs well when meteorological inputs are derived from onsite 

measurements at Wilmington and Nanticoke experiment.  

2. AERMET, AERMOD’s meteorological processor, was modified with the two-

dimensional TIBL model to produce meteorological inputs for the shoreline 

dispersion model.  Model performance using meteorology estimated with this 

method is comparable to that using onsite measurements.  Surface parameters such 

as cloud cover, albedo and Bowen ratio need to be chosen appropriately to yield 

adequate estimates of heat flux.  
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3. The performance of the shoreline dispersion model is not sensitive to Bowen ratio 

varying from 1 – 2 as long as net radiation is available.  

4. Results also show that choosing an appropriate roughness length is also important 

to the good performance of the dispersion model.  
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