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ABSTRACT OF THE DISSERTATION 

 

Electro-Optical Properties of Quantum Dots with Copper Impurities 

 

by 

 

Addis Fuhr 

Doctor of Philosophy in Chemical Engineering 

University of California, Los Angeles, 2019 

Professor Philippe Sautet, Chair 

 

In this work, I focus on understanding the single exciton absorption/emission 

mechanisms, multicarrier interactions, and charge transport mechanisms for quantum 

dots (QDs) containing Cu cations with a particular emphasis on CuxIn2-xSeyS2-y (CISeS) 

QDs. Specifically, I combine theory with experiment to determine the origin of their large 

Stokes shifts, broad absorption and emission spectral linewidths, long radiative lifetimes, 

reveal their multicarrier (e.g. trions and biexciton) interactions, and charge transport 

mechanisms. My theoretical toolkit predominantly utilizes density functional theory (DFT) 

calculations in which I predict that most of the physical properties in these systems are 

due to Cu impurities such as native defects (e.g. anti-site defects), or extrinsic dopants 
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(e.g. substitution of Zn2+ cations in ZnSe with Cu1+, or Cu2+ cations). Each of these 

predictions are then experimentally tested using a combination of ultra-fast spectroscopy, 

magneto-optical spectroscopy, single-particle spectroscopy, and in-situ spectral 

electrochemistry measurements. And, in some cases, device studies are compared to 

theoretical/experimental predictions to further confirm my findings. 

My studies conclude that the single- and multi-exciton absorption and emission 

mechanisms are dominated by three basic pathways: band-edge, Cu1+ defect, and Cu2+ 

defect excitation and recombination. Band-edge optical processes (both single and multi-

exciton) for CISeS QDs match the general trends predicted for “typical” II-VI QDs such as 

sharp absorption, narrow emission, fast radiative lifetimes and Auger decay, and 

adherence to “universal volume scaling” relationships. The origin of these effects are 

small subensembles of CISeS QDs in experimental batches that have no defects, and 

correspondingly can be described by delocalized (valence band-to-conduction band) 

excitonic interactions. Cu1+ defects stem from anti-site swapping of Cu1+ and In3+ atoms 

into charge-balanced CuIn’’ + InCu
��	defect pairs, and result in intra-gap “occupied” CuIn’’ 

defect states with the [Ar]3d10 electron configuration. In order to emit, these defects need 

to localize a hole either by trapping valence band (VB) carriers, or direct intra-gap 

excitation. This leads to a small nuclear reorganization and Franck-Condon shift prior to 

emission referred to as the “real Stokes shift,” or the energy difference between 

absorptive CuIn’’ defects and emissive Cu2+ defects. These Cu2+ defects have a hole in 

their electronic configuration ([Ar]3d9), which are thereby expected to lead to strong Jahn-

Teller distortions, and shift the energy of the Cux impurity state (where x=1+ or 2+). This 

new, emissive Cu2+ state also has an “apparent Stokes shift” defined by the energy 
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difference between Cu2+ emission and band-edge absorption. Cu2+ defects can also 

occur in the ground-state by charge-compensation of copper vacancies in VCu’ + CuCu
�	

defect pairs. In this case, the Cu2+, or CuCu
� impurities are “emission ready,” do not require 

localization of VB holes, and only the apparent Stokes shift is observed. Instead, VB holes 

are removed by non-emissive traps (e.g. dangling bonds), which block the faster band 

edge transition. However, considering that the hole removal rate for QDs with CuCu
� 

defects occurs at a slower rate than hole localization for QDs with CuIn’’ defects, or 

biexciton decay for defect-free QDs, at the multi-exciton level QDs with CuCu
� defects 

exhibit Auger dynamics that are indistinguishable from defect-free QDs. 

For each of these described single exciton and multiiexciton interactions, 

ensemble spectral measurements usually represent the average of all of the described 

subensembles. However, subensembles with Cu2+ defects are more prevalent in highly 

Cu-deficient QDs due to an excess of Cu vacancies, or when the Fermi-level is below the 

Cux state. On the other hand, Cu1+ defects are more common in subensembles where 

the Fermi-level is above the Cux state, or in (near)-stoichiometric, or Cu-rich conditions 

where the concentration of Cu1+ and In3+ cations are comparable. As expected by this 

description, the relative population of each of these subensembles can thereby be 

controlled by altering chemical process conditions with the clearest process control 

parameters focusing on either Fermi-level modulation, or Cu:In ratios. In addition to each 

of these effects, regardless of the oxidation state of Cux impurities, their local chemical 

bonding environment significantly alters their ground state energy. This is due to the high 

covalency of Cu-X (where X=S, or Se) bonds in which local variations in electrostatics 

and bond geometry alter their crystal field splitting energy. Hence, spectral linewidths at 
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the single particle level are intrinsically narrow, but ensemble spectra is broadened by the 

lack of positional control of Cux defects during QD synthesis. This leads to large variations 

in the emission energy at the single particle level, which average to the broad spectra 

observed in ensemble measurements. This finding indicates that while electron-phonon 

coupling may be stronger in these systems than “typical” II-VI structures, there are no 

fundamental limits to achieving narrow ensemble spectra. Hence, if synthesis, or device 

fabrication conditions are altered to control heterogeneity, narrow ensemble spectra can 

be achieved. 

Finally, I conclude that Cux defects lead to “self-doped” structures, and 

correspondingly p-type transport in QD films with inert substrates (e.g. Au). However, In-

related defects (e.g. InCu
��) lead to n-type transport, and heating in the presence of In 

substrates can alter the charge polarity from p- to n-type. Regardless of the charge 

polarity, much like the optical properties for CISeS QDs, charge transport can be 

described by delocalized band-edge carriers and localized impurity carriers. Delocalized 

carriers lead to “high mobility” states whereas localized carriers lead to “low mobility 

states.” For charge transport, delocalized/localized pathways are thermally coupled, and 

higher conductivity films can be realized by minimizing the energy separation between 

impurity and band-edge states, which allows for carriers to be thermally promoted from 

low-to-high mobility states, and increases the contribution of high mobility states to 

transport. In this case, the Cu/In ratio is of less importance than the Se/S ratio where a 

higher Se concentration shifts the band-edges closer to the impurity states, and leads to 

stronger thermal coupling between the low and high mobility states.  
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LIST OF FIGURES 

Figure 1.2.1.1: Idealized comparison of the energy bands for a bulk semiconductor (left) 

and spherical QD (right) made of the same material. Bulk semiconductors show a 

parabolic dispersion of the carrier kinetic energies, which then transform to discrete 

atomic-like energy levels in QDs. VB and CB refer to the valence and conduction bands, 

respectively. The band gap is represented by Eg.  

Figure 1.2.1.2: Auger recombination pathways normally observed in QDs: (a) negative 

trion (X−), (b) a positive trion (X+), (c) a biexciton (2X), and (d,e) a triexciton (3X) where X 

refers to the number of e-h pairs. Trions represent the case where the energy released 

during recombination is transferred to a CB electron (X-) or VB hole (X+). Biexcitons 

describe two excitons and triexcitons three excitons where Auger recombination can 

occur via X+ or X- pathways. For triexcitons, there are symmetric (d) and asymmetric (e) 

pathways where symmetric refers to the case where all charge carriers are in the 1S (CB 

or VB) states and asymmetric when there are 2-fold degenerate 1S levels resulting in a 

third carrier in the 1P state.  

Figure 1.2.2.1: Schemes for QD-LSC fabrication are shown in (a) and (b). QDs are 

represented by purple spheres, blue represents the glass or polymer matrix, and the 

window edges which form the PV cells are shown in silver. A more detailed description of 

losses are shown in (b): geometric (1), scattering (2), reabsorption followed by emission 

into the “Escape cone” (3), and reabsorption followed by nonradiative recombination (4). 

An ideal LSC material is shown in c) where step-like absorption (∝#), which overlaps with 
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most of the solar spectrum (grey lines) is shown by a black line. To limit reabsorption 

losses, this material would ideally remit at a much lower energy (∝$). 

Figure 1.2.2.2: Typical device architecture for a QD-LED and the corresponding band 

diagrams are shown in (a). Electrons and holes are injected into the CB and VB bands 

after biasing the electrodes. The sharp emission shown in (b), results from recombination 

of these charge carriers. For (b), spectra for QDs are shown by solid lines and organic 

emitters in dotted lines. Clearly, the emission linewidth is much narrower for QDs, which 

leads to higher color purity. 

Figure 1.3.1: The multiple mechanisms purported to explain CIS emission: (a) Splitting 

of the band-edge states due to symmetry breaking (b) electron-phonon coupling, (c) an 

electron localized at an In defect, and (d) a hole localized at a Cu defect. 

Figure 2.1.2.1. (a) Optical measurements for stoichiometric core-only CIS QDs of four 

different sizes. The blue solid lines represent the absorption spectra, blue dotted lines are 

the second derivative of the absorption spectra, and the solid red lines are the emission 

spectra. (b) The Cu-defect related mechanisms for intra-gap emission from CIS QDs. 

Top: the QD absorption is due primarily to the VB-CB transitions, while the emission is 

due to radiative recombination of the CB electron with a hole residing in an intra-gap Cux 

state (x = 1+ or 2+). Bottom-left: The Cu2+ defect contains a pre-existing hole in the ground 

state, which can directly recombine with the CB electron (process 2). This recombination 

channel, however, is fairly slow (hundreds of nanoseconds time scales), therefore, in 

order for it to dominate emission, the photogenerated hole must be quickly removed from 

the VB state via capture by another hole trap (process 1) such as a Cu vacancy (denoted 
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as VCu) forming a charge-compensated pair with the Cu2+ defect. The recombination cycle 

is completed after the electron captured radiatively by the Cu-center recombines with the 

trapped hole (process 3), which restores the original 2+ oxidation state of the Cu defect. 

Bottom right: To become PL-active, the Cu1+ state must first capture a VB hole (process 

1); this leads to formation of the Cu2+-like state, which then radiatively recombines with 

the CB electron (process 2) to restore the original 1+ oxidation state.  

Figure 2.1.2.2. (a) CV measurements of CIS QDs conducted with a scan rate of 0.1 V/s 

(sample C from Figure 2.1.2.1). The black circle corresponds to the starting EC potential 

(VEC = 0 V). “Forward scans” refer to ramping the potential from 0 V to more positive 

values (labeled “F”) and “reverse scans” refer to scanning to more negative VEC (labeled 

“R”). A clear intra-gap oxidation (forward) and reduction (reverse) reactions are observed 

at potentials of 0.65 V and 0.45 V, respectively. A weak shoulder, which appears at 

negative VEC at -0.33 V on the reverse scans, may represent an unoccupied intra-gap 

trap (denoted TC). The VB-edge and Cux positions are derived from the onset potential 

for CIS QD (or Cux) oxidation on the forward scans using linear fits (dotted red lines), 

while the Tc position is determined by the onset potential for the reduction current on the 

reverse scans. “E” denotes the parasitic electrolyte background current, which makes the 

CB position difficult to observe in the CV measurements. (b) The CB (red solid circles) 

and VB (blue solid circles) edge positions for stoichiometric CIS QDs based on combined 

CV and optical measurements. Green solid circles correspond to the measured redox 

potentials of the intra-gap feature assigned to the Cu1+/2+ state, while open turquoise 

circles correspond to the energy of the intra-gap state obtained based on the apparent 

Stokes shift from the optical PL and absorption measurements. Open blue and red 
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diamonds correspond, respectively, to the VB and CB edges of Cu-deficient CIS QDs 

(Cu0.56In1.44S2) obtained from optical measurements (the VB data are placed along the 

trend line derived from the CV measurements of stoichiometric CIS QDs). The Stokes 

shifts for these samples are represented by open turquoise diamonds as measured from 

the PL spectrum. Bulk CIS (closed triangles) band positions are based on refs. 3 and 36 

The solid horizontal line shows the standard Cu1+/2+ redox potential from literature, while 

the dashed line shows the average Cu1+/2+ redox potential for CIS QDs as measured here. 

Figure 2.1.2.3. (a) LSV measurements of stoichiometric CIS QDs (sample C from Figure 

2.1.2.1a) without (solid blue line) and with (dotted blue line) continuous wave illumination 

with low-intensity 532 nm light. The intra-gap Cux oxidation feature becomes significantly 

less prominent after 30 minutes of continuous illumination, likely due to photoconversion 

of Cu1+ to Cu2+. Notably, this feature also disappears in the dark current for Cu0.44In1.56S2 

QDs (solid red line), indicating Cu2+ defects are more prevalent than Cu1+ defects. Inset: 

A possible mechanisms of Cu1+-to-Cu2+ photonversion (see text for details); LTe is a long-

lived electron trap. (b) SEC measurements of PL intensity (measured at the peak) as a 

function of applied bias for core-only stoichiometric CIS QDs (purple solid circles), Cu-

deficient CIS QDs (Cu0.56In1.44S2 and Cu0.44In1.56S2; green squares and blue triangles, 

respectively), and stoichiometric CIS with a ZnS shell (red diamonds); the data are 

normalized to the PL intensity observed with VEC = 0. Band-edges for the Cu0.44In1.56S2 

QDs (roughly equivalent to the band positions for Cu0.56In1.44S2) are shown as vertical 

dotted green lines, stoichiometric QDs as dotted purple lines, and Cux by the solid yellow 

line. (c) The full VEC-dependent PL spectra for stoichiometric CIS QDs (left panel), 

Cu0.44In1.56S2 QDs (middle panel), and stoichiometric CIS/ZnS core-shell QDs (right 
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panel). These experiments were done using the same EC setup as the CV/LSV 

measurements, but holding each potential for 3 minutes before collecting the spectra. 

Spectra were measured under low-intensity excitation at 500 nm using a Xe lamp. (d) 

Schematic depictions of relaxation processes in stoichiometric (left) and Cu-deficient 

(middle) core-only CIS QDs, and stoichiometric CIS/ZnS core/shell samples (right). The 

results of SEC measurements suggest that the stoichiometric QDs exhibit two trap bands 

associated with surface defects; one is located near the CB edge (TC) and the other, near 

the VB edge (TV). The position of the Fermi level (EF), controlled by VEC, and determines 

the degree of filling of the trap bands. The occupied states (below EF) serve as hole traps, 

while unoccupied states (above EF) serve as electron traps. The radiative transition (red 

wavy arrow) can be quenched by either electron or hole trapping (black arrows). The 

vertical double-sided arrows show the span of the surface-trap-free region (denoted as 

the "T-free" region), which manifests in SEC measurements as the range of EC potentials 

wherein the change in VEC does not affect the PL intensity. 

Figure 2.2.1.1: (a) Absorption/emission mechanism for CIS QDs (top panel). For Cu-rich, 

stoichiometric, or near-stoichiometric QDs (bottom left panel) there is an additional 

absorption band from Cu1+ defects (dashed blue line), which require “photoactivation” 

prior to Cux emission. For far-off stoichiometry, Cu-deficient QDs (right bottom panel) Cu 

defects are predominantly in the 2+ oxidation state and are therefore “emission ready.” 

Hence, the band-edge hole is trapped (dashed black lines) at a separate state labeled Th. 

(b) Low-temperature (15 K) absorption (solid colored lines) and emission (dotted colored 

lines) spectra for CIS QDs with two different Cu:In ratios. Solid black lines represent 

Gaussian fits. 
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Figure 2.2.1.2: (a) Magnetic field- (T = 3 K, top panel) and temperature-dependent (H = 

6 T, bottom panel) MCD measurements for Cu0.47In1Sy. The linear absorption spectra (3 

K, dashed black lines) is also shown. (b,c) The H- (b) and T-dependent (c) Zeeman 

splitting energies (∆&'). Red circles represent Cu0.47In1Sy and green circles indicate 

Cu0.85In1Sy. The solid lines in (b) represent fits to the experimental data using equation 1, 

while the dashed lines in (c) are simply a visual guide for the data. (d) The stoichiometry-

dependent Δ&)*+ where “x” refers to the Cu/In ratio. 

Figure 2.2.1.3. (a) Defect formation energy as a function of spatial separation between 

defects. (b,c) The formation energies of anti-site defects are lower than intermediate 

defects required for “self-purification.” Hence, defects in CIS are kinetically trapped during 

synthesis. 

Figure 2.2.1.4: (a) DOS for anti-site defects on a model QD with two different defect pair 

separation distances (7 Å and 11 Å for the left and right panel, respectively). Solid black 

lines mark the band-edges, dashed black lines the Fermi level, and black squares trap-

like surface states (labeled SSt). The charge density for each labeled state is depicted in 

(b) for (CuIn+InCu)11Å using purple (occupied) and green (unoccupied) iso-surfaces. (c,d) 

The same analysis is used for QDs with a single copper vacancy. For (c), calculations 

were spin-polarized due to the paramagnetism of Cu2+; and the two columns represent 

different electron spins. In both (b) and (d), the bottom center panel shows a second, 

zoomed-in image of the Cux defect for clarity. 

Figure 3.1.2.1: (a) Scheme distinguishing between the two Stokes shifts in CIS QDs. Cu-

rich, stoichiometric, and near-stoichiometric QDs have a larger concentration of 
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subensembles with Cu1+, or anti-site defects, which have a filled d shell that requires 

“photoactivation” via either intra-gap absorption or hole localization from the VB (left 

panel). Cu-deficient QDs (right panel), on the other hand, have larger subensembles of 

Cu2+ defects, which are “emission ready” due to a pre-existing hole in its d shell and do 

not undergo this photoconversion process. Correspondingly, both subensembles have an 

apparent Stokes shift (∆,,., both panels) represented by the energy difference between 

Cu2+ defect (ground-state or photogenerated) emission and band-edge absorption. 

However, only subensembles with Cu1+ defects have a “real Stokes shift,” which 

represents the energy difference between Cu1+ defect absorption, and photogenerated 

Cu2+ defect emission. This energy separation is due to the vibronically coupled Franck-

Condon shift in Cux defect energy during the photoconversion process. (b) The linear 

absorption spectra (solid colored lines) are compared to the transient absorption spectra 

(grey scatter plots) fitted to Gaussian peaks (solid black lines for all samples with grey 

infilling for Cu-rich and slightly Cu-deficient QDs, purple infilling for excitonic absorption 

and orange infilling for weak Cu1+ defect absorption in highly Cu-deficient QDs), and the 

PL spectra (dashed colored lines). (c) The second derivatives of the two Cu-deficient QDs 

show near-identical band gaps, but highly Cu-deficient QDs have significantly narrower 

absorption spectra due to the removal of Cu1+ defects. The figure inset shows the 

“subtraction spectrum” where the linear absorption spectrum of Cu0.85In1Sy is subtracted 

from Cu0.47In1Sy. The negative peak represents a decrease in the relative intensity of the 

band-edge transition whereas the positive peak represents an increase in the intensity of 

Cu-defect absorption as QDs become closer to stoichiometric, or Cu-rich. (d) Comparison 

of the PL and TA FWHM (right axis for both cases) as determined from the high energy 
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peak of the Bi-Gaussian fit for the TA bleach of Cu0.47In1Sy, and the only peak of the single 

Gaussian fit for the TA bleach of all other samples (purple closed circles). For PL, a single 

Gaussian fit was used for all samples (orange closed triangles). Since highly Cu-deficient 

QDs have two bands in the TA spectrum, an additional point is shown for the Cu1+ defect 

absorption shoulder (purple open circle). Both data sets are compared to the QY for the 

same samples (turquoise closed squares and left axis).  

Figure 3.1.2.2: 3D-PLE measurements for CIS QDs. (a) Excitation energy-dependent PL 

for Cu0.85In1Sy. We observe little change in the spectral shape for above band gap (2.9 to 

2.3 eV), resonant (2.3 eV), or shallow intra-gap excitation (2.3 eV to 2.1 eV). This is 

expected since the proposed energy of the absorptive intra-gap Cu1+ defects is ~2.05 eV. 

However, for deep intra-gap excitation (2.1 eV, or lower in energy) the PL peak red-shifts 

due to QD size selection for both samples (for sample Cu0.85In1Sy see Figure S6.3.3). (b) 

PL excitation energy (PLE) measurements resonant with the PL energies marked by 

colored arrows with corresponding colors in (a) for Cu0.85In1Sy (c) The same 

measurements shown in (b) are repeated for Cu0.47In1Sy. The black lines for both (b) and 

(c) mark the peak of the PLE second derivative, and is used as an indicator of the 

absorptive transition responsible for PL emission at the marked probe energies. The TA 

measurements shown in Figure 3.1.2.1 are superimposed with these measurements for 

comparison. (d) The data from (a,b,c) is summarized and compared with Cu0.85In1Sy being 

represented by green squares and Cu0.47In1Sy represented by red circles. In each case, 

the PL peak energy is marked by solid symbols and the second derivative of the resonant 

PLE is marked with open symbols. (e) The PLE probe energy-dependent Stokes shift is 

measured by calculating energy difference between the peak of the PLE second 
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derivative and the probe energy at which it was collected. The dashed lines indicate the 

Stokes shift as predicted by the absorptive transition energies from the TA and PL 

measurements. The large variations in Stokes shift cannot be explained by size 

dispersion, and is in agreement with our proposed emission mechanism where the 

absorptive transitions responsible for PL arise from two distinct absorptive states: band-

edges and Cu1+ defects. 

Figure 3.1.2.3: (a) Femtosecond spectrally resolved transient absorption measurements: 

blue represents the spectra in the first 1 ps, green at 10 ps, and red at 100 ps. (b,c) The 

decay curves for the probe energies marked with the same colors in (a) where (b) is the 

raw data and (c) is the measurement normalized to the peak TA intensity. For each case, 

the panels are in the same order as in (a) where the Cu-rich QDs are in the bottom panel, 

and the most Cu-deficient in the top panel. (d-f) The decay curve at the TA peak (purple) 

is compared to the decay curve at the reddest probe energy (orange). For the (near)-

stoichiometric QDs (e,f) there is no significant difference between the decay rates at 

different probe energies (with a small difference in the relative amplitude of the decays in 

Cu-rich QDs due to excessive electron trapping). For highly Cu-deficient QDs, the decay 

curve at the TA peak has to be fitted with a tri-exponential function (dashed red lines) 

whereas only a bi-exponential (dashed black lines) is needed for the decay on the red 

side. The additional component in the TA fit most likely represents hole localization, and 

its time constant is ~745 fs. 

Figure 3.1.2.4: (a) DOS for CIS supercells with two different defect pairs. The left panel 

represents anti-site “Cu1+ defects” whereas the right panel represents copper vacancies. 

For the right panel, copper vacancies result in an unoccupied state above the Fermi level, 
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which is spin-polarized due to the removal of an electron from Cux. Hence, the DOS for 

both spins are represented, and the intra-gap state is referred to as a “Cu2+ defect” due 

to its partially filled d shell. (b) Scheme representing the two defect pairs calculated in (a). 

Cu1+ defects form after anti-site swapping with In3+ to make charge-balanced defect pairs. 

For copper vacancies, the negative charge associated with the removal of a copper atom 

is charge-compensated by the oxidation of a second copper atom. As a result, we expect 

Cu2+ defects to occur in higher concentrations in QD ensembles that are highly Cu-

deficient due to the increased prevalence of copper vacancies. (c) The computed linear 

absorption based on the DOS shown in (a), which indicates that the absorption of a 

photon promotes an electron from Cu1+, or anti-site CuIn’’ defects to the CB, which leads 

to a low energy transition that broadens the absorption spectrum. Cu2+ defects, on the 

other hand, do not show this transition due to their partially occupied d shell, which leads 

to sharper spectra and a more distinct VBàCB absorption peak.  

Figure 3.2.2.1. Calculated local minima for 1.5 nm ZnSe QDs doped with Cu1+ atoms. 

“Sub” refers to subsurface impurities, “Surf4” and “Surf3” refer to surface impurities with 

a coordination number of 4 or 3, “Sub/Surf3” refers to QDs with 2 Cu impurities in the 

“Sub” and “Surf3” positions, and “Cu4” refers to QDs with 4 Cu atoms doped as a cluster. 

For Sub and Surf3, additional calculations with Cu2+ dopants are also described. Zn atoms 

are depicted in green, Se in blue, Cu in red, and pseudo-hydrogens in grey.  

Figure 3.2.2.2. (a) DOS for subsurface Cu1+ doped ZnSe QDs. Band-edges (BE) are 

marked by solid black lines and the intragap “IG” Cu1+ impurity state is marked by a 

dashed line (here, at the Fermi level). Possible optical absorption transitions are marked 

by colored arrows and the theoretical Stokes shift, or Δ, (energy off-set between IG and 
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VB) is also labeled. The CB was determined to be the lowest unoccupied delocalized 

state (b), IG to be the Cu-Se occupied localized state (c), and VB to be the highest 

occupied delocalized state (d) based on the charge density distributions, which are shown 

in purple for occupied, and yellow for unoccupied energy levels. All unlabeled states 

between VB and IG are surface “trap-like” states. (e) The molecular orbital (MO) diagram 

for the QD, which includes the local tetrahedral coordination environment predicting the 

orbital hybridization for Cu-Se / bonds. The BE states for Zn are also shown, and their 

full description is presented in Figure S3 using bulk ZnSe. The panel on the right of (e) 

depicts possible optical absorption (grey arrows) and emission (red arrow) transitions 

corresponding with the MO diagram.  

Figure 3.2.2.3. (a) Effect of impurity position, coordination environment, and 

concentration on the DOS. The charge density distribution for each labeled IG state 

(marked by dashed lines) is depicted in (b-g) along with its orbital contribution to the 

corresponding DOS. A higher concentration of Cu (1.85%, 3.77%, and 7.84%, 

respectively) leads to additional absorptive/emissive states. For moderately doped QDs 

(e-f) the charge density of each labeled state is separately localized on its respective 

impurity (∆,# on the 3-coordinated surface Cu, and ∆,$ on the subsurface Cu). At higher 

impurity concentrations (g) the charge density is localized on all 4 Cu dopants regardless 

of the IG state energy. 

Figure 3.2.2.4. Summary of the effects of chemical bonding on the theoretical Stokes 

shift. The clearest trends emerge in (a-c), which show that the ground state energy of Cu 

impurities is predominantly determined by coordination geometry and orbital contribution 

from Cu. IG states with less Cu character and in the distorted trigonal planar geometry 



xxii	
	

tend to have smaller Stokes shifts. All bond distances and angles are presented as the 

average between each Cu-Se bond in the coordination sphere, and error bars represent 

the standard deviation from the average bond angle or distance. (d) There does not 

appear to be a trend in changes of the ground state energy for surface vs. subsurface Cu 

impurities.  

Figure 3.2.2.5. Charge density difference plots and Bader charges for each of the Cu 

impurity centers. QDs with a single Cu1+ impurity are shown in (a-c), which represent the 

Sub, Surf4, and Surf3 systems, respectively. Calculations for Surf3 (d) and Surf4 (Figure 

S8) were repeated using single Cu2+ impurities. QDs with multiple Cu1+ impurities are 

shown in (e-f) where (e) represents the Sub/Surf3 system and (f) represents the Cu4 

system. 

Figure 3.2.2.6. Computed absorption spectra for Cu doped ZnSe QDs with different 

impurity concentrations (left panel). A high Cu content leads to additional absorptive 

states, and inhomogeneous broadening. Considering that these impurities are also 

emissive, the same effects should also lead to broadening of emission spectra (right 

panel). For the scheme, BE absorption is marked by the grey arrow, Cu absorption by 

black arrows, and Cu emission by red arrows. 

Figure 3.3.2.1. Examples of single-QD spectroscopic measurements for the UbiQD 

samples. (a) The PL intensity trajectory shows random fluctuations between the states of 

low (OFF) and high (ON) emissivities. This behavior is usually referred to as “blinking,” 

and is generally ascribed to either trapping at surface defects, and/or QD photoionization 

followed by nonradiative Auger recombination. Based on this measurement, the average 
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ON-time fraction is ~60%, which allows us to classify these dots as “weakly blinking.” (b) 

The strong photon antibunching behavior revealed by the second-order PL intensity-

correlation function confirms that these measurements are conducted on a single-dot 

instead of a cluster. (c) A single-dot PL spectrum indicates a linewidth of 67 meV as 

determined based on the full width at half maximum (FWHM) of a Lorentzian fit (red line) 

of the experimental spectrum (black line). 

Figure 3.3.2.2. Statistical analysis of single-particle data in comparison to ensemble 

measurements. (a) Ensemble absorption (blue line) and emission (red line) spectra 

exhibit a large Stokes shift (~340 meV) and a broad linewidth (~358 meV) typical of CIS 

QDs. (b) The Lorentzian fits for several single-particle PL spectra (colored lines) are 

projected onto the ensemble PL spectrum. As can be seen, the single-particle spectra 

are significantly narrower than the ensemble spectrum, but have widely varied peak 

emission energies. (c) The single-dot linewidth vs. peak position does not show any 

correlations between the two. (d) The histogram of single-QD linewidths. All of the 

measured QDs show linewidths less than ~100 meV, while the majority of the dots (~70%) 

have linewidths in the 50-to-70 meV range. The average linewidth is 71 ± 16 meV. 

Figure 3.3.2.3: Temperature controlled PL spectra for Cu0.47In1Sy QDs are shown in (a). 

The same measurement was repeated with Cu0.85In1Sy QDs. The spectrally integrated PL 

intensity for both measurements are presented as a scatter plot in (b) with Cu0.47In1Sy 

QDs represented by closed red circles, and Cu0.85In1Sy QDs represented with closed 

green squares. In both cases, fits based on equation 1 are shown as black lines (solid for 

Cu0.85In1Sy QDs and dashed for Cu0.47In1Sy QDs). In (c), the PL spectra for Cu0.47In1Sy 

QDs is normalized to the peak intensity for each temperature. The same procedure is 



xxiv	
	

repeated for Cu0.85In1Sy QDs, and changes in peak position (top panel) and FWHM 

(bottom panel) are both plotted in (d). In both cases, Cu0.47In1Sy QDs are shown as red 

circles (closed for FWHM and open for peak position) and Cu0.85In1Sy QDs are 

represented as green squares (closed for FWHM and open for peak position).  

Figure 4.1.2.1: (a) Absorption mechanisms for subensembles of CIS QDs with Cux 

defects. VB holes are either localized to the Cux state (x=1+) or to a trap state (x=2+). For 

Cu2+, holes are already localized to Cux in the ground-state. (b) After holes are localized 

(by either Cux defect mechanism), emission occurs by recombination between a CB 

electron and a Cux hole. DFT calculations show that the Cux hole is localized to the Cu-S 

defect tetrahedra, and the CB electron is delocalized. (c) If QDs are defect-free, band-

edge recombination occurs. Dissimilar to other reports,25 we show with DFT that both 

band-edges are delocalized, and therefore recombination for band-edge carriers is faster 

than for Cux due to improved wavefunction overlap. (d) The top panel shows SNSPD 

measurements (<N> < 0.1) for CIS/ZnS core/shell QDs with 85% QY. Tri-exponential fits 

yield: 01 = 760	78,	09: = 27	<8, and 0=> = 297	<8. If these measurements are repeated at 

different probe energies for core-only CIS with 28% QY (middle panel) we obtain nearly 

identical decay rates from a global tri-exponential fit. The bottom panel shows spectral 

electrochemistry measurements for the same core-only CIS. Since the dynamics are 

measured with TCSPC in the SEC measurements, the trapping component is too fast to 

be observed (resolution ~1.5 ns). However, both the BE and Cux lifetimes can still be 

found. As the Fermi level is lowered the oxidation state for Cux defects can be changed 

(Cu1+ à Cu2+). (e) The relative amplitudes of each of the 3 decays for the middle panel 

of (d) are plotted, and projected against the steady-state PL spectra in the background 
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(black lines, grey shading). The “Gaussian-like” shape of the trapping and Cux 

components reflect different QY across the ensemble with trapping being weakest, and 

Cux emission being strongest at the PL peak. The BE component becomes weaker on 

the red side as expected by the smaller Stokes shift. (f) SEC measurements in the bottom 

panel of (d) are summarized. When the Fermi level is below the Cux state, there is an 

increase in the concentration of Cu2+ defects, which do not localize VB holes. 

Correspondingly, in subensembles without a separate hole trapping state BE 

recombination becomes competitive with Cux recombination, and the relative amplitude 

of the BE component increases. 

Figure 4.1.2.2. (a) Linear absorption (black) and PL (red) for CIS/ZnS core/shell QDs. TA 

is measured at non-resonant (blue arrow) and (near)-resonant (green arrow) excitation. 

(b) Measurement of the absorption cross-sections at different excitation energies, which 

shows that the ratio of the absorption cross-sections at different excitation energies match 

the ratios of their optical densities (ODs) in the linear absorption spectra (details in main 

text). (c) The dynamics at low excitation density for both the non-resonant, and (near)-

resonant excitation. Hole localization is faster than carrier cooling, which makes it difficult 

to resolve hole localization at non-resonant excitation. Hence, later-described Auger 

dynamics measured at 3.61 eV excitation are expected to be dominated by QD 

subensembles without hole localizing Cu1+ defects. 

Figure 4.1.2.3 (a) TA dynamics (CIS/ZnS core/shells with ~85% QY) at (near)-resonant 

excitation is dominated by hole localization for the subensembles with Cu1+ defects. Hole 

localization is ~200 fs, which is faster than the “normal” biexciton lifetime. The 10 ps 

biexciton lifetime obtained from the biexponential fit represents the small subensemble of 
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QDs without Cu1+ defects that undergo “normal” Auger between two delocalized states. 

(b) After holes are localized, biexcitons occur through delocalized CB and localized Cux 

states and have lifetimes more similar to what is expected for 2 trions when measured 

with SNSPD. (c,d) Hole localization determines whether the subensemble will undergo 

delocalized, or localized Auger. The left panel for both represents subensembles of QDs 

with Cu1+ defects, and explains the optical processes in (a,b). The panels on the right, on 

the other hand, show Auger properties for QDs without Cu1+ defects (either defect free or 

with Cu2+ defects). In this case, sub-ps hole localization from the VB to the Cux state does 

not occur, and TA measurements at non-resonant excitation can be used to obtain the 

“normal” biexciton lifetime since carrier cooling is slower than hole localization. (e) In this 

case, mono-exponential fits are used and also show ~10 ps biexciton lifetimes. (f) The 

same measurements are repeated for core-only CIS QDs at high energy excitation. Here, 

biexponential fits are required due to photocharging, which yields the same biexciton 

lifetime (~10 ps), but with an additional ~150 ps trion lifetime. 

Figure 4.1.2.4: (a) Poisson statistics fits to the fluence-dependent early- (red) and late-

time (blue) signal for TA measurements at non-resonant excitation (top panel), (near)-

resonant excitation (middle panel), and for PL collected at non-resonant excitation 

(bottom panel). (b) For “normal” Auger in defect-free QDs, or QDs with Cu2+ defects, CIS 

exhibits “normal” volume scaling for multicarrier lifetimes due to the delocalized 

wavefunctions of the band-edge states. (c,d) If we compare the magnitude of the early 

(A) and late (B) time signal, the relationship between carrier density and the “on-set” of 

Auger can be compared for all three measurements. (d) The onset for Auger interactions 

is the same regardless of the measurement method, which indicates that while we have 
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a broad range in lifetimes based on the measurement method, they are all related to 

multicarrier interactions and Auger dynamics.  

Figure 4.1.2.5: (a,b) Measurement of the excited-state absorption spectrum for CIS/ZnS 

QDs at non-resonant (a) and (near)-resonant (b) excitation. (c) Summary of the data in 

(a,b) at the 1 ps delay time shows that the magnitude of the bleach is relatively weak in 

comparison to the linear absorption. However, it is much stronger for (near)-resonant 

excitation measurements due to the dominance of hole localization in TA dynamics, which 

indicates that the majority of the ensemble has Cu1+ defects.  

Figure 5.1.2.1 Transmission electron microscopy (TEM) images of CuInSexS2-x QDs and 

their optical spectra. (a) TEM images of CuInSe1.6S0.4 QDs with a mean height of 5.5 nm 

and a standard deviation of 1.8 nm. (b) Optical absorption (blue solid lines), 

photoluminescence (PL; red solid lines), and early-time TA (green circles, 1-ps pump-

probe delay; Gaussian fits are shown by black dashed lines) spectra of CuInSexS2-x QDs 

with a varied Se fraction; all samples have approximately the same height of 5.0 - 5.7 nm. 

(c) Schematic representation of optical transitions responsible for the VB-to-CB 

absorption (blue arrow) and intragap PL (red wavy arrow); the latter transition involves a 

native Cu-related defect (Cu*). 

Figure 5.1.2.2 Electrochemical studies of CuInSexS2-x QDs and energies of optically and 

electrically active states as a function of a varied Se content (fSe). (a) Cyclic 

voltammograms (CVs) of CuInSe1.6S0.4 QD colloidal solutions; mean QD height is 5.5 nm. 

The potential is scanned from 0 to 2 V (forward scan), then to -2 V (reverse scan) and 

finally back to 0 V. An intra-gap wave with onset at -5.14 V (obtained from the intersection 
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of the red dashed lines) observed during the forward scan is ascribed to oxidation of Cu1+ 

to Cu2+. The second oxidation wave with onset at -5.58 eV is due to hole injection into the 

QD VB. The position of the CB level is obtained as a sum of the VB energy and the optical 

band gap. (b) Energies of the CB (blue solid circles) and VB (green solid squares) levels 

for CuInSexS2-x QDs with different fSe based on CV and optical measurements. The purple 

open diamonds (Cu*
EC) show the redox potential of the intragap feature ascribed to the 

Cu* defect, and the red open squares (Cu*
PL) correspond to the energy of the intragap 

state obtained based on the apparent Stokes shift from the optical measurements (Figure 

5.1.2.1b). The energies of native donor and acceptor defect states obtained from 

transport measurements are shown by orange open up-point triangles and yellow open 

down-point triangles, respectively.  

Figure 5.1.2.3 Charge transport measurements of CuInSe1.6S0.4 QD films incorporated 

into FETs. (a) A schematic representation of a bottom-gate, bottom-contact QD-FET. (b) 

Output characteristics (IDS vs. VDS) of a gold-contact FET made of as-synthesized 

CuInSe1.6S0.4 QDs with long native ligands (the mean QD height h = 5.5 nm), which shows 

a p-channel behavior. (c) Output characteristics for a gold-contact FETs based on QDs 

treated with EDT ligands. (d) A top-view SEM image of an In-contact CuInSe1.6S0.4 QD-

FET along with the plot of the In/(Cu+In) ratio as a function of location along the channel 

before (red symbols) and after (blue symbols) heat treatment at 250 oC, as determined 

by EDS. (e) Output characteristics of the In-contact CuInSe1.6S0.4 QD-FET after thermal 

annealing, which show a nondegenerate n-channel behavior. (f) Transfer characteristics 

(IDS vs. VGS) of the device shown in ‘e’ measured at VDS = 20 V, which corresponds to the 

saturation regime. Solid and dotted lines are the forward and the reverse scan, 
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respectively. The linear extrapolation of the (IDS)0.5 transfer curves measured for large 

positive voltages are used to determine a threshold voltage, Vth (blue lines); values Vth,F 

and Vth,B are obtained from the forward and reverse (backward) scans, respectively. 

Figure 5.1.2.4 The two-state conductance model for explaining the dependence of carrier 

mobilities in CuInSexS2-x QD films on the Se/(Se+S) ratio and temperature. (a) Electron 

(blue) and hole (red) mobilities obtained from FET measurements of, respectively, n 

(indium contacts; EDT-treated, annealed QD films) and p (gold contacts; EDT treated QD 

films) type devices (symbols) in comparison to fit lines produced by a two-state 

conductance model (lines). Based on the fits, gC,D = 1.76, µD = 7.2×10-6 cm2 V-1 s-1, µCB = 

9×10-3 cm2 V-1 s-1, ΔEe,S = 416 meV,  ΔEe,Se = 17 meV (n-type films) and gV,A = 0.5, µA = 

4.6 × 10-6 cm2 V-1 s-1, µVB = 6.4 × 10-3 cm2 V-1 s-1, ∆Eh,S = 330 meV, ∆Eh,Se = 10 meV (p-

type films). The energy gap between the band-edge and the defect states as a function 

of fSe is displayed in the inset by solid blue (n-type films) and open red (p-type films) 

symbols. The absolute energies of defect states derived from charge transport studies 

are shown in Figure 5.1.2.2b by orange open up-point triangles (donors) and yellow open 

down-point triangles (acceptors). (b) A schematic depiction of the two-state conductance 

model for the CuInSexS2-x QD films. In this model, carriers are transported via two 

thermally coupled states. A higher-mobility state is ascribed to the intrinsic CB (n-type) or 

VB (p-type) levels (blue), and the lower mobility state to the native donor (n-type) or 

acceptor (p-type) defects (red). In thermal equilibrium, the relative occupancies of these 

states and the resulting apparent mobility are defined by the fSe–dependent inter-state 

energy gap (ΔEe or ΔEh) and temperature according to eq 3. (c) Temperature-dependent 

electron mobility measured in the linear regime for the n-type CuInSe1.6S0.4 QD film (h = 
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5.5 nm) (symbols) along with a fit (line) using the two-state conductance mode. The ΔEe 

energy produced by this fit (16.9 meV) is virtually identical to that obtained from the room-

temperature fSe-dependent measurements (17 meV; the inset of panel ‘a’).  

Figure 5.1.2.5 Effect of ALD treatment on characteristics of the n-type CuInSe1.6S0.4  QD 

FET. (a) Output characteristics of the ALD-treated indium-contact CuInSe1.6S0.4 QD-FET 

(h = 5.5 nm). (b) Transfer characteristics of the same device. Charge transport 

parameters are significantly improved upon ALD treatment as discussed in the text. 
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Motivation & Interest in Quantum Dots with Copper Impurities 
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1.1. Introduction: Climate Change & Quantum Dots  

Early signs of ecological deterioration such as widespread coral bleaching of the 

Great Barrier Reef offer prescient examples of the perils of climate change.1 Hallegatte 

et al. recently categorized the most pertinent concerns to include: (1) unique and 

threatened systems (e.g. rainforests and their dependent societies); (2) extreme weather 

events (e.g. coastal flooding and drought); (3) the uneven distribution of impacts (e.g. 

effects on poor and rural communities); (4) global aggregate impacts (e.g. loss of 

biodiversity and economic contraction); and (5) large-scale singular events (e.g. glacier 

calving in Greenland).2 Each of these categories were designated to be of “High” or “Very 

high” concern if global mean temperatures climb to 3 °C above that of the year 1870 (~2.2 

°C from 2016). The origins of our precarious climate trajectory are closely associated with 

rapid industrialization and burgeoning green-house gas emissions (e.g. carbon-dioxide, 

methane, nitrous oxide, hydro-fluorocarbons, per-fluorinated compounds, and sulfur 

hexafluoride). Carbon-dioxide (CO2), in particular, is closely associated with both global 

warming and fossil fuel usage, and the cumulative increase in anthropogenic CO2 since 

the industrial revolution is nearing 2000 PgC — correlating to a ~0.8 °C rise in the global 

mean temperature. As described by the Intergovernmental Panel on Climate Change 

(IPCC), halting the steady rise in anthropogenic CO2 is pivotal to the sustainability of 

global society.  

The 21st conference of the UNFCCC (United Nations Framework Convention on 

Climate Change) in Paris released a policy roadmap for limiting warming to 2 °C (pursuing 

efforts to 1.5 °C) above pre-industrial levels by 2100.3 However, achieving these emission 
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targets will be difficult. Atmospheric carbon has an exceptionally long lifetime that strictly 

limits the emissions budget. Further, expanding affordable electricity access in rural 

communities with low human development indices (HDI) is typically difficult without using 

fossil fuels, which tend to have higher efficiency and/or lower cost than alternative energy 

sources. The juxtaposition of expanding inexpensive energy access, while maintaining 

strict emission standards remains a significant scientific and technological challenge.  

There are essentially three areas in which electricity access can inexpensively 

expand: grid, decentralized, and end-use technology.4 Photonic devices have the 

potential to impact each of these realms. Over the last several decades the efficiency of 

solar cells has steadily improved with the average cost dropping sharply.4 Thus, leading 

to a massive expansion of both grid and decentralized (defined as individual 

housing/building unit) usage. The increasing success of solar cells has spurred interest 

in new scientific thrusts for unconventional methods of solar energy harvesting (e.g. 

photovoltaic windows and wearable devices).5 Advances in grid and decentralized solar 

energy harvesting when coupled with the expansion of energy-efficient end-use 

technology (e.g. replacing incandescent light bulbs and energy inefficient displays with 

high-performance light-emitting diodes, or LEDs) can vastly improve the feasibility of 

expanding energy-access while lowering our carbon footprint.4   

Quantum dots (QDs) have emerged as a viable technological alternative to bulk 

and organic semiconductors for producing low-cost and high-efficiency solar and LED 

technology.5 Yet, several barriers have limited their commercial impact. For example, 

most early chalcogenide-based QDs use heavy metals (e.g. Cd for visible emission, or 

Pb for near-IR emission), which are highly toxic. This has spurred interest in ternary 
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quantum dots with copper cations such as Cu-doped ZnSe, CuxIn2-xS2 (CIS), CuxIn2-xSe2 

(CISe), and CuxIn2-xSe2-xSx (CISeS).6 However, several studies have shown that the 

(electro)-optical properties of these materials are distinct from typical II-VI or IV-VI QDs 

(e.g. large Stokes shifts, long radiative lifetimes, broad linewidths, and tunable polarity for 

charge transport). Notably, these unique properties have different implications for several 

(electro)-optical device schemes. For example, reabsorption losses in photovoltaic 

windows can be mitigated by the large Stokes shift, which improves the external quantum 

efficiency in larger-scale devices. On the other hand, the broad linewidths decrease color 

purity for QD-LEDs.5 Therefore, the future development of synthetic/device architecture 

routes for achieving high-performance photonic devices hinges on understanding these 

(electro)-optical processes, and controlling them. 

To address these concerns, this thesis will elucidate the unique light absorption, 

emission, and charge transport mechanisms for QDs with Cu cations. Specifically, theory 

and experiment will be combined to understand the origin of the large Stokes shift, broad 

optical spectra, carrier trapping, Auger processes, and transport characteristics of QDs 

with copper cations broadly, and with particular emphasis on CIE (where E = S,Se) QDs. 

Structure-property relationships will be explored experimentally via electrochemistry, in 

situ spectroelectroelectrochemistry (SEC), single-dot spectroscopy, magneto-optical 

spectroscopy, and ultra-fast spectroscopy studies. Theory will emphasize density 

functional theory (DFT) approaches informed by experimental observations, and results 

for both theory and experiment will be compared to device studies. Special attention will 

be devoted to connecting theoretical and experimental results to achieve the 

technological goals outlined above. These are best summarized as ultra-high quantum 
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yields, fast carrier transport, and exploring the possibility of Stokes-shift and linewidth 

engineering for photovoltaic windows and QD-LEDs.  

1.2. Nanocrystal Quantum Dots: Materials Chemistry & Device Physics 

1.2.1. Unique Properties Arising from Quantum Confinement 

Electronic States & Size-Dependent Optical Properties. Development of high-

performance semiconductor (electro)-optical devices requires a thorough understanding 

of the electronic structure for the active material(s). The periodic potential felt by a particle 

in the repeating environment of a semiconductor crystal is best represented as Bloch 

waves (eqn. 1):  

@AB C = DAB C exp	 HI ∙ C                                                                                                         (1) 

where the wave functions are represented by band index n and wave vector k, and unk is 

a function with the periodicity of the crystal lattice.5 Band structure for semiconductors is 

generally depicted by plotting the energy of the particle as a function of its position in 

wave-vector k. This is done according to the effective mass approximation, which argues 

that the movement of particles over distances larger than the lattice spacings differs from 

that of vacuum. As such, they can be approximated as free particles with an effective 

mass (KLMM
N,O ). This simplifies the complex periodic potential felt by the particle in the lattice 

and allows us to graphically determine the band gap by the curvature of the valence and 

conduction bands at k=0. This is shown with eqn. 2 and eqn. 3:  

&B
N = PQBQ

$RSTT
U + &W                                                                                                                            (2) 
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&B
N = − PQBQ

$RSTT
Y                                                                                                                                   (3) 

where Eg represents the band gap, c the conduction band, and v the valence band. 

When a photon of a high enough energy is absorbed by the semiconductor, a 

valence band electron will be excited to the conduction band forming an exciton (electron-

hole pair). The natural length scale of the electron, hole, and exciton (bound hydrogenic-

like state formed as a result of the Coulombic attraction between the electron and hole) 

are referred to as the Bohr radii. The Bohr radii is material-dependent and can be 

approximated by eqn. 4:  

Z9 = [ R

R∗ Z]                                                                                                                                   (4) 

where R
R∗  refers to the mass of an electron at rest divided by the mass of the particle, [ 

the dielectric constant, and Z] the Bohr radius of the Hydrogen atom.7 However, if the 

dimensions of the nanocrystal are smaller than the exciton Bohr radius, the electron-hole 

pair is confined by the dimensions of the material. This is referred to as quantum 

confinement, and results in the relevant band energy minima/maxima becoming 

increasingly separated. As the spatial separation of the nanocrystal energy levels 

becomes more pronounced, their interactions weaken until they form a series of 

quantized energy levels (Figure 1.2.1.1). Referred to as the single-band approximation, 

this allows for the band structure to be represented by discrete wave vectors k 

approximated from the curvature of the continuous Γ-centered bulk semiconductor 

Brillouin zone.5  
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Figure 1.2.1.1. Idealized comparison of the energy bands for a bulk semiconductor (left) and 
spherical QD (right) made of the same material. Bulk semiconductors show a parabolic dispersion 
of the carrier kinetic energies, which then transform to discrete atomic-like energy levels in QDs. 
VB and CB refer to the valence and conduction bands, respectively. The band gap is represented 
by Eg.  

  Quantum dots (QDs) refer to materials in which confinement occurs in all three 

spatial dimensions.5, 7 Considering that confinement results from the crystal size shrinking 

below the exciton Bohr radius, confinement effects become stronger as the nanocrystal 

radius decreases further. Hence, the band gap of QDs can be altered not only by 

changing material composition, but also by decreasing crystal size. These unique 

properties allow for quantum dots to have size-tunable absorption and emission spectra 

as well as exhibit several other unique phenomena described in subsequent sections.  

Multicarrier Interactions. Quantum confinement also leads to enhanced 

multicarrier interactions, and more pronounced Auger processes.5 Auger recombination 

emerges when the excitation energy for an e-h pair is transferred to other carriers instead  

description of these states employs the effective mass
approximation, wherein the QD wave function is presented as
a product of an envelope wave function and a Bloch wave
function.66 The envelope wave function describes the carrier
motion in the QD confinement potential, while the Bloch
function describes the carrier motion in the quickly oscillating
potential of the underlying crystal lattice. In principle, the Bloch
component comprises wave functions of multiple bulk semi-
conductor bands. However, if the interactions between different
bands are weak (e.g., in the case that the relevant band minima/
maxima are widely separated in either energy or momentum
space), each of them gives rise to an independent series of
quantized levels. This corresponds to a so-called single-band
approximation.
Applying this approximation to a spherical particle of radius R

with an infinitely high potential barrier, we obtain that the
envelope wave function is a product of the spherical Bessel (jL)
and spherical harmonic (YL,M) functions:

66

θ φ
ϕ

ϕ θ φΦ =
+

r
R

j r R

j
Y( , , ) 2 ( / )

( )
( , )n L M

L n L

L n L
L M, , 3

,

1 ,
,

(1)

where r is the radial coordinate, θ and φ are the angular
coordinates, and ϕn,L is the nth root of the spherical Bessel
function of the Lth order. Quantities n, L, and M represent the
quantum numbers of the corresponding quantum mechanical
problem. The energies are degenerate with regard to M;
therefore, in the notation of the quantized states, M is often
omitted and the state is denoted by a pair of n and L, in which n is
usually shown by the number and L by the letter (S, P, D, ... for L
= 0, 1, 2, ..., respectively).

The energies of the quantized states can be derived from those
of the parental bulk semiconductor using a set of discrete wave
vectors (k) that are equal toϕn,L (Figure 1). This approach yields

ϕ
=

ℏ
E

mR2n L
n L

,

2
,

2

2 (2)

where ℏ is Planck’s constant and m is the particle mass, which is
replaced by the effective electron (me) or hole (mh) mass in the
case of the conduction or the valence band, respectively. The
quantized states are ordered in energy according to the values of
ϕn,L that form the following progression: π (n = 1, L = 0), 4.49 (n
= 1, L = 1), 5.76 (n = 1, L = 2), 2π (n = 2, L = 0), etc. The
corresponding states are 1S, 1P, 1D, 2S, etc. (Figure 1; at right).
The energies of quantized states increase with decreasing radius
as the inverse square of R. They also increase with decreasing
effective mass. In II−VI and III−V semiconductors, the hole
mass is typically much greater than the electron mass (in CdSe,
e.g.,mh/me≈ 6); therefore, the conduction-band levels in QDs of
these materials are much more sparse than the valence-band
levels.
The envelope function of the ground state (n = 1, L = 0,M = 0)

has the form

θ φ π
πΦ =r

R
r R

r
( , , ) 1

2
sin( / )

1,0,0 (3)

The corresponding energy is

π= ℏE
mR21,0

2 2

2 (4)

In QDs, the band gap energy (Eg) is defined by the spacing
between the band-edge electron (1Se) and hole (1Sh) levels
(Figure 1; at right), and it can be calculated as the sum of the bulk
band gap (Eg,0) and the E1,0 energies of the electron and the hole:

π π π= + ℏ + ℏ = + ℏE E
m R m R

E
m R2 2 2g g

e h
g

eh
,0

2 2

2

2 2

2 ,0

2 2

2
(5)

wheremeh =memh/(me +mh) is the reduced electron−hole (e-h)
mass. The difference between the QD band gap and the band gap
of the parental bulk material sometimes is referred to as the
confinement energy, Ec = Eg− Eg,0. The value of Ec increases with
decreasing QD size as R−2, and in small particles it can approach
the bulk band gap and even exceed it in the case of narrow-gap
materials.
So far, we have neglected the Coulomb e-h interaction. The

energy of this interaction is given by

ε= − | − |V er r
r r

( , )eh e h
e h

2

(6)

where e is the elementary charge, re and rh are the electron and
hole vector coordinates, and ε is the dielectric constant. In bulk
materials, this term gives rise to the e-h bound states or excitons.
In small size colloidal QDs, the confinement energy is usually
much larger than the exciton binding energy. Therefore, the
spatial extent of the electronic excitation is defined not by the
Coulomb interaction but by the boundaries of the nanocrystal. In
this case, the Coulomb interaction can be treated as a small
correction to electronic energies, which can be calculated within
the first-order perturbation theory. Applying this approach to the
electron and hole band-edge states, we can obtain the following
expression for the first-order Coulomb correction to the band
gap:68,69

Figure 1. Idealized model of electronic states in a bulk semiconductor
(left) and a spherical QDmade of the samematerial (right). Continuous
bands of a bulk semiconductor with parabolic dispersion of carrier
kinetic energies (Ek ∝ k2; k is the wave vector) in the valence and
conduction bands (denoted VB and CB, respectively) transform into
discrete atomic-like levels in the case of the QD. The energies of the QD
electronic states can be derived from those of the bulk semiconductor
assuming discrete values of k = ϕn,L = π (1S), 4.49 (1P), 5.76 (1D), 2π
(2S), etc. The vertical lines depict nominally allowed optical transitions
according to the simple selection rules Δn = 0 and ΔL = 0.67

Chemical Reviews Review
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Figure 1.2.1.2. Auger recombination pathways normally observed in QDs: (a) negative trion (X−), 
(b) a positive trion (X+), (c) a biexciton (2X), and (d,e) a triexciton (3X) where X refers to the 
number of e-h pairs. Trions represent the case where the energy released during recombination 
is transferred to a CB electron (X-) or VB hole (X+). Biexcitons describe two excitons and 
triexcitons three excitons where Auger recombination can occur via X+ or X- pathways. For 
triexcitons, there are symmetric (d) and asymmetric (e) pathways where symmetric refers to the 
case where all charge carriers are in the 1S (CB or VB) states and asymmetric when there are 2-
fold degenerate 1S levels resulting in a third carrier in the 1P state.  

of undergoing a radiative transition (Figure 1.2.1.2).5, 8 In bulk semiconductors, the Auger 

decay rate can be described by eqn. 5:  

C. ∝ _`7 −
ab:c
Bde

                                                                                                                          (5) 

where f. is an electronic structure-dependent constant specific to the material. The 

expression predicts Auger recombination to decrease at lower temperatures due to the 

decreasing kinetic energies of the carriers. Recognizing that translational momentum and 

energy must be conserved, at absolute zero the carriers have no kinetic energy and Auger 

recombination cannot occur. However, for QDs the Coulombic e-h energy can be smaller 

than confinement energy (e.g. exciton binding energy for PbSe is ~0.6 meV vs. ~1 meV 

extremely low emission QYs of charged excitons (only a few
percent relative to the single-exciton PL QY).
In a similar way, the nonradiative Auger process is also the

dominant recombination mechanism of a biexciton, which is a
neutral state consisting of two e-h pairs. Although, according to
statistical scaling, the radiative decay rate of a biexciton (kr,2X) is
four times faster than that of a single exciton (i.e., kr,2X = 4kr,1X),
the PL QY of biexcitons in QDs is extremely poor (even smaller
than that of a charged exciton), again due to nonradiative Auger
recombination. Auger decay of a biexciton can occur via one of
the two independent pathways wherein either an electron or a
hole is excited within the same band in the course of e-h pair
recombination. These two decay channels are commonly
referred to as the negative and positive trion pathways,
respectively (Figure 19c). Correspondingly, the biexciton
Auger recombination rate (kA,2X) can be expressed as twice the
sum of Auger decay rates of X− (kA,X−) and X+ (kA,X+), i.e., kA,2X =
2(kA,X− + kA,X+).259,266 Based on this relation, in QDs with mirror
symmetric conduction and valence bands, where the Auger decay
rates of X− and X+ are the same, the biexciton Auger decay rate is
four times that of the trion: kA,2X = 4kA,X− = 4kA,X+. The
experimental validation of the direct correspondence between
the biexciton Auger decay rate and those of trions has been
conducted for QDs with both mirror-symmetric (PbSe267) and
strongly asymmetric (CdSe266) band structures.

Auger decay rates of multiexciton states are expected to
progressively increase with the number of charge carriers in a QD
due to the increase in both the number of recombination
pathways (given by NeNh) and pathways whereby the e-h
recombination energy is transferred to the third carrier [given by
(Ne + Nh − 2)]. If all recombination and energy-transfer
pathways have identical rates (Figure 19d), the Auger decay rate
of the (Ne,Nh) states can presented as kA(Ne,Nh) = (1/8)
NeNh(Ne +Nh− 2)kA,2X, where kA,2X is the biexciton Auger decay
rate.268 As in the case of radiative recombination of multicarrier
states, this scaling of Auger lifetimes is often referred to as
“statistical.”When applied to a neutralN-exciton state (N≥ 2), it
yields kA,NX = (1/4)N2(N − 1)kA,2X. We can see that the Auger
recombination rate of a triexciton is 4.5 times faster than that of a
biexciton, and kA,NX increases very rapidly with N, approximately
proportional to the cube of N for large N. On the other hand,
according to statistical scaling the radiative decay rate of
multiexcitons increases quadratically with N and is given by
kr,NX = N2kr,1X. Assuming that nonradiative loss of multiexcitons
is determined primarily by Auger recombination and the single-
exciton PL QY is equal to one, the PL QY of the N-exciton state
(QN) can be calculated asQN = 4(kr,1X/kA,2X)/(N− 1), showing a
gradual diminishing ofQN with exciton multiplicity due to strong
Auger recombination.
Despite its simple underlying assumptions, the statistical

argument serves as a good approximation for the scaling of both
radiative and nonradiative multicarrier dynamics and has been
frequently used to describe the experimental observations,
especially when investigating the pump intensity dependence of
PL.266−268 For example, statistical scaling was able to explain
multiexciton processes in PbSeQDs that can accommodate up to
8 electrons in the band-edge levels; the overall 8-fold degeneracy
of the band-edge states originates from the existence of the 4
equivalent band minima at the L-points of the Brillouin zone and
the 2-fold spin degeneracy.269 Based on pump intensity
dependence of PL dynamics in PbSe QDs, the ratio of radiative
decay rates between the biexciton (or the triexciton) and the
single exciton was found to be close to 4 (or 9),264 as expected
from the statistical scaling. The ratio of Auger decay rates
between the biexciton and the triexciton in PbSe QDs with a
radius of 4 nm was measured to be ∼4, which also agrees
reasonably well with a value of 4.5 predicted by statistical
scaling.268

In the case of a 2-fold degeneracy of the 1S band-edge level, the
scaling of Auger rates needs to be modified, as for states withN >
2 the electron and the hole of the third exciton (and other
additional excitons) should be in the 1P state (Figure 19e). In
this case, assuming that no S−P interband transitions are
allowed, the ratio of Auger decay rates between a triexciton and a
biexciton is estimated to be 2.5.268 This explains the observations
for CdSeQDs for which the experimental values of the kA,3X/kA,2X
ratio (∼2.3−3.4)34,268 are lower than those expected based on
purely statistical scaling.

4.2. Universal Volume Scaling of Auger Lifetimes

As discussed above, Auger recombination is a fairly inefficient
process in bulk semiconductors (especially in wide-gap
materials) but it becomes increasingly efficient as the dimensions
of a semiconductor structure become reduced such that
electronic states develop atomic-like QD features. Consequently,
the Auger lifetimes are expected to vary with QD size, although it
is difficult to predict the exact size-dependence of the Auger
decay rate based on theoretical considerations alone. However,

Figure 19. Auger recombination of (a) a negative trion (X−), (b) a
positive trion (X+), and (c) a biexciton (2X). The energy released during
e-h recombination is transferred to an electron for X− or to a hole for X+.
In the case of biexciton Auger recombination, the energy of the e-h pair
can be transferred to either an electron (X− pathway) or a hole (X+

pathway). Possible recombination pathways of (d) a symmetric
triexciton, in which all charge carriers reside in the 1S conduction- or
valence-band state, and (e) an asymmetric triexciton realized in QDs
with 2-fold degenerate 1S levels when the third carrier resides the 1P
state.

Chemical Reviews Review

DOI: 10.1021/acs.chemrev.6b00169
Chem. Rev. 2016, 116, 10513−10622
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for confinement).5 Hence, electron and hole motions are not correlated and the discrete 

energy levels of QDs are classified by angular momenta.9-11 Additionally, confinement in 

a smaller spatial regime results in enhanced Coulomb coupling. This is further augmented 

by reduced dielectric screening due to the lower dielectric constant of the solvent/medium 

than the QD itself.5 As a result, Auger recombination can occur in the 0 K limit for QDs 

due to the less stringent requirements for conservation of angular momentum, stronger 

Coulomb coupling, and reduced dielectric screening.  

Auger recombination occurs through three basic pathways: negative trions (Figure 

1.2.1.2a), positive trions (Figure 1.2.1.2b), and neutral (Figure 1.2.1.2c-e) multiexcitonic 

states.12 In this depiction, negative (positive) trion pathways emerge when there is an 

extra electron (hole) in the conduction (valence) band and neutral multiexcitons occur 

when 2 (biexciton in Figure 1.2.1.2c) or more (triexciton in Figure 1.2.1.2d,e) e-h pairs 

form. The decay rate and the technological relevance of these recombination pathways 

can best be understood through statistical scaling laws.12 As the number NX of carriers 

increases, the possible conduction-band to valence-band transitions (NeNh) and energy 

transfer pathways (Ne+Nh-2) scales according to eqn. 6:  

0gS,gh. = 80$. jLjP jL + jP − 2 k#                                                                                       (6) 

where 0$. represents the biexciton decay rate. Considering that the Auger decay rate is 

faster than the charged exciton emission, Auger recombination typically dominates higher 

excitonic states and decreases quantum yields (QY). Further, as shown in eqn. 7:  

lmgS,gh = 8 nQb
nop

jL + jP − 2 k#                                                                                              (7) 
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radiative recombination rates scale more slowly with increasing carrier density than do 

Auger rates. Thus, limiting Auger recombination becomes increasingly important as 

higher carrier densities are achieved. Strictly speaking, the scaling laws described above 

only perfectly hold for carriers of identical symmetry and where other forms of quenching 

(e.g. surface carrier trapping) are negligible. However, several studies have shown that 

the statistical argument is a good approximation for understanding radiative and 

nonradiative multicarrier dynamics (e.g. emission pump-power dependence).13-15  

1.2.2. Quantum Dot Photonic Devices: Prospects & Challenges for Lowering 

Carbon Emissions 

Photovoltaic Windows. Luminescent solar concentrators (LSCs) are devices 

developed to concentrate solar radiation to produce electricity as photovoltaic (PV) 

windows.16-17 Recently, QDs have emerged as a viable organic dye alternative to enable 

the use of LSCs as semitransparent PV windows.6, 18-19 The conversion of energy-passive 

to energy-generation units in buildings, when combined with existing solar cell 

technologies, can aid in achieving zero-emission buildings and greatly lower our 

dependence on fossil fuels. In a typical design, an optical waveguide (e.g. flat plastic or 

glass slab) is doped or coated with QDs, which absorb both direct and diffuse sunlight 

and re-emit at a longer wavelength. Internal refection then allows for the re-emitted light 

to proprogate to the waveguide edges where it can be converted to electricity. For PV 

windows, the edges are the window frame, which are PV (e.g. Si) solar cells.  

The ability to use solution-processable materials, the non-angular dependence of 

absorption, and the low requirement for absorber concentration make PV windows more 
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cost-effective on a per unit area basis than conventional PV cells.5-6, 16, 18-19 Additionally, 

there is an increase in power output associated with conversion of incident photons to 

spectrally narrow light. This is because LSCs, when matched to a PV device allow for 

down-conversion of incident photons to the spectral peak of the device external quantum 

efficiency (EQE), which increases the photon-to-charge-carrier conversion. Thus, they 

offer a cost-effective route for increasing the solar radiation collection area in “off-grid” 

technology that enable decentralization of solar energy harvesting.  

The efficiency of an LSC is determined by the ability to control the loss pathways 

(Figure 1.2.2.1a and 1.2.2.1b).5, 19 These can be summarized as: geometric, scattering, 

and reabsorption losses. In regards to geometric losses, the contrast between the 

refractive indices of the waveguide material and its surroundings (e.g. air) determine the 

reflectivity and optical transmittance of the top surface of the waveguides. The QDs 

absorb a fraction of the transmitted light within the waveguide. The fraction of solar 

radiation absorbed, as determined by their absorption cross-section, concentration, and 

device thickness is then re-emitted isotropically at lower energy. Electrons and holes 

generated in the re-emitted light can only be trapped inside the matrix and used in the 

window’s PV-edges if it approaches the waveguide/air interface with a certain incidence 

angle (θ ≥ θc). Geometric losses refer to the rest of the re-emitted light, which is lost within 

the “Escape cone” corresponding to the top or bottom surface of the waveguide. 

Scattering losses refer to the light that is emitted outside of the escape cone, which is 

then subject to scattering due to surface or bulk defects and is then redirected into the 

escape cone. Finally, the remaining light can then either be extracted by the PV cells or 

lost by reabsorption. The reabsorption losses can either be due to emission back into the 
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Figure 1.2.2.1. Schemes for QD-LSC fabrication are shown in (a) and (b). QDs are represented 
by purple spheres, blue represents the glass or polymer matrix, and the window edges which form 
the PV cells are shown in silver. A more detailed description of losses are shown in (b): geometric 
(1), scattering (2), reabsorption followed by emission into the “Escape cone” (3), and reabsorption 
followed by nonradiative recombination (4). An ideal LSC material is shown in (c) where step-like 
absorption (∝#), which overlaps with most of the solar spectrum (grey lines) is shown by a black 
line. To limit reabsorption losses, this material would ideally remit at a much lower energy (∝$). 

escape cone, or nonradiative recombination in the QDs.  

Performance metrics for LSCs are generally quantified as shown by eqn. 8-10.5, 19 

For eqn. 8:  

qr,= s = 1 − u s 1 − _kv w + qex sLR qyr sLR × 1 − qx. sLR 1 − q, sLR       (8) 

qr,= represents the single-wavelength external optical efficiency, R the reflectivity of the 

waveguide material, qyr re-emitted light (function of quantum yield), qex geometric losses 

into the escape cone, q, scattering losses, qx. reabsorption losses, d device thickness, 

and	{ s  absorption cross-section. In this scenario qr,= s = Φ}~e sLR /ΦÄg s  where 

Φ}~e sLR  is the output photon flux at the QD emission wavelength and ΦÄg s  is the 

incident photon flux from the light source. The external quantum efficiency (qr,=,Å:) and 

power conversion efficiency (qr,=,y:) are then determined by eqn. 9 and 10:  

converted into electricity by PV cells installed along the slab
perimeter (Figure 62a).562−564 There are several sources for
performance versus cost gains in this scenario. LSCs are much
less expensive to produce than PV devices on a per unit area basis,
so like a conventional optical concentrator (e.g., a Fresnel lens),
they represent a cost-effective means for effectively increasing the
collection area for a smaller solar cell. In addition to increasing
the flux of radiation incident onto the PV device and thus
boosting the photocurrent,563,570 this minimizes concerns
regarding the cost of the PV material itself, allowing one to use
higher efficiency devices that would be prohibitively expensive to
produce in large-area forms. Importantly, unlike a lens, the
collection efficiency of an LSC is not strongly dependent on the
angle of incidence of the light, making them uniquely effective at
capturing diffuse and reflected light. Finally, an additional
increase in the power output can be realized because LSCs
convert the incident solar spectrum into spectrally narrow light.
For a typical solar cell, the quantum efficiency of the photon-to-
charge-carrier conversion process (expressed as the EQE;
Section 7.6.3) varies with photon energy, and usually falls
dramatically in the UV part of the spectrum. An LSC can be
matched to a PV device such that all absorbed photons are down-
converted to a wavelength at which conversion is most efficient
(the spectral peak of the EQE for a given device).
Based on these potential advantages, the LSC concept was

originally introduced in the 1970s in an attempt to mitigate the
high costs associated with crystalline silicon (c-Si)
PVs.570,572−574 Despite a great flurry of experimental and
theoretical studies,564,566,568,571,575−579 low oil prices over the
past four decades, together with technical bottlenecks associated
with the limitations of dyes that prevented the realization of real
world LSCs, have led to near abandonment of the field. More
recently, however, QDs with optical properties nearly ideal for
LSC applications64,325,567,580 have instigated a renaissance that

might lead to commercialization of QD-LSCs for building
integrated PV applications in the near future.
In this Section, we will discuss the basic operating principles of

LSCs and review the most promising QD-based approaches for
the realization of efficient, large-area devices. Particular emphasis
will be placed on the fundamental physical mechanisms, and
consequent advantages and limitations of so-called “Stokes-shift
engineering” strategies that are being pursued for achieving
“reabsorption-free”QDs for large-area LSCs. We will also review
and examine strategies for controlled incorporation of QDs into
polymer matrices to serve as LSC waveguides, as well as
colorimetric evaluations of the aesthetic and functional impact of
building-integrated PV-windows based on QD-LSCs, in
comparison to those based on organic dyes.

8.2. Operating Principles and Main Characteristics of
Luminescent Solar Concentrators

As mentioned above, the basic LSC design consists of a plastic or
glass waveguide doped or coated with fluorophores, and coupled
to PV cells along the perimeter edges (Figure 62a). The
efficiency with which light incident upon the surface of the LSC
can be guided to the PV cells is subject to a number of potential
loss processes along the path (Figure 62b), all of which combine
to reduce the overall efficiency of the device. Upon irradiation of
the LSC with sunlight, a fraction of the incident flux is reflected
from the top surface of the matrix, as determined by the
reflectivity (R) of the waveguide material, which is a function of
the contrast between its refractive index (n) and that of its optical
surroundings (n = 1 for air). For an LSC with refractive index n =
1.5 (typical for silica glass and common transparent plastic
matrixes across the UV and visible portions of the solar
spectrum), at normal incidence, the optical transmittance (T)
of the top surface of the waveguide is T = (1− R) = 1− [(n− 1)/
(n + 1)]2 = 0.96. Of this transmitted light, a fraction is then
absorbed by the fluorophores within the waveguide, as

Figure 62. (a) Schematic representation of an LSC made of a transparent matrix doped with fluorophores. (b) Depiction of possible optical losses: (1)
geometric loss due to isotropic emission into the escape cone defined by the refractive index contrast between the matrix and the surrounding medium;
(2) scattering at surface or bulk defects, followed by propagation through the interface; (3) reabsorption followed by emission into the escape cone; and
(4) reabsorption followed by nonradiative recombination. (c) Schematic depiction of the optical properties of an idealized LSC emitter featuring a step-
like optical absorption (black line) covering the majority of the solar spectrum (gray line), and a substantial effective Stokes shift (ΔS) with α1 ≫ α2.
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qr,=,Å: = qr,= s Ç s d	s 	 Ç s d	s k#                                                                              (9) 

qr,=,y: = sLR k# qr,= s Ç s d	s 	 Ç s d	s k#                                                               (10) 

where the spectral density of solar photon flux is Ç s .  

There are several ways to boost LSC performance based on the relations derived 

from equations 8-10. A clearly important parameter is the development of materials with 

a large absorption coefficient so as to maximize the fraction of solar radiation that can be 

converted into electricity.5, 19 Naturally, this must be coupled with high quantum yields and 

scattering-free optical waveguides, which allow for the generated charges to be utilized 

efficiently by the PV cells. Further, an ideal fluorophore would have little to no spectral 

overlap to limit reabsorption losses ({# ≫ {$ in Figure 1.2.2.1c). Of these optimization 

parameters, limiting reabsorption losses and increasing coverage of the solar spectrum 

are where QDs offer serious advantages over organic fluorophores. Organic fluorophores 

generally exhibit large band gaps, which are difficult to tune to the near-IR window.20-21 

Extending the conjugated system to decrease the effective band gap is difficult due to the 

progressive weakening of the dipole moment. This dipole weakening, in addition to 

intersystem crossing and strong electron-phonon coupling associated with the C-H bonds 

leads to a reduction in absorption/emission efficiencies.22-23 The size-dependent band 

gap of QDs allow for facile tuning to near-IR absorption/emission with high efficiencies. 

Reabsorption losses, on the other hand, are a direct function of the Stokes shift. The 

limited tunability of the Stokes shift for organic fluorophores typically results in either small 

or large Stokes shifts with an absorption profile that has strictly limited coverage of the 

solar spectrum.22-25 QDs, on the other hand, have a plethora of methods to tune the band 
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gap and Stokes shift such as heterostructuring, intra-gap doping, and formation of “native 

defects” (covered in subsequent sections).5-6, 16, 18-19  

Light-Emitting Diodes. Electroluminescent (EL) devices are generally 

constructed by sandwiching a luminescent material between two contact electrodes with 

interceding charge injection layers. Once an electric current is applied, electrons/holes 

are injected into the semiconductor conduction/valence bands from the contact 

electrodes, which then radiatively recombine and emit a photon equivalent in energy to 

the band or HOMO-LUMO gap (Figure 1.2.2.2a).5 Dissimilar to broadband blackbody 

radiation (incandescent light bulbs), or multiline atomic emission spectra (gas-discharge 

lamps), EL devices produce specific and spectrally narrow optical transitions. Considering 

that QDs are synthesized via “Wet chemistry” and devices are constructed using similar 

methodology to organic LEDs (OLEDs), many of the beneficial features of OLEDs (e.g. 

compatibility with both rigid and flexible substrates ranging from glass to fabric, potential 

for ultra-thin profile, and large area devices) are not lost. 

QD-LEDs, while possessing similar benefits to OLEDs, have several significant 

advantages.25-28 Most of these advantages stem from the narrow linewidths shown in 

Figure 1.2.2.2b where QD-LEDs are represented by solid lines and OLEDs by dotted 

lines. Strong electron-phonon coupling in OLEDs result in multiple emission peaks, which 

average to the broad full-width at half-maximum (fwhm) typically ~40-60 nm.22-24 Single-

dot emission spectra (Figure 1.2.2.2) clearly show that this effect is not present in QDs, 

and the spectral width of the QD ensemble is controlled, conversely, by size, composition, 

and shape distributions. This suggests that with fastidious control of synthetic and post-

synthetic processing conditions, QD ensembles can reach fwhm as narrow as 20 nm.  
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Figure 1.2.2.2. Typical device architecture for a QD-LED and the corresponding band diagrams 
are shown in (a). Electrons and holes are injected into the CB and VB bands after biasing the 
electrodes. The sharp emission shown in (b), results from recombination of these charge carriers. 
For (b), spectra for QDs are shown by solid lines and organic emitters in dotted lines. Clearly, the 
emission linewidth is much narrower for QDs, which leads to higher color purity. 

Additionally, the internal quantum efficiency (IQE) of OLEDs, defined as the ratio of 

emitted photons to e-h pairs electrically generated, is limited to 25% due to spin selection 

rules. Organic molecules can form an exciton with a total spin state of either 0 (singlet) or 

1 (triplet). Considering singlet formation has a 25% probability, and organic emitters 

strictly obey spin selection rules, the vast majority (75%) of e-h pairs generated are not 

LEDs as potential replacements for OLEDs. Figure 37b
compares representative EL spectra of LEDs based on red-,
green, and blue-emitting QDs (solid lines) with those of OLEDs
(dashed lines). The EL spectra of OLEDs comprise multiple
emission peaks owing to the strong electron−phonon coupling
in organic semiconductor materials; as a result, the overall EL
spectral width is large, typically exhibiting a full-width at half-
maximum (fwhm) of 40−60 nm. On the other hand, the spectral
width of QD emission is controlled by the distribution of size,
shape, and composition within a given QD ensemble, and for the
best samples it approaches the line widths observed for individual
QDs in single-dot measurements of ∼20 nm (Figure
37b).381,384,385 This exceptional color purity is particularly
important for applications in displays with an extended color
gamut (see Section 6.4.1 for details).
Another large advantage of QDs over organic molecules is the

absence of intrinsic limits on the maximum EL efficiency
imposed by spin selection rules. In OLEDs, electrically injected
electrons and holes can form an exciton with a total spin state of
either 0 (singlet, 25% probability) or 1 (triplet, 75%). Since
organic semiconductors strictly obey the spin selection rules that
forbid radiative recombination of triplet states, statistical

considerations limit their internal quantum efficiency (IQE) to
25% (IQE is defined as the ratio of the number of photons
emitted inside the active layer to the number of injected e-h
pairs). Therefore, for the past two decades, a major focus in the
OLED area has been on a molecular design seeking to utilize the
triplet states for radiative recombination. The explored strategies
include the use of heavy-metal containing molecules with strong
singlet−triplet mixing386−388 or molecules with a small splitting
between the singlet and triplet states (on the order of room-
temperature thermal energy, ∼26 meV), which facilitates reverse
intersystem crossing and leads to so-called thermally activated
delayed fluorescence.389−391 In contrast to organic molecules,
semiconductor QDs typically exhibit only a small dark−bright
exciton splitting (1−15 meV),33,78,392 which allows for efficient
thermal excitation of dark excitons into the bright state at room
temperature (see Section 2.5). As a result, QDs are not affected
by statistical limitations existing in OLEDs.
Since 1994, when the first prototype QD-LED was

demonstrated,50 a considerable improvement in the peak
external quantum efficiency (EQE, defined as the ratio of the
number of photons extracted from the device to the number of
injected e-h pairs) has been achieved via continuous improve-
ments in both the device architecture as well as the quality of QD
emitters (Figure 38). Early QD-LEDs utilized a device
architecture similar to that of OLEDs, but the resulting
performance, including efficiency, brightness, and stability, was
by far inferior to that of structrues based on organic emiters.393 A
leap in the performance of QD-LEDs was achieved by adopting
inorganic CTLs,394 and specifically metal oxides (e.g., ZnO) as
ETL materials.317 Recent high-performance QD-based devices
have utilized hybrid CTLs, i.e., an inorganic ETL and an organic
HTL.285,318−320,391,395,396 This type of architecture allows for
obtaining efficiencies and brightnesses that are comparable to
those of state-of-the-art OLEDs. The demonstrated record peak
EQEs for QD-LEDs are 20.2% for red,318 14.5% for green,319 and
10.7% for blue.319 The highest reported brightnesses are 106,000
cd m−2 for red,320 218,800 cd m−2 for green,317 and 7,600 cd m−2

for blue321 (see Section 6.3 for a discussion of the factors that
determine EQE); these values exceed the requirements for use in
both displays and lighting (see Section 6.4). Furthermore,
prototype QD-LED-based monochromatic322 and full-color
displays323 have also been demonstrated. These advances
collectively evince the significant potential of colloidal QDs as
a materials platform for the realization of the next generation of
displays and solid-state lighting devices.

6.2. Device Structure and Operational Mechanism

Brightness, lifetime, and efficiency are the critical performance
characteristics of LEDs. Requirements for LED brightness
depend on the specific application; in general, 100−1,000 cd
m−2 is adequate for displays, and 1,000−10,000 cd m−2 is
required for lighting.397 The typical industry standard for the
LED lifetime is over 10,000 h of operation. The efficiency should
be as close as possible to the ideal values of 100% IQE and∼20%
EQE within the application-specific brightness range. The high
efficiency is particularly important for application in portable
electronics where low energy consumption is essential. Low
quantum-efficiency devices also produce an abundance of excess
heat, which can further affect both device performance and
lifetime.
High PL QYs, narrow line widths, and the inherent stability of

their inorganic cores make QDs very promising for applications
in EL devices. However, a considerable obstacle has been the

Figure 37. (a) General schematic of a p-i-n QD-LED structure (top)
along with the corresponding energy band diagram (bottom). Electrons
(holes) from a cathode (an anode), transported by electron (hole)
transport layers, are injected into an active QD layer, where they
recombine to produce light. (b) Typical EL spectra of red-, green-, and
blue-emitting QD-LEDs (solid lines) and OLEDs (dashed lines).
Reproduced with permission from ref 360. Copyright 2013 Material
Research Society.
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utilized.22-24 QDs, however, typically have small dark-bright exciton splitting (1-15 meV) 

as dictated by eqn. 13:5, 29-31  

0 = nÖnÜ
nÖ #áàâä	 kãÜÖ/Bde ánÜ #áàâä	 ãÜÖ/Bde

                                                                                (13) 

where 0å refers to the inverse decay rate of the dark (d) and bright (b) exciton, and Δ+ç 

refers to the splitting energy in their fine structure. This is significantly smaller than thermal 

energy at room temperature (~26 meV), and allows for efficient thermal excitation of dark 

to bright excitons at low temperature. The exceptional color purity across the visible light 

spectrum and ability to circumvent the statistical IQE limitations of OLEDs suggests QDs 

can be a viable replacement for displays and energy-saving white-light LEDs.  

The QD-LED performance is generally evaluated in terms of brightness, energy 

efficiency, and lifetime. Limitations in device performance are generally dictated by 

several “loss” mechanisms including: surface trapping, Förster energy transfer, and Auger 

recombination.5 Surface trapping originates from structural defects associated with the 

QD surface during synthesis. Generally, trap lifetimes are shorter than band-edge 

recombination resulting in an emission quench that becomes increasingly strong at high 

trap densities. The most common way of increasing the quantum yield of QDs is 

heterostructuring with a second semiconductor, which fully covers the QD surface (shell-

growth). Förster energy transfer, on the other hand, originates from exciton diffusion. After 

excitation, an e-h pair is generated, which can then either recombine or be transferred to 

a second QD. Hence, making it susceptible to surface traps in both QDs. As a result, 

even in an ensemble where most QDs are trap free, the QY decreases significantly as a 

single exciton samples multiple QDs. This is particularly a problem with QDs, which 
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generally have small Stokes shifts (with exceptions outlined in subsequent sections), and 

significant spectral overlap between absorption and emission spectra. The efficiency of 

Förster energy transfer, the nonradiative analogue to exciton diffusion, increases as the 

dot-to-dot distance decreases, which makes it a particularly large problem for QD 

films/solid-state devices.  

Auger recombination, as outlined in Section 1.2.1., decreases quantum yields due 

to the faster rate constant compared to the radiative transition. In LEDs, this is particularly 

a problem due to excitation stemming from electron/hole injection directly into the QD 

bands. Dissimilar to optical pumping, the electron and hole generation rates are 

independent of each other allowing for a higher probability of trion formation. Notably, as 

biasing increases, the charge imbalance also increases resulting in a higher likelihood of 

Auger recombination at large current densities. Thus, it appears that the advancement of 

QD LEDs depends not only on increasing the PL quantum yield of the single exciton 

states, but suppressing Auger losses as well. 

1.3. I-III-VI2 Quantum Dots 

Basic Description & Competing Theories. Quantum dots have major 

advantages over conventional bulk and organic semiconductors for use in solar energy 

harvesting and energy-saving lighting applications. However, additional to the challenges 

already outlined, most high-performance devices developed thus far have been based on 

heavy metal (e.g. Pb or Cd) chalcogenides. The high toxicity of which, poses a serious 

challenge for future commercialization. Recently, non-toxic Cu-containing QDs such as 

doped II-VI, or ternary I-III-VI2 QDs including CuInS2 (CIS), CuInSe2 (CISe), and CuInSe2-
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xSx (CISeS) have emerged as a possible replacement.6, 32 

Despite the growing interest in using CIE (where E=S,Se), or similar Cu-containing 

QDs in (electro)-optical devices, a thorough understanding of their unique photophysics 

remains to be developed. The most notable examples include their abnormally large 

Stokes shifts and broad spectral linewidths. QDs generally have relatively small energy 

splitting in their fine structure, and correspondingly exhibit small Stokes shifts (e.g. 0.08 

eV for CdSe) and narrow linewidths (~100 meV) in (near)-homogenous ensembles. The 

photoluminescence (PL) off-set from the absorption edge in CIS, on the other hand, can 

range from 250-750 meV with linewidths as broad as 350 meV.6, 33-36 In addition, the 

radiative lifetime (200-500 ns) is abnormally long compared with CdSe despite having 

similar oscillator strengths.6, 33-36 To date, there have been several proposed mechanisms 

to explain these processes including: symmetry breaking in the exciton band-edge 

states,36 strong electron-phonon coupling,35 and intra-gap defects (Figure 1.3.1).33-34 

The concept of symmetry breaking in the band-edge states was developed by 

Shabaev and Efros (Figure 1.3.1a).36 Most QDs, to date, have cubic lattices that appear 

spherical at decreasing sizes. CIS, on the other hand, crystallizes in the Chalcopyrite 

phase and appears to form pyramidal QDs due to the elongated z axis and tetragonal 

symmetry. Shabaev and Efros, therefore proposed that the unusual crystalline phase 

results in tetragonal splitting of the Hamiltonian in the fine structure. This “symmetry 

breaking” results in a p-type symmetry for the band-edge odd hole state, s type symmetry 

for the band-edge even hole state, and s-type symmetry for the band-edge electron state. 

Typically, band-edge emission involves an s-s transition from the even states. For CIS, 

they argued that the p-s transition is only weakly allowed due to the low symmetry of the 
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Figure 1.3.1. The multiple mechanisms purported to explain CIS emission: (a) Splitting of the 
band-edge states due to symmetry breaking (b) electron-phonon coupling, (c) an electron 
localized at an In defect, and (d) a hole localized at a Cu defect. 

crystal structure and the energy splitting between the even (s) and odd (p) energy levels 

increases with decreasing QD diameter. CIS therefore has a large Stokes shift and long 

radiative lifetime relative to other QDs. Notably, this effect would become more 

pronounced as QDs become smaller.  

The second major argument, advocated by Knowles and Gamelin,35 is strong 

electron-phonon coupling due to Jahn-Teller distortions in the excited-state of lattice 

copper (Figure 1.3.1b). The proposed “self-trapped exciton” model argues that the 

electron-phonon coupling energies for the photogenerated hole are significantly larger 

than the carrier delocalization (resonance) energies. In this scenario, nuclear fluctuations 

modulate the hole potential resulting in “positive feedback” where hole contraction leads 

to nuclear distortions in which a new equilibrium geometry is achieved. Considering that 

Both alloying procedures resulted in a large increase in the
QY: approximately a 2-fold increase for Zn−Cu−In−S and 16-
fold increase for Cd−Cu−In−S (Figure 3a). No substantial
change in the spectral position or shape of the emission was
observed.26 To try and understand these changes in QY, the PL
dynamics of NCs were explored before and after alloying
(Figure 3b). The effective lifetime of the alloyed samples
increased with the same order as the QY: τeff(CuInS2) <
τeff(Zn−Cu−In−S) < τeff(Cd−Cu−In−S). Decay profiles were
again best fit with three exponentials (Figure S6). For both
Cd−Cu−In−S and Zn−Cu−In−S, there was a significant
increase in the proportion (W3) of the crystalline defect decay
(τ3) and a corresponding decrease in proportion (W2) of the
surface trap decay time (τ2). It is likely, therefore, that
recombination through surface defects is a major path for
nonradiative decay.28,34

The effect of organic surface passivation on the PL of WZ
CuInS2 NCs was also examined. NCs were subjected to ligand
exchange with dodecanethiol (DDT), hexylphosphonic acid
(HPA), trioctylphosphine (TOP), and trioctylphosphine oxide
(TOPO) (Figure 3c). NMR was used to determine that ligand
exchange had occurred (Figure S11) and identified that 30% or
less of the ligand oleylamine (OlAm) remained in each
sample.35 No substantial change in shape or wavelength of PL
was observed, supporting our hypothesis that emission
originates from an internal defect. In contrast, significant
changes in QY were noted. The soft ligands TOP and DDT,
which bind preferentially to soft species (Cu+ and S2−), resulted
in higher quantum yields than the harder OlAm and TOPO,
which bind to hard species (In3+). Samples treated with HPA
showed a considerable decrease in QY, and a NIR plasmon
concomitantly appeared in the absorbance spectrum (Figure
S4). It can be concluded that HPA is oxidizing and caused the
formation of VCu within the NCs.9 These observations suggest
that nonradiative decay paths on the NC surface are passivated
by soft ligands and are therefore likely Cu- or S-based. This
conclusion is in good agreement with previous work on CP
CuInS2 NCs, in which coupling between VCu and VS at the NC
surface was implicated as the major nonradiative decay path.34

Given strong experimental support for the presence of a
radiative internal defect within these samples, DFT calculations
were carried out for a number of possible species (Figure S13).
Structures, optical levels (energy eigenvalues), and wave

functions (eigenstates) of vacancies (VCu, VIn, VS), interstitial
atoms (Cui, Ini), and substitutional impurities (InCu, CuIn, OS,
Cu2+Cu+) in WZ CuInS2 were investigated using a 128-atom
supercell. Other probable charge states were also considered for
each defect. The calculations were based on hybrid density
functional theory with the Heyd−Scuseria−Ernzerhof 06
(HSE06) version of the exchange-correlation functional.36,37

This method has been shown to accurately describe the
properties of CP CuInS2.

38 The proportion of Hartree−Fock
exchange used (15.4%) allowed replication of the experimental
band gap of the NCs (Figure S15). Projector augmented wave
(PAW) potentials39 and a plane-wave basis were used as
implemented in the VASP code.40 A plane-wave energy cutoff
of 295 eV was used. The ionic relaxations are converged to 10−3

eV for the total energy difference between two steps. A single k-
point at (1/4, 1/4, 1/4) was used for Brillouin zone sampling
during ionic relaxation.41

Among the candidate defects that were studied, the transition
energies associated with the optical levels of In (Ini, CuIn, and
VIn) agree best with experimental data, Eexp = 1.31 eV (950
nm).42 None of the other candidate defects have transition
energies within 0.3 eV of the experimental value (Figure S13).
The calculated optical levels and squared wave functions of the
defect states Ini

3+, CuIn
0, and VIn

3− are shown above (Figure 4).
In the case of Ini, the transition corresponds to one electron

Figure 3. (a) PL spectra normalized to the QY of CuInS2 NCs prepared with different inorganic passivation layers. (b) Luminescence decay curves
collected at 950 nm, shown with calculated effective lifetimes, τeff, of WZ CuInS2 NCs prepared with different inorganic passivation layers (λex = 532
nm). Curves of best fit are shown for each sample in black. Fit parameters can be found in Figure S6. (c) PL spectra normalized to the QY of CuInS2
NCs prepared with different organic passivation layers.

Figure 4. Wave functions (squared) and the optical levels of defect
species Ini

3+, CuIn
0, and VIn

3− shown within the band gap of WZ
CuInS2.
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right panel).31 On the other hand, Cu+ states are optically
passive and can participate in radiative recombination
exclusively by first capturing a photogenerated hole from the
valence band (see the sequence of recombination events in
Figure 1a, left panel). As mentioned above, our recent studies21

indicated the presence of Cu2+ paramagnetic ions in the
copper-doped NCs and also suggested that these ions were
responsible for the impurity-related PL band in the intragap
region. The EC measurements shown below provide further
evidence for this assignment while also clarifying the
mechanism for the activation of Cu emission.
We synthesize Cu-doped core/shell NCs by first incorporat-

ing Cu ions into ZnSe cores and then overcoating the doped
particles with a CdSe shell; the details of the synthetic
procedure are described in the Supporting Information and ref
21. The use of a core/shell motif in the case of doped NCs
allows us to accomplish two goals. First, it helps retain the
dopants within the core; otherwise they can be easily expelled
from the structure due to the fact that the defect diffusion
length is typically larger than the NC size.13,19,21 Second, this
approach allows us to extend the range of spectral tunability of
the emission via independent control of the core size and the
shell thickness.9,21

Figure 1b shows the characteristic absorption and PL spectra
of a dilute toluene solution of Cu:ZnSe/CdSe NCs with a
nominal shell thickness of 0.35 nm. Upon incorporation of
copper, we detect an intense PL peak at ∼1.52 eV, red-shifted
relative to the BE absorption feature, and a weak residual BE
emission peaked at about 2.05 eV. The large Stokes shift
between the BE absorption feature and the dominant PL peak
confirms the attribution of the latter to intragap recombination
involving a conduction band electron and an acceptor state at
∼650 meV above the valence band of the NCs, which is
consistent with the position of the t-state of copper in bulk
ZnSe.30,31 The PL excitation (PLE) spectrum of Cu-emission at
1.51 eV follows closely the NC absorption spectrum (circles in
Figure 1b), indicating that the Cu2+ PL is excited via the host
semiconductor. The PL decay curves collected at the peaks of
the two spectral features are shown in Figure 1c (same color
code as the shading of the respective PL bands in Figure 1b).
The BE emission lifetime is ∼10 ns (green curve). The Cu2+ PL
(red curve) lifetime is much longer (∼390 ns), as expected on
the basis of weak spatial overlap between the conduction-band
electron wave function and the localized copper state. In
agreement with existing literature,19,21,24,28,32,33 the Cu2+ PL is
significantly broader than the BE feature (∼420 meV vs ∼180
meV). The reasons for such a large line width of the Cu band
are discussed in the Section “Origin of Large Bandwidth of Cu
Emission: FLN Experiments”.
Model for Analyzing Spectro-Electrochemical Re-

sponses of Cu-Doped NCs. The simultaneous appearance
of the BE and Cu-related PL band in Cu-doped NCs does not
necessarily imply that these samples contain both doped and
undoped NCs.21 In the case of Cu2+ impurities, the permanent
hole on the Cu site and the hole introduced into the valence-
band quantized state by photoexcitation compete for the same
photogenerated electron. In this situation, two bands can
appear even if all NCs in the ensemble are doped, but some of
them contain hole traps that remove photogenerated holes
from the BE state with a rate (rh) which is faster than the rate of
radiative BE recombination (RBE); see Figure 2a. Since the
radiative rate of the transition involving the Cu impurity (RCu)
is much lower than RBE (Figure 1c), then in NCs without traps,

the emission is dominated by BE recombination. On the other
hand, in NCs with fast hole traps, the emission is primarily due
to radiative recombination via the Cu2+ center.
If we denote the fraction of NCs with hole traps f h, then the

intensities of the BE and the Cu2+ PL features can be presented
as being proportional to (1 − f h) and f h, respectively (Figure
2a). This implies that in the case of the +2 oxidation state of the
copper impurity, the branching between the Cu and BE
emission channels is controlled by the relative fractions of NCs
with and without hole surface traps. These considerations
further lead to an interesting conclusion that the incorporation
of Cu2+ into NCs can help to improve the total PL quantum
yield of the ensemble (ΦTOT) by activating emission in NCs
with fast hole trapping that otherwise would be nonemissive

Figure 2. Schematics of energy levels and decay channels in Cu-doped
NCs and modeling of the effect of a varying electrochemical potential.
(a) Two subsets of Cu2+-doped NCs responsible for two emission
bands. In the subset with hole traps (HT; left diagram), photo-
generated holes are rapidly removed from the NC BE state, and
therefore, emission is due to radiative recombination of a photoexcited
electron with a permanent hole on the Cu2+ ion. As a result, the ion is
reduced to Cu1+; it recovers its Cu2+ state by capturing a hole from the
trap site. In the subset of NCs without hole traps (right diagram),
emission is primarily due to the BE transition, which is much faster
than radiative capture of the photoexcited electron by the Cu2+ ion.
(b) Diagram illustrating the model used to describe the effect of EC
potential on BE and Cu emission bands via the effect of filling/
emptying of electron and hole traps. Filling (emptying) of the electron
traps deactivates (activates) them, while the hole traps are activated
(deactivated) upon their filling (emptying). Electron and hole trap
bands are shown on the left and the right sides of the NC, respectively.
The Fermi level (FL) is depicted as the purple line (dashed for VEC =
0, solid for VEC < 0). (c) The total PL quantum yield of the sample
(ΦTOT) as a function of EC potential (squares for negative potential
and triangles for positive potential). PL quantum yields of the Cu (red
circles) and BE (green circles) emission features (ΦBE,Cu) normalized
to their value at VEC = 0 for varying (d) negative and (e) positive
electrochemical potentials.
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(Figure 8), precisely analogous to the luminescent excited
states of Cu+-doped II−VI and III−V semiconductors. This
parallel is manifested in similar PL band shapes, which in both
classes of materials primarily reflect the nuclear reorganization
associated with hole trapping at copper, and in similar ΔEST,
reflecting similar electron−hole spatial overlap. The assignment
of CuInS2 PL to self-trapped excitons is supported by the
similar per-copper extinction coefficients of the first absorption
band in CuInS2 NCs and the sub-bandgap “foot” in the
Cu+:CdSe and Cu+:InP NCs (Figure 3). These low-extinction
features are assigned as direct excitation of the MLCBCT excited
state in the Cu+:CdSe and Cu+:InP NCs, and direct excitation
of self-trapped excitons in the CuInS2 NCs (dashed arrow in
Figure 8). This assignment is also consistent with the
temperature dependence of the CuInS2 NC PL line width
(see Supporting Information),39 which could be interpreted in
terms of vibronic hot bands. The proposal of exciton self-
trapping in CuInS2 NCs is therefore consistent with all of the
experimental observations reported in this manuscript.
Importantly, this mechanism identifies the hole trap in
CuInS2 NCs as a lattice copper, and does not invoke other
point defects. We note that the PL spectrum of Cu1−xInS2 NCs
(0 < x < 0.8) appears similar to that of stoichiometric CuInS2
NCs,40 which may suggest that exciton self-trapping is
competitive even in the presence of nonstoichiometries and
other compositional defects.
An interesting question pertains to why self-trapped excitons

dominate the PL of CuInS2 NCs but not the PL of bulk
CuInS2. A compelling hypothesis would be that the small
volumes of luminescent CuInS2 NCs do not offer sufficient
resonance energies to outcompete self-trapping. In other words,
the kinetic energy favoring hole delocalization is smaller than

the potential energy favoring hole localization. This hypothesis
predicts that the stability of the CuInS2 self-trapped exciton
relative to the delocalized exciton should decrease with
increasing NC volume until the energies of these two states
cross and the material reverts to bulk-like behavior. Future
experiments will be aimed at testing this possibility and probing
deeper into the characteristics of these self-trapped excitons in
CuInS2 NCs.

■ CONCLUSIONS
In summary, the optical and magneto-optical properties of the
luminescent excited state of CuInS2 NCs are essentially
identical to those of the luminescent excited states in Cu+:CdSe
and Cu+:InP NCs. All three of these materials exhibit broad PL
line widths and large Stokes shifts (Figure 2, Table 1),
quantitatively similar magnetic-exchange splittings between
singlet and triplet excited states (Figure 4, Table 2), similar
first absorption features (Figure 3), and similar zero-field
splittings of their triplet excited states (Figure 5). We therefore
conclude that the mechanism of PL in CuInS2 NCs is the same
as that in Cu+-doped semiconductor NCs, involving charge-
transfer recombination of a CB electron with a hole that is
strongly localized at a Cu+ site. This conclusion implies that the
PL mechanism in CuInS2 NCs is different from that of bulk
CuInS2, and leads us to propose that the luminescent excited
state of CuInS2 NCs is a self-trapped exciton (Figure 8). The
fundamental insights into the luminescence of copper-doped
and copper-based NCs gained from the measurements
presented here will help to advance the development of such
NCs as colloidal phosphors for applications as diverse as
solution-processed luminescent solar concentrators and liquid-
phase nanoimaging.
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Figure 8. Qualitative single-configurational-coordinate diagram
illustrating absorption, exciton self-trapping, and luminescence in
CuInS2 nanocrystals. Photoexcitation (solid blue arrow) excites a
CuInS2 nanocrystal from its ground state to a delocalized excitonic
state. This delocalized excitonic state rapidly relaxes to a self-trapped
excitonic state via hole localization mediated by strong vibronic
coupling and a resulting nuclear distortion at the copper.
Luminescence from this self-trapped excitonic state to the ground
state (solid red arrow) is characterized by a large Stokes shift and a
vibronically broadened band shape. Direct excitation of the self-
trapped excitonic state (dashed blue arrow) is observed as a
comparably broad, low-extinction “foot” in the absorption spectrum.
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FIG. 6. (Color online) (a) Size dependence of the two lowest odd (blue open circles) and even (red lines) hole levels with F = 1 in spherical
approximation with γ1 = 2.63 and γ = 0.73. (b) Fine structure energy levels of holes: “even” (red lines) and “odd” (blue open circles) states
split by tetragonal invariants in the Hamiltonian.

states are given by

R+
0 (r) = b+
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√
2
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√
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]
,

where x = r/a and the constant b+ is determined by the
normalization condition:

∫ a

0 r2 dr([R+
0 ]2 + [R+

2 ]2) = 1.
For the odd states the wave function with F = 1 has the

form

$−
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The radial function R−
1 (r) is a solution of the following

equation:

!2

2m0
(γ1 − 2γ )&̂1R

−
1 (r) = −ER−

1 (r). (21)

The solutions of Eq. (21) are given by R−
1 (r) = bj1(kr),

where k =
√

2m0E/!2(γ1 − 2γ ) and hence R−
1 (r) belong to

the heavy hole states which are three fold degenerate with
respect to M = ±1,0. In a spherical confinement with the
infinite barrier, the radial function is zero at r = a. The zeros
kna of the spherical Bessel function j1(ka) correspond to the
energy levels of odd states in a NC. The normalized wave
functions of the lowest odd energy state is given by

R−
1 (r) = b−

a3/2
j1(ξ1r/a), (22)

where b− is determined by the normalization condition:∫ a

0 r2 dr[R−
1 ]2 = 1 and ξ1 = k1a ≈ 4.49 with the correspond-

ing energy level given by

E− = Ea(γ1 − 2γ )ξ 2
1 . (23)

Comparing ξ1 with φ1(β) in Fig. 5(a) we conclude that the
odd state is the ground hole level in the case when β < 0.215.
Our calculations shows that in CuInS2 NCs this is the case
since β = 0.21. This β is very close to the critical value of
0.215 and in the cubic approximation in CuInS2 the even and
odd states become accidentally degenerate [see Fig. 6(a).

The odd states are optically passive because in the spherical
approximation they are composed of only p symmetry wave
functions, so that optical transitions from to the ground electron
level with the s symmetry are forbidden. At the same time, the
even levels of holes with F = 1 are optically active because
their wave functions have the s symmetry contributions,
resulting in nonzero transition matrix elements. In the spherical
and cubic approximations, both optically active and optically
passive states are present at the absorption edge.

The tetragonal invariants in the Hamiltonian, V2d , lift the
threefold degeneracy of energy levels with F = 1 in each
manifold of the odd and even states. As we show below, the
tetragonal invariants substantially split the odd and even states
with the odd levels becoming the optically passive ground
state of holes. The optically passive ground state, however, is
partially activated by the linear terms V ′

2d and V ′′
2d , which mix

the even and odd states.

V. FINE STRUCTURE OF THE HOLE ENERGY LEVELS

Here we consider the fine structure splitting of the lowest
even and odd states, which is associated with a difference of the
hole Hamiltonian Ĥ2d in Eq. (4) and the spherical Hamiltonian
Ĥsphere in Eq. (9). To first order, the splittings are due only to the
effect of the V̂2d invariants since the cubic corrections can be
neglected, as explained above. Using Eqs. (12), (19), and (5)
we find the fine structure of the even and odd energy states
as a perturbation associated with the deviation from cubic
symmetry and spin-orbit coupling.

Let us first consider the effect of &cI
2
z term on these two

levels. Both states are split into two sublevels with angular

035431-6

a)

c)

b)

d)
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the Cu1+/2+ transition has a large nuclear reorganization energy due to Jahn-Teller 

distortions typical for d9 cations, excitation of the QDs results in localization of the 

photogenerated hole at the Cu1+
 lattice site and alters the equilibrium geometry to be 

“Cu2+-like” where the contracted hole is localized and stabilized around lattice copper 

ions. The reorganization energy is expected to be ~0.25-0.4 eV and can therefore explain 

the large Stokes shift and broad PL.  

There is also the possibility of “native defects” forming during QD synthesis (Figure 

1.3.1c,d).33-34 Bulk CIS can exhibit, Schottky, anti-site, and Frenkel defects, which result 

in intra-gap states. While absorption is still dominated by the band-edges, emission 

occurs from the intra-gap states resulting in a large Stokes shift. However, distinct from 

CIS QDs, this emission is typically narrow (~30 meV). Hence, it has been proposed that 

individual CIS QDs have narrow emission due to sharp transitions from either the valence 

band-edge to a localized donor level (e.g. VS
2+, InCu

2+, Ini
3+), or conduction band-edge to 

a localized acceptor (e.g. CuIn
2-, VCu

-, VIn
3-) level. However, variations in the position of 

the defect in the QD leads to different emission energies, and broadening of the ensemble 

spectra is due to heterogeneity. For CIS QDs, both In-based donor level (Figure 1.3.1c) 

and Cu-based acceptor level (Figure 1.3.1d) defect states have been proposed.  

1.4. Thesis Objectives 

The objective of this thesis will be to elucidate the origin of the unique (electro)-

optical properties of Cu-containing QDs broadly, and CIE QDs specifically. In particular, I 

will focus on determining how chemical processing methods affect the possible pathways 

for single exciton absorption/emission, carrier trapping, Auger recombination, charge 
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transport, determine the prospects of Stokes shift and linewidth engineering, and evaluate 

whether other unique physical properties (e.g. magnetic interactions from Cu2+ defects) 

can be understood and controlled for different technological applications.  
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2.1. Light Emission Mechanisms in CuInS2 Quantum Dots Evaluated by Spectral 

Electrochemistry 

2.1.1. Introduction 

Semiconductor nanocrystals or quantum dots (QDs) of I-III-VI2 ternary 

semiconductors have attracted considerable attention as benign, heavy-metal-free 

materials for optical and electro-optical applications.1,2 Furthermore, recent advances in 

high-throughput and non-injection fabrication techniques using inexpensive precursors 

have shown viability of commercial-scale production of these materials.3-4 QDs of CuInS2 

(CIS), CuInSe2 (CISe), and CuInSexS2-x (CISeS) alloys are of particular interest for use 

as photoactive layers in photovoltaic (PV) devices due to their large absorption cross-

sections, long exciton lifetimes, size-tunable absorption with the onset at near-infrared 

energies, and favorable charge-transport characteristics.5-11 High emission efficiencies 

and reduced self-absorption losses (owing to a large apparent Stokes shift, ∆,, between 

an emission band and an onset of strong-absorption) are also beneficial to light emission 

applications such as down-conversion in solid-state lighting12-13 and luminescence solar 

concentrators.14-16  

Despite the growing number of demonstrations of practical utility of CISeS QDs in 

various devices,10-13,16-17 a thorough understanding of their unusual photophysical 

properties remains to be developed. For example, attempts to explain the large Stokes 

shift, which is consistently observed regardless of specific preparation methods, has 

yielded various light-emission models including symmetry breaking for the exciton band-

edge states,18 hole self-localization due to strong electron-phonon coupling leading to 
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exciton “self-trapping,”19 and finally involvement of “native defects,” which form intra-gap 

states serving as radiative-recombination centers.15-16,20-25 The last of these models has 

been most commonly invoked for explaining spectroscopic observations.15,20,24-26 

Specifically, striking similarities between optical spectra, photoluminescence (PL) 

dynamics, and magneto-optical data of copper-doped II-VI and updoped CIS QDs pointed 

towards the involvement of Cu-related native defects in the emission process in the CIS 

and CISeS systems. In fact, previous studies of bulk and QD forms of Cu-doped II-VI 

materials indicated that a substitutional Cu2+ defect could be considered as a state 

occupied with a preexisting hole, which could couple to a band-edge conduction-band 

(CB) electron by a radiative transition resulting in slow-decay (hundreds of nanoseconds 

time scales) but highly efficient intra-gap PL.20,27 Interestingly, the Cu1+ state is also an 

emissive defect, however, it requires prior activation by capture of a photoexcited 

valence-band (VB) hole. 

While the above model ascribing the observed emission to the Cu-related 

recombination center seems to be most commonly accepted in the recent literature,15,19-

20,24,26 the initial oxidation state of the Cu-defect and whether localization occurs prior to 

excitation or as the result of excited-state hole capture still remains unclear. Furthermore, 

a large abundance of other possible native defects (such as sulfur, copper, and indium 

vacancies or so-called “anti-site” defects) leaves open alternative possibilities for intra-

gap emission, which needs to be thoroughly considered.22,28-32  

Here, we use a combination of electrochemical (EC) and optical methods to 

determine the band positions in CIS QDs, resolve the intra-gap states involved in radiative 

and nonradiative processes, and determine their identity. Our EC measurements reveal 
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clear reduction/oxidation signatures of a state located ~350 meV above the valence band-

edge, which accounts well for the large Stokes shift of the PL spectrum. The redox 

behavior and the energy of the intra-gap feature are in agreement with those expected 

for the Cux state (x = 1+ or 2+). We further employ in situ spectroelectrochemistry (SEC) 

measurements to evaluate the initial oxidation state of the Cux ion based on the effect of 

the EC potential (VEC) on the PL intensity. We find that both Cu1+ and Cu2+ defects states 

are emissive and the prevalence of one versus the other seems to be linked to sample 

stoichiometry. Specifically, the Cu2+ emission channel is likely dominant in copper-

deficient QDs wherein the formation of Cu2+ defects is facilitated by the requirement of 

charge-compensation in the presence of a large number of Cu vacancies (VCu) expected 

for these type of samples. On the other hand, stoichiometric QDs seem to favor the Cu1+ 

states that might occur together with the charge-compensating In3+ defects in the form of 

anti-site defect pairs (CuIn - InCu). The observed dependence of the PL intensity on VEC 

suggests that the trap states responsible for PL quenching concentrate primarily near the 

CB and VB edges leaving the mid-gap region free of trap sites.  We also observe that the 

abundance of traps near the VB edge is higher in stoichiometric samples compared to 

that in Cu-deficient QDs, which might explain a higher PL efficiency typically observed for 

the latter type of samples versus the former.  Finally, inorganic passivation of the QDs 

with a wide-gap ZnS shell leads to a nearly complete elimination of intra-gap traps, which 

manifests in the increased PL quantum yield and a VEC-independent PL signal. 

2.1.2. Results and Discussion 

Optical Spectra of CIS QDs. Stoichiometric CIS QDs were synthesized following 

a previously described route15 with several modifications as outlined in the Methods 
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section. Based on measurements using inductively coupled plasma mass spectroscopy 

(ICP-MS), the Cu to In ratio in the synthesized QDs is 1.01:0.99. The QDs are 

characterized by a tetrahedral shape and exhibit a chalcopyrite crystal lattice structure 

(see Figure S6.1.1 of Supporting Information for characterization details); these structural 

properties are typical of CISeS nanocrystals.10-11,26,33 In order to investigate the effects of 

non-stoichiometry (specifically, varied levels of Cu deficiency) on emission, a different 

procedure based on hot-injection7 was used to fabricate samples with two different 

compositions: Cu0.56In1.44S2, and Cu0.44In1.56S2, as determined by ICP-MS. We also 

studied stoichiometric core/shell CIS/ZnS samples fabricated by the procedure outlined 

in the Methods section.  All samples were capped with a combination of dodecanethiol 

and oleylamine ligands. PL quantum yields (Φ) of the Cu-deficient samples were: 

Φ=>é.êëÄAo.íí,ì = 3% and Φ=>é.ííÄAo.êë,ì = 15%. For the core-only stoichiometric QDs, the PL 

quantum yield was 1%, and it increased to 55% for the core/shell samples.  The observed 

variation in the PL efficiency between different types of the studied QDs is consistent with 

the measured PL dynamics that indicate a shorter average PL lifetime for samples with a 

lower value of Φ (see Figure S6.1.2).  The large differences in the emission efficiencies 

suggest varied abundances of electron and/or hole trap sites (composition- and surface-

properties-dependent) as discussed later in greater detail.  

The optical absorption and emission spectra of core-only stoichiometric CIS QDs 

of various sizes (increases from A to D) are shown in Figure 2.1.2.1a. The peak of the 

second derivative of the absorption spectrum marks the band-edge transition, which is 

used here as a measure of the QD band gap (Eg). The PL band is red-shifted by ~0.25-

0.40 eV, similar to previous observations.5-8,10-11,15-16,19-20,22,24,33 The large apparent PL 
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Stokes shift (Δ,; shown by double arrows in Figure 2.1.2.1a) can be explained by the 

involvement of intra-gap states in the emission process (Figure 2.1.2.1b top panel). 

Furthermore, as was discussed earlier, the intra-gap state is likely associated with the 

Cux defect,26 which can be either in the Cu1+ or the Cu2+ ground state (Figure 2.1.2.1b, 

the bottom right and left panels, respectively). In the case of the Cu2+ defect, a pre-existing 

hole, stemming from a partially filled d shell, can recombine directly with a CB electron. 

However, in order for emission to proceed through this pathway, the photogenerated hole 

must be quickly removed from the VB state (via, for example, capture by an intra-gap trap 

such as VCu paired with the Cu2+ defect; see Figure 2.1.2.1b, bottom left) otherwise the 

emission will occur via a much faster band-edge transition (tens of ns time scale versus 

hundreds of ns for the Cu-mediated recombination) as was previously observed for Cu2+ 

doped II-VI QDs.34 The completion of the recombination cycle in this case requires that 

the Cu1+-like state produced after radiative capture of a CB electron restores its 2+ 

oxidation state by capturing a hole (process 3 in the diagram in the bottom left panel of 

Figure 2.1.2.1b).  Alternatively, emission can continue through the mechanism shown in 

the bottom right panel of Figure 2.1.2.1b as discussed below. 

The activation of the Cu1+ recombination pathway (bottom right panel of Figure 

2.1.2.1b) requires that the VB hole is first captured at the Cu1+ defect to form a Cu2+-like 

state, which then recombines with the CB electron to restore the original 1+ configuration. 

Despite the oxidation-state-dependent emission pathways, the defect offset energy from 

the VB is expected to be similar for both cases, which would lead to indistinguishable 

emission spectra. Furthermore, the effects of nonradiative electron trapping are also 

expected to affect the two emission channels in a similar way, as both of them require  
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Figure 2.1.2.1. (a) Optical measurements for stoichiometric core-only CIS QDs of four different 
sizes. The blue solid lines represent the absorption spectra, blue dotted lines are the second 
derivative of the absorption spectra, and the solid red lines are the emission spectra. (b) The Cu-
defect related mechanisms for intra-gap emission from CIS QDs. Top: the QD absorption is due 
primarily to the VB-CB transitions, while the emission is due to radiative recombination of the CB 
electron with a hole residing in an intra-gap Cux state (x = 1+ or 2+). Bottom-left: The Cu2+ defect 
contains a pre-existing hole in the ground state, which can directly recombine with the CB electron 
(process 2). This recombination channel, however, is fairly slow (hundreds of nanoseconds time 
scales), therefore, in order for it to dominate emission, the photogenerated hole must be quickly 
removed from the VB state via capture by another hole trap (process 1) such as a Cu vacancy 
(denoted as VCu) forming a charge-compensated pair with the Cu2+ defect. The recombination 
cycle is completed after the electron captured radiatively by the Cu-center recombines with the 
trapped hole (process 3), which restores the original 2+ oxidation state of the Cu defect. Bottom 
right: To become PL-active, the Cu1+ state must first capture a VB hole (process 1); this leads to 
formation of the Cu2+-like state, which then radiatively recombines with the CB electron (process 
2) to restore the original 1+ oxidation state.   

that photogenerated electrons remain in the CB state until they undergo radiative 

recombination. On the other hand, the processes of hole trapping by non-copper-related 

states have distinct effects on the two emission pathways. Specifically, as discussed 

earlier, the presence of hole traps is necessary for activating the Cu2+ emission. The role 

of such traps can be played by, for example, Cu-vacancies that are expected to 

accompany the Cu2+ defects for charge neutrality. On the other hand, the presence of 
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hole traps is detrimental to the Cu1+ emission pathway because it requires a photoexcited 

hole for forming optically active Cu2+-like states. These distinctions in the effects of 

trapping processes on Cu1+ and Cu2+ emissions can, in principle, help distinguish 

between the two PL channels. 

Electrochemical Cyclic Voltammetry Measurements. Dark-state cyclic 

voltammetry (CV) measurements are used to further characterize the positions of band 

edges as well as the properties of intra-gap states involved in both intra-gap emission 

and nonradiative carrier trapping (Figure 2.1.2.2). These experiments were conducted 

using a three-electrode setup with a 0.1 M tetrabutylammonium perchlorate 

(TBAClO4)/chloroform solution (1:5 QD:TBAClO4 molar ratio) as an electrolyte. Distinct 

from some of the published studies, we do not deposit QDs onto a working electrode but 

dissolve them directly in the electrolyte, which allows us to probe them in their native 

solution-based environment. We specifically choose this type of experiment for several 

reasons. First, strong dot-to-dot electronic interactions or stripping of ligands during film 

preparation can lead to the formation of intra-gap states, which may not necessarily be 

present in the solution-phase samples; this makes our work more relevant to published 

spectroscopic studies that are typically conducted on QD solutions. Furthermore, 

solution-phase measurements avoid concerns over artificial shifts in the band positions 

due to variations in film packing, which can affect the ability of electrolyte ions to access 

the surface of the QDs.35 Lastly, solution-phase measurements involve diffusion limited 

EC processes. This therefore mitigates concerns over the irreversibility of the oxidation 

(reduction) step for hole (electron) injection into the VB (CB), as not all of the QDs will be 
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Figure 2.1.2.2. (a) CV measurements of CIS QDs conducted with a scan rate of 0.1 V/s (sample 
C from Figure 2.1.2.1). The black circle corresponds to the starting EC potential (VEC = 0 V). 
“Forward scans” refer to ramping the potential from 0 V to more positive values (labeled “F”) and 
“reverse scans” refer to scanning to more negative VEC (labeled “R”). A clear intra-gap oxidation 
(forward) and reduction (reverse) reactions are observed at potentials of 0.65 V and 0.45 V, 
respectively. A weak shoulder, which appears at negative VEC at -0.33 V on the reverse scans, 
may represent an unoccupied intra-gap trap (denoted TC). The VB-edge and Cux positions are 
derived from the onset potential for CIS QD (or Cux) oxidation on the forward scans using linear 
fits (dotted red lines), while the Tc position is determined by the onset potential for the reduction 
current on the reverse scans. “E” denotes the parasitic electrolyte background current, which 
makes the CB position difficult to observe in the CV measurements. (b) The CB (red solid circles) 
and VB (blue solid circles) edge positions for stoichiometric CIS QDs based on combined CV and 
optical measurements. Green solid circles correspond to the measured redox potentials of the 
intra-gap feature assigned to the Cu1+/2+ state, while open turquoise circles correspond to the 
energy of the intra-gap state obtained based on the apparent Stokes shift from the optical PL and 
absorption measurements. Open blue and red diamonds correspond, respectively, to the VB and 
CB edges of Cu-deficient CIS QDs (Cu0.56In1.44S2) obtained from optical measurements (the VB 
data are placed along the trend line derived from the CV measurements of stoichiometric CIS 
QDs). The Stokes shifts for these samples are represented by open turquoise diamonds as 
measured from the PL spectrum. Bulk CIS (closed triangles) band positions are based on refs. 3 
and 36 The solid horizontal line shows the standard Cu1+/2+ redox potential from literature, while 
the dashed line shows the average Cu1+/2+ redox potential for CIS QDs as measured here. 
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oxidized (reduced) during the potential sweep. Film measurements, on the other hand, 

generally oxidize (reduce) all of the QDs on the forward scan, which can possibly damage 

the QDs, and make it difficult to determine energy levels on the reverse scan. 

The CIS/electrolyte solution is placed in a cuvette with an indium-tin-oxide (ITO) 

working electrode, a platinum counter electrode, and a silver wire pseudo-reference 

electrode. ITO is chosen as the working electrode due to its high optical transparency, 

which allows for the spectroelectrochemical (SEC) measurements to be conducted in the 

same experimental setup. The starting potential is 0 V versus the silver-wire pseudo-

reference electrode and the term “forward scan” refers to increasingly positive VEC (up to 

+2 V), while the term “reverse scan” applies to the situation of increasingly negative VEC 

(down to -2 V); the scan directions are indicated in Figure 2.1.2.2a by the arrows labeled 

“F” and “R” respectively. These measurements can be interpreted in terms of a deliberate 

modulation of the Fermi level where positive (negative) VEC is equivalent to lowering 

(raising) the Fermi level resulting in an oxidation (reduction) current associated with the 

state of interest.  

Figure 2.1.2.2a shows a voltammogram for sample C (zoomed in for clarity) from 

Figure 2.1.2.1a. The voltammogram for the full scan range (see Figure S6.1.3a) reveals 

two distinct oxidation waves on the forward scan, indicative of two states that, as we 

discuss below, can be assigned to a defect related intra-gap state and an intrinsic VB 

edge QD state. For both of these CV features, we determine the formal energy of the 

state by using the onset potential for the oxidation wave on the forward scan. Based on 

this definition, the energy of the first state observed at the less positive potential is 

estimated to be +0.45 V ± 0.1 V. The reverse scan shows a reduction wave corresponding 
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to the same state peaked at ~+0.45 eV, indicating that the corresponding redox reaction 

is reversible (see a more detailed discussion later in this work). After calibration versus 

the normal hydrogen electrode (NHE), we obtain that the detected state is within 0.1 V of 

the redox potential of the Cu1+/2+ couple, which is well within the standard error for copper 

redox reactions in different environments.37-39 The same intra-gap feature with the redox 

potential close to that of the Cu1+/2+ state is observed in the CV measurements of all other 

samples (Figure S6.1.3b).   

While this is the first demonstration of Cu-defects for CIS QDs in their native 

solution environment, several other studies have also observed a similar intra-gap CV 

wave in CIS and Cu2-xS QD films.40-42 In two of these reports it was also assigned to an 

intra-gap Cu-related defect.40,42 However, ref 41 proposed an alternative explanation in 

terms of thiolate oxidation within the ligand shell. To test this possibility, we have 

conducted linear sweep voltammetry (LSV) measurements on 1-dodecanethiols 

(CH3(CH2)11SH, usually abbreviated as DDT) used as ligands in the studied QD samples. 

These test measurements do not show any significant anodic current at around +0.45 V 

(Figure S6.1.3c), suggesting that DDT oxidation is unlikely to explain the corresponding 

intra-gap feature observed for the QD samples, and hence it is not ligand but QD related.  

The VB edge is determined from the onset potential for the oxidation current 

observed at potentials more positive than the Cux feature in the forward scans (Figure 

2.1.2.2a and Figure S6.1.3). The oxidation of CIS QDs does not appear to be reversible 

as indicated by the absence of a corresponding feature during the reverse scan. This 

differs from the quasi-reversible peaks associated with the intra-gap state assigned to 

Cux. While it was not explicitly stated, the signs of irreversible VB oxidation were also 
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observed in previous studies of QD film samples.3,40,43 Despite the irreversibility observed 

in CV measurements, the QDs do not seem to degrade at the onset potential for VB 

oxidation, as we do not detect any spectral shifts in optical absorption measurements 

conducted in situ while scanning the EC potential (Figure S6.1.4d). These measurements 

do reveal a spectrally uniform background due to scattering once the Fermi level is 

pushed just below the VB-edge position. At this point, QDs become positively charged 

via hole injection, which leads to their plating onto the negative Pt counter electrode 

manifested as a thin deep-red layer covering the electrode surface. A similar 

spectroscopic effect was previously observed for CdSe QDs where it was attributed to 

the loss of ligands (due to their oxidation by a VB hole) and subsequent QD aggregation 

and precipitation.44-45   

Next, we focus on CV features observed for a reverse scan when the Fermi level 

is progressively shifted up in energy (Figure 2.1.2.2a). As we mentioned earlier, this scan 

reveals a wave at ~0.45 V, which we have attributed to the reversible reduction of the 

intra-gap Cux defect. To verify the validity of this assignment, and specifically, to make 

sure that this feature is not due to any structural changes in the QDs or the passivation 

layer induced by oxidation, we repeat CV measurements for a potential range ending right 

before the onset of the VB oxidation current and observe that they are virtually 

indistinguishable from measurements for a wider variation of the EC potential (Figure 

S6.1.4a). This provides evidence that the ~0.45 V feature is not an artifact from the 

irreversible oxidation of the QDs but is due to reversible reduction of the intra-gap defect. 

As the EC potential is increased further in the negative direction, we observe a 

new intra-gap reduction feature at ca. -0.33 V (Tc), which at the first glance might be 
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indicative of electron injection into the CB state. However, when we conduct LSV 

measurements, wherein the potential is scanned only in the negative direction starting at 

0 V instead of as a reverse scan from +2.0 V, we do not detect this wave (Figure S6.1.4b), 

indicating that the corresponding state is occupied with electrons, and hence, it must be 

first oxidized (i.e., depopulated) before it can be reduced. Such sequential oxidation-

reduction occurs during our CV measurements, which we start by first lowering the Fermi 

level and then raising it. Based on these observations, we can assign the -0.33 V feature 

to an intra-gap state (labeled TC in Figure 2.1.2.2a) that can serve either as a hole or an 

electron trap depending on the position of the Fermi level, which controls its occupancy. 

Similar to our study of the Cux intra-gap feature, we eliminate the possibility of this feature 

arising from the reduction of surface ligands by making sure that it does not appear in CV 

measurements of DDT in the electrolyte solution without QDs (Figure S6.1.4c).  

    As we scan the EC potential to even more negative values in the CV 

measurements, we observe an onset of a new reduction wave slightly below -1 V 

(denoted “E” in Figure 2.1.2.2a). While this is near the expected position of the CB edge, 

additional LSV measurements conducted with the same electrolyte but in the absence of 

the QDs show the same reduction feature (Figure S6.1.4b), indicating that it is not due to 

the QDs but is instead from the electrolyte itself. The large parasitic background current 

from electrolyte double-layer charging, and thiolate reduction near the CB edge (inset of 

Figure 2.1.2.3c), both complicate the determination of the CB position from the EC 

measurements. A similar suppression of the CB peak was observed in previous EC 

studies of QDs where the Fermi level was pinned either by intra-gap states, the electrode 

material, or the electrolyte.46-49 As a result, in order to determine the position of the CB 
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edge, we add the optical band gap (Figure 2.1.2.1a) to the EC-measured energy of the 

VB edge. The same procedure to determine both band edges (by combining CV and 

optical measurements) has been previously applied to other QD systems (e.g. PbS).50  

Next, we convert the VB and CB energies derived from the combined EC and 

optical measurements to the absolute energy scale versus vacuum and plot them in 

Figure 2.1.2.2b (solid blue and red circles, respectively) as a function of QD band gap, 

which allows us to eliminate uncertainties associated with size determination. The band-

edge energies obtained by us are in good correspondence with literature measurements 

for similarly sized CIS QDs studied as film samples3,43 (see comparison in Figure S6.1.3). 

Using extrapolations based on the trend lines from the CV results, we find that the bulk 

CIS VB and CB edges are expected to be at -5.63 and -4.08 eV versus vacuum. Both of 

these values are in excellent agreement with literature results for bulk CIS (solid triangles 

in Figure 2.1.2.2a).3,43 

We also use our EC measurements to address the origin of the Stokes shifts 

observed in optical measurements. Specifically, we compare the energy of the Cux-

related redox feature (solid green circles in Figure 2.1.2.2b) to the absolute energy of the 

PL band (open turquoise circles) obtained by adding the optical Stokes shift Δ, (Figure 

2.1.2.1a) to the absolute VB-edge energy from the EC measurements. We find very good 

agreement between the two sets of data suggesting that the intra-gap feature resolved 

by the EC method is indeed due to the state involved in the emission process. Further, 

since its energy is close to the documented Cux redox potential (horizontal dashed line in 

Figure 2.1.2.2b) it is likely associated with a copper-related defect.  
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In the same plot, we also include optical measurements for a series of Cu-deficient 

(Cu0.56In1.44S2) QDs (open circles). The band gaps are measured from the absorption 

spectra (Figure S6.1.5) and then they are used to plot the VB and CB energies (open blue 

and red diamonds respectively in Figure 2.1.2.2b) assuming that the QD size-dependent 

VB edges (open blue diamonds in Figure 2.1.2.2b) are aligned along the CV-data-based 

trend line (blue solid line in Figure 2.1.2.2b). The Stokes-shift energies derived from the 

PL and absorption spectra were used to determine the positions of the PL peak versus 

the VB edge. The PL absolute energies obtained in this way (open turquoise diamonds) 

are again very close to the Cu-ion redox potential, suggesting that in these copper-

deficient samples, the intra-gap PL also involves the Cux state as in stoichiometric 

samples. In fact, based on the combined results of optical and EC measurements for the 

stoichiometric and copper-deficient samples, we estimate that the energy of the Cu-

related defect in CIS QDs is approximately -5.54 ± 0.12 eV versus vacuum. This is slightly 

lower (by ca. 200 meV) than the literature value (compare solid and dashed lines in 

Figure 2.1.2.2b),37-39 which however, is not surprising and can be attributed to the effects 

of the environment specific to the CIS crystal lattice. 

Spectroelectrochemical Measurements. In order to gain deeper insights into the 

specific oxidation state of Cux involved in PL, we conduct linear-sweep voltammetry (LSV) 

measurements of stoichiometric CIS QDs under continuous low-intensity excitation (sub-

single-exciton average QD occupancies) at 532 nm and compare currents measured with 

and without illumination (Figure 2.1.2.3a). We observe that the oxidation current from the 

Cu1+ to Cu2+ conversion in the non-illuminated (dark) sample is appreciably higher than  
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Figure 2.1.2.3. (a) LSV measurements of stoichiometric CIS QDs (sample C from Figure 
2.1.2.1a) without (solid blue line) and with (dotted blue line) continuous wave illumination with 
low-intensity 532 nm light. The intra-gap Cux oxidation feature becomes significantly less 
prominent after 30 minutes of continuous illumination, likely due to photoconversion of Cu1+ to 
Cu2+. Notably, this feature also disappears in the dark current for Cu0.44In1.56S2 QDs (solid red 
line), indicating Cu2+ defects are more prevalent than Cu1+ defects. Inset: A possible mechanisms 
of Cu1+-to-Cu2+ photonversion (see text for details); LTe is a long-lived electron trap. (b) SEC 
measurements of PL intensity (measured at the peak) as a function of applied bias for core-only 
stoichiometric CIS QDs (purple solid circles), Cu-deficient CIS QDs (Cu0.56In1.44S2 and 
Cu0.44In1.56S2; green squares and blue triangles, respectively), and stoichiometric CIS with a ZnS 
shell (red diamonds); the data are normalized to the PL intensity observed with VEC = 0. Band-
edges for the Cu0.44In1.56S2 QDs (roughly equivalent to the band positions for Cu0.56In1.44S2) are 
shown as vertical dotted green lines, stoichiometric QDs as dotted purple lines, and Cux by the 
solid yellow line. (c) The full VEC-dependent PL spectra for stoichiometric CIS QDs (left panel), 
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Cu0.44In1.56S2 QDs (middle panel), and stoichiometric CIS/ZnS core-shell QDs (right panel). These 
experiments were done using the same EC setup as the CV/LSV measurements, but holding 
each potential for 3 minutes before collecting the spectra. Spectra were measured under low-
intensity excitation at 500 nm using a Xe lamp. (d) Schematic depictions of relaxation processes 
in stoichiometric (left) and Cu-deficient (middle) core-only CIS QDs, and stoichiometric CIS/ZnS 
core/shell samples (right). The results of SEC measurements suggest that the stoichiometric QDs 
exhibit two trap bands associated with surface defects; one is located near the CB edge (TC) and 
the other, near the VB edge (TV). The position of the Fermi level (EF), controlled by VEC, and 
determines the degree of filling of the trap bands. The occupied states (below EF) serve as hole 
traps, while unoccupied states (above EF) serve as electron traps. The radiative transition (red 
wavy arrow) can be quenched by either electron or hole trapping (black arrows). The vertical 
double-sided arrows show the span of the surface-trap-free region (denoted as the "T-free" 
region), which manifests in SEC measurements as the range of EC potentials wherein the change 
in VEC does not affect the PL intensity. 

that under illumination suggesting that at least some of the Cu1+ defects existing in the 

ground states are photoconverted to Cu2+. This phenomenon is similar to that observed 

in studies of photoinduced magnetism in Cu-doped II-VI semiconductors (Cu2+ ions are 

paramagnetic while Cu1+ ions are diamagnetic)51 and also similar to the process of light-

induced removal of “kinks” in current-voltage characteristics of related bulk CIGS and 

CZTS materials well documented in the literature.52-54 Notably, the Cu1+ to Cu2+ 

conversion is also absent for Cu-poor QDs (Figure 2.1.2.3a); as elaborated below, this 

might indicate that in these samples, Cux is predominantly in the 2+ oxidation state. It 

should also be noted that these measurements further support our initial assignment of 

the intra-gap CV wave at around +0.45 V to Cux instead of thiolate oxidation, as the latter 

should be insensitive to QD stoichiometry or photoexcitation, as the photon energy 

corresponding to 532-nm light is well below the absorption onset of DDT. 

The physics underlying the Cu1+-to-Cu2+ photoconversion can be explained by the 

existence of long-lived electron traps that have been previously invoked to explain QD 

photocharging.51,55-57 Indeed, in the presence of such traps, a photoexcited electron can 

be quickly removed from the CB state, which would leave behind a long-lived 
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uncompensated hole. This hole can then be trapped by the Cu1+ defect and eventually 

drive its transformation into the Cu2+ defect accompanied by required structural 

modifications in the host material including the establishment of appropriate charge 

compensation. We would like to point out that these structural changes do not occur 

during a standard photoemission cycle when a hole trapped by a Cu1+ ion also leads to 

formation of a Cu2+-like state. This state, however, is only short lived (several hundreds 

of nanoseconds) as the trapped hole quickly recombines with a CB electron to restore the 

original Cu1+ configuration.  

One important implication of the above measurements is that the thermodynamic 

equilibrium between the Cu1+ and Cu2+ ions existing in the ground states can be distorted 

in the presence of illumination leading to a considerable amount of Cu2+ ions even under 

high Fermi level conditions, which would favor Cu1+ defects in a standard situation without 

illumination. A similar effect when the equilibrium between paramagnetic Cu2+ ions and 

the nonmagnetic (or less magnetic) Cu1+ dopants is directly controlled by the intensity of 

external illumination has been observed and quantitatively analyzed in ref. 51 in the 

context of photomagnetization studies.  

In Figure 2.1.2.3b we display the measurements of the PL intensity (measured at 

the peak) as a function of EC potential for four different samples: stoichiometric core-only 

CIS QDs, two core-only Cu-deficient samples (Cu0.56In1.44S2 and Cu0.44In1.56S2), and a 

stoichiometric CIS/ZnS core/shell sample; the PL intensity is normalized to the PL signal 

at VEC = 0 V. Figure 2.1.2.3c shows the complete set of PL spectra when the potential is 

changed in 3 minute intervals for the stoichiometric QDs, core/shell QDs, and QDs with 

the largest Cu-deficiency (Cu0.44In1.56S2). Some of the previous SEC studies of QDs 
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explained the observed VEC-dependent modulation of the PL signal by invoking an 

extended intra-gap "trap band," which can capture electrons into its unoccupied states 

and holes into the occupied ones.27 Increasingly negative potentials correspond to raising 

the Fermi level, which leads to progressive filling of the trap band, translating into 

suppressed electron trapping and enhanced hole trapping. The lowering of the Fermi level 

leads to the opposite effects. Here, we apply similar reasoning for explaining our present 

observations.  

For all of the samples, the PL intensity is almost VEC-independent from -0.4 V to 

+0.4 V suggesting that in this range of potentials the QD band gap is free of trap states 

(labeled "T-free" in Figure 2.1.2.3d).  Outside of this region, we observe sample-

dependent behaviors. Core-only stoichiometric CIS QDs show emission quenching under 

both positive and negative VEC, which suggests the existence of two trap bands, one near 

the CB edge and the other near the VB edge (TC and TV in Figure 2.1.2.3d left panel, 

respectively).  The observation of TC at ca. -0.4 V in SEC measurements is also in 

agreement with our previous assertion that the CV wave around -0.33 V is an intra-gap 

state capable of carrier trapping. Interestingly, the magnitude of PL quenching observed 

for VEC > 0.4 V decreases for the copper-poor Cu0.56In1.44S2 sample (Figure 2.1.2.3b and 

Figure 2.1.2.3c middle panel) compared to the stoichiometric QDs (Figure 2.1.2.3b and 

Figure 2.1.2.3c left panel), and then almost completely vanishes in the case of the 

Cu0.44In1.56S2 sample. This might indicate the suppression of the trapping associated with 

the TV states due to their increased filling or progressive elimination (schematically 

represented in the middle panel of Figure 2.1.2.3d and discussed below). The PL signal 

from the stoichiometric core-shell sample is almost VEC-independent across the entire 
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range of the studied EC potentials suggesting that overcoating the QD core with the wider 

gap semiconductor eliminates both the TC and TV traps. This further suggests that these 

traps are of surface origin and likely associated with unpassivated dangling bonds, as 

observed in other types of QD systems and indicated by both transient absorption and 

pump-dump-probe spectroscopies of CIS QDs.24-25,27,47,58-59  

The difference in the sign of the PL signal change with raising the Fermi level at 

VEC < -0.4 eV between stoichiometric and Cu-deficient samples (quenching versus 

enhancement, respectively) might be indicative of the difference in the oxidation state of 

the Cu-ion involved in the emission process. Under conditions of thermodynamic 

equilibrium both Cu1+ and Cu2+ defects are expected to coexist in CIS QD ensembles with 

the relative concentrations linked to the position of the Fermi level, dependent on 

fabrication procedure, and can further be altered by modifying, for example, the chemical 

or electrostatic environments, or applying external illumination.  

The effect of external stimuli such as the EC potential has likely a greater effect on 

QD surface states than on the states within the QD. This is suggested, for example, by 

present (Figure 2.1.2.3b-d) and previous observations,27,34,47,60 which indicate that the 

beneficial effects of electronic passivation of surface traps due to a varied Fermi energy 

in EC measurements are similar to those of chemical passivation of a QD with an 

inorganic shell. On the other hand, one might expect that the modification of the internal 

intra-gap states (including those associated with Cux defects) due to changes in VEC does 

not occur as readily as in the case of surface states because of a large tunneling barrier 

created by the host semiconductor, which isolates the localized internal defects from the 

electrode. Given the above considerations, it is reasonable to assume that while we do 



47	
	

observe clear redox signatures of Cux in the CV measurements, they might be associated 

with the EC transformation of the Cu surface ions while the interior ions might still maintain 

their original oxidation state. This assumption helps rationalize the observed VEC-induced 

modulation of PL signals in Figure 2.1.2.3b,c.  

The VEC-dependent measurements of Cu-deficient samples indicate that the PL 

intensity is affected primarily by electron trapping (see our earlier discussion). This is 

exactly what is expected for the emission mechanism associated with the Cu2+ ion, which 

does not require hole capture prior to emission and is therefore not susceptible to hole 

trapping. In this case, the progressive filling of the electron traps by raising the Fermi level 

(Figure 2.1.2.3c, middle) should translate into the increasing emission intensity, as 

observed in Figure 2.1.2.3b,c for Cu-deficient samples. In fact, the formation of Cu2+ ions 

is a logical process in Cu-deficient QDs as a large abundance of Cu-vacancies should 

facilitate the creation of Cu2+ defects as a means to maintain local charge neutrality. This 

interpretation is also consistent with the absence of intra-gap oxidation wave for the Cu-

deficient QDs in Figure 2.1.2.3a. Furthermore, copper vacancies that presumably 

accompany the Cu2+ defects are known to be energetically close to the VB and are 

capable of acting as subpicosecond hole traps;25 therefore, their paring with the Cu2+ ions 

automatically ensures a quick removal of photogenerated holes from the VB states that 

would otherwise compete for the CB electron with a Cu-related emission channel (Figure 

2.1.2.1b, bottom left).27,34 We would like to point out again that this explanation is based 

on the assumption that a considerable fraction of Cu defects remains in the 2+ oxidation 

state even when the Fermi level of the environment is above the Cux redox potential. In 

addition to the inhibiting role of the tunneling barrier, which complicates reduction of 
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internally located Cu2+ defects, such imbalance between the 1+ and 2+ ions in favor of 

the latter ones might be facilitated by the process of Cu1+-to-Cu2+ photoconversion evident 

from the measurements in Figure 2.1.2.3a. 

A distinct (opposite) PL response to changes in VEC for large negative potentials 

observed for the stoichiometric sample (Figure 2.1.2.3b, purple circles) might be 

indicative of the different (i.e., 1+) oxidation state of the Cu-defect involved in the emission 

process compared to the Cu-deficient samples (blue triangles and green squares in 

Figure 2.1.2.3b). In fact, it is logical to expect that in QDs with a balanced stoichiometry, 

the prevailing defect is a pair of Cu1+ and In3+ ions that have swapped their lattice sites. 

These defects, known as "anti-site" pairs, are automatically charge compensated and are 

common in bulk CISeS materials.61-63 The Cu1+ defect is "PL-passive" in the ground state 

but can be activated by capturing a photogenerated hole as illustrated in Figure 2.1.2.1b 

(bottom right diagram). For this emission mechanism, in addition to electron trapping, the 

PL efficiency is also affected by hole trapping at the non-Cu-related intra-gap sites. 

Therefore, raising the Fermi level, which is accompanied by filling of intra-gap states, 

results in two competing trends: one is the reduction of electron trapping, and the other 

is the increased hole trapping (Figure 2.1.2.3c, left panel). The observed drop of the PL 

signal in the range of high negative potentials (VEC < -0.4 V) suggests that the effects of 

increased hole trapping outweighs the benefits due to suppressed electron losses. The 

roles of electron and hole traps, however, likely reverse in the range of positive potential 

(VEC > 0.4) wherein changes in VEC presumably modify the occupancy of the TV trap band. 

In this case, the processes of electron trapping likely dominates the observed the VEC-
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dependent modulation of the PL signal leading to the drop of the PL intensity with lowering 

the Fermi level. 

2.1.3. Conclusions 

To summarize, the conducted EC measurements reveal the presence of a well-

defined intra-gap state whose redox potential is consistent with that of a Cux ion. Further, 

its energetic offset versus the VB edge is close to the Stokes shift inferred from optical 

measurements confirming the validity of models wherein the PL from CISeS QDs is 

ascribed to an optical transition involving a CB electron and a hole-like state associated 

with the Cux defect.  

While both types of Cu defects are emissive, the Cu1+ emission mechanism is 

susceptible to both hole and electron trapping, while the mechanism involving the Cu2+ 

defect is only affected by electron trapping. Interestingly, in the case of stoichiometric 

samples, application of increasingly negative potentials (raising the Fermi level) leads to 

a drop of the PL signal, indicating the importance of hole trapping that becomes 

progressively enhanced due to an increasing number of filled intra-gap sites. This 

behavior is expected for the Cu1+ related emission channel, which relies on 

photogenerated holes for its activation. Conversely, the emission intensity for Cu-deficient 

QDs shows the opposite trend, i.e., the PL intensity increases as the Fermi level is raised. 

This is indicative of the Cu2+ emission channel, which benefits from the progressive filling 

of intra-gap states resulting in deactivation of electron traps but is not affected by the 

increasing number of hole traps.  
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The above results suggest that while both Cu1+ and Cu2+ defects are expected to 

co-exist in the QDs, their relative fractions might be linked to sample stoichiometry. In 

fact, the SEC and EC measurements suggest that Cu1+ species seem to prevail in 

stoichiometric samples where they can occur in the form of anti-site CuIn-InCu defect pairs, 

while Cu2+ states are likely more abundant in Cu-deficient samples where they are 

created as charge compensating species for Cu-vacancies. Our SEC studies also 

indicate that the balance between Cu1+ and Cu2+ defects can be distorted in the presence 

of illumination, which leads to photoconversion of copper 1+ ions into 2+ species. This 

process might result in a disproportionally large fraction of Cu2+ states for high negative 

EC potentials that otherwise would favor Cu1+ states.  

The conducted studies indicate that in Cu-deficient samples, the trap sites are 

located primarily near the CB-edge while for the stoichiometric samples, we observe the 

signatures of an additional trapping band near the VB edge. Our overall assessment is 

that the stoichiometric samples are more strongly influenced by nonradiative processes 

involving intra-gap states compared to Cu-deficient samples. This might explain a 

commonly observed trend that moderate levels of Cu-deficiency lead to the improved PL 

efficiency.64-67 The high sensitivity of both Cu1+ and Cu2+ emission channels to electron 

trapping is also consistent with previous transient absorption and pump-dump-probe 

spectroscopy studies.24-25 

The measurements of CIS/ZnS QD samples with stoichiometric cores indicate that 

in addition to dramatically boosting the PL efficiency, the use of the core/shell approach 

also leads to a nearly complete elimination of the dependence of the PL signal on the 

applied EC potential. This observation suggests that the use of the passivating ZnS layer 
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removes both trap bands observed in the stoichiometric core-only samples, and further 

indicates that these trap sites are located primarily at the QD surfaces. 

2.1.4. Methods 

Chemicals and Materials: The following chemicals were purchased and used as 

received. Anhydrous copper (I) iodide (CuI, 99.995 %), 1-dodecanethiol (CH3(CH2)11SH, 

DDT, ≥98 %), anhydrous chloroform (CH3Cl, ≥99 %), zinc acetate (Zn(Ac)2, 99.99 %), 

copper(I) acetate (CuAc, 99.99 %), sulfur powder (S, 99.99 %), octadecene (ODE, 90 %), 

oleic acid (OA, 90 %) and anhydrous methanol (CH3OH, ≥99 %) were obtained from 

Sigma-Aldrich. Anhydrous indium (III) acetate (In(CH3COO)3, In(Ac)3, 99.99 %), and 

oleylamine (CH3(CH2)7CH=CH(CH2)7CH2NH2, OLAm, 80~90 %) were purchased from 

Acros Organics. Indium stearate (In(St)3) was prepared following a previously reported 

method.7 

Synthesis of Stoichiometric Core-Only CIS QDs: In a typical reaction, 1 mmol of CuI 

and 1 mmol of In(Ac)3 was dissolved in 5 mL of DDT (20 mmol) with 1 mL of OLAm in a 

50 mL round-bottom flask, the mixture was then degassed under vacuum at 100 °C for 

30 min. The temperature was raised to 140 °C until all solid precursors are fully dissolved, 

which usually takes less than 10 minutes. After that, the temperature was set to 230 °C 

for 20 minutes. To quench the reaction, the heating element was removed and the QDs 

were allowed to cool. The resulting CIS QDs were purified by iterative dissolution in 

chloroform and precipitation with methanol and then stored in chloroform under an inert 

atmosphere. 
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Shell Growth on Stoichiometric CIS Cores: Separately a solution of 0.5 M Zn-oleate 

was made by mixing 10 mmol zinc acetate powder with 16 ml of ODE and 4 ml of OA, 

and heating to 150 °C for 1 hr. To form the thin ZnS shell around stoichiometric CIS cores, 

5 mL of the Zn-oleate solution was added to the CIS QD reaction solution for 30 min at 

200 °C. 

Synthesis of Cu-Deficient CIS QDs: Synthesis of the CIS core-only QDs was performed 

by following previous works with modifications.7 In a typical reaction, we employed hot 

injection where In(St)3 (386 mg, 0.4 mmol), CuAc (25 mg, 0.2 mmol), DDT (120 uL, 0.5 

mmol), OA (126 uL, 0.4 mmol) and 10 mL ODE were loaded into a three-neck flask. The 

above mixture was heated to 80 ℃ and degassed under vacuum for 30 min. The mixture 

was then heated and stabilized at 180 °C under a nitrogen flow. Next, 0.8 mL of S/ODE 

([S]=0.5 mol/L) was quickly injected into the above mixture. After the completion of CIS 

growth (5 min), the reaction was quenched by cooling the solution to room temperature.  

EC and Optical Studies: An Indium-tin-oxide (ITO) glass slide was used for the working 

electrode, platinum wire as a counter electrode, and a silver wire as a pseudoreference 

electrode. CIS QDs were diluted to 5 mg/ml in air-free chloroform in a Nitrogen glove box. 

0.1 M tetrabutylammonium perchlorate (TBAClO4) was weighed in the glove box before 

adding to the QD solution. The CIS:TBAClO4 molar ratio was roughly 1:5 so that the 

electrolyte salt can effectively passivate the NC surface. Dark state CV measurements 

were conducted after placing the electrodes in a quartz cuvette with the NC/electrolyte 

solution and connecting to the potentiostat (CH Instruments). The cuvette was covered in 

black tape to eliminate ambient light. The scan rate was set to 0.1 V/s and data collection 

at 0.001 V for the scan range of 2 V to -2 V. All measurements were done using static 
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solution samples without stirring. Voltage sweeps were continuous (0.1 V/s rate), and the 

current was collected without any additional wait times. The steady-state current for the 

electrolyte was measured at 0 V for 5 minutes and the average was subtracted from the 

CV scans as a background correction. Visible PL spectra were recorded using a Horiba 

Scientific Fluoromax-4 spectrometer. Absorption spectra were taken with an Agilent 8543 

UV-Vis spectrophotometer. SEC measurements were conducted by holding the potential 

for each step for 3 minutes. This insured that a considerable fraction of the QDs was 

charged/discharged before each optical measurement. 
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2.2. Defect-Controllable Magneto-Optical Properties in CuxIn2-xSy Quantum Dots 

2.2.1. Introduction & Low-Temperature Spectra 

Considerable attention has been given to implementing low-cost, solution 

processable electronic and electro-optical devices using II-VI quantum dots (QDs).1-5 

However, devices utilizing these QD structures as active layers have limited commercial 

viability due to their toxic, heavy metal cations (e.g. Cd). Ternary I-III-VI QDs such as 

CuxIn2-xEy (where E=S or Se), which replace heavy metal 2+ (II) cations with lighter 1+ (I) 

and 3+ (III) cations have been proposed as environmentally friendly alternatives to CdE 

QDs.6-15 However, their (electro)-optical properties vastly differ from typical II-VI materials. 

For example, the Stokes shift (Δ,) is far larger (~300-750 meV), spectral linewidths 

significantly broader (~300-400 meV), and they have considerably longer radiative 

lifetimes (~200-400 ns) than CdSe QDs.16-26 This is generally attributed to the radiative 

relaxation of a delocalized conduction band (CB) electron and a hole localized at Cux 

(where x= 1+ or 2+) defects (Figure 2.2.1.1a, top panel).7-9,20-27 Nonetheless, there is still 

significant debate as to whether this process is due to strong electron-phonon coupling 

of lattice Cu1+ cations,26 or “native defects” based on Cu1+ or Cu2+ cations.20,23 In the latter 

case, it has been proposed that photoluminescence (PL) in (near)-stoichiometric QDs is 

dominated by Cu1+ defects ([Ar]3d10), and require capture of a VB hole or direct excitation 

to form Cu2+-like states prior to emission (Figure 2.2.1.1a, bottom left panel). Cu2+ defects 

([Ar]3d9), on the other hand, prevail in far-off stoichiometry, Cu-deficient QDs and are 

“emission ready.” Specifically, they have a pre-existing hole in the Cux defect state that 

can directly recombine with a CB electron (Figure 2.2.1.1a, bottom right panel).20  
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An interesting prediction that arises from the defect hypothesis would be 

multifunctional, stoichiometry-controllable optical and magneto-optical properties in 

single-component QDs, which typically can only be achieved in nanocomposite, or 

extrinsically doped QDs. Specifically, the net spin for Cu2+ defects, which primarily form 

in Cu-deficient CIS QDs should be equivalent to the paramagnetic lower Γï doublet of 

Cu2+ dopants in II-VI QDs.28 This would lead to dual dilute magnetic semiconductor (DMS) 

and emissive behavior in a single, un-doped QD, which can be further enhanced by 

decreasing the Cu:In ratio. In addition, considering that these defects are unoccupied they 

should also be non-absorptive, and therefore CIS QDs with Cu2+ defects should exhibit 

sharper absorption spectra than (near)-stoichiometric QDs where occupied Cu1+ defects 

lead to a pronounced low energy “tail” in the absorption spectra and “smear” the band-

edge transition. Here, we verify these predictions with low-temperature linear 

spectroscopy and magnetic circular dichroism (MCD) measurements of CIS QDs with 

different Cu:In ratios. We clearly observe stronger spin-exchange interactions, and 

reduced intra-gap absorption in Cu-deficient QDs, which are expected to manifest from 

the replacement of Cu1+ defects with Cu2+ defects as QDs are made increasingly Cu-

deficient. Further, we use density functional theory (DFT) calculations to explain the 

chemical origin of these mechanisms. For (near)-stoichiometric QDs, Cu1+ and In3+ atoms 

switch lattice positions (CuIn’’ + InCu
��) and lead to “Cu1+ defects.” Cu-deficient QDs, on 

the other hand, have a large concentration of copper vacancies (VCu’), which are charge-

compensated by the oxidation of a second Cu atom (Cu1+ à Cu2+ + e-) leading to VCu’ + 

CuCu
� defect pairs. 
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Figure 2.2.1.1. (a) Absorption/emission mechanism for CIS QDs (top panel). For Cu-rich, 
stoichiometric, or near-stoichiometric QDs (bottom left panel) there is an additional absorption 
band from Cu1+ defects (dashed blue line), which require “photoactivation” prior to Cux emission. 
For far-off stoichiometry, Cu-deficient QDs (right bottom panel) Cu defects are predominantly in 
the 2+ oxidation state and are therefore “emission ready.” Hence, the band-edge hole is trapped 
(dashed black lines) at a separate state labeled Th. (b) Low-temperature (15 K) absorption (solid 
colored lines) and emission (dotted colored lines) spectra for CIS QDs with two different Cu:In 
ratios. Solid black lines represent Gaussian fits. 

Pyramidal (~2.25 nm by height as shown in Figure S6.2.1) CIS QDs with varied 

Cu-to-In ratios (0.85:1 and 0.47:1) were synthesized and spin-coated onto glass 

substrates. We compare their low-temperature (15 K) absorption and PL emission spectra 

in Figure 2.2.1.1b. The Stokes shift (Δ,) between the band-edge absorption and PL 

emission peaks is large for both samples (554 meV for Cu0.47In1Sy and 578 meV for 

Cu0.85In1Sy, respectively). Both absorption and PL emission spectra are fitted with a 

Gaussian function (solid black lines). Despite similar PL linewidths (371 meV for 

Cu0.47In1Sy and 379 meV for Cu0.85In1Sy, respectively), the absorption spectrum is 
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significantly narrower for Cu0.47In1Sy (253 meV) than Cu0.85In1Sy (304 meV). This is 

expected based on our earlier stated prediction that both Cu1+ and Cu2+ defects are 

emissive. Yet, only Cu1+ can directly absorb a photon due to its filled electron 

configuration ([Ar]3d10 vs. [Ar]3d9). Hence, the PL linewidths are not expected to be 

strongly affected by the relative concentration of Cu1+/Cu2+ defects, while the absorption 

spectrum should be much narrower if there is a larger concentration of Cu2+ defects. 

2.2.2. Magneto-Optical Spectroscopy & Density Functional Theory 

Magneto-Optical Spectroscopy. Considering that the unpaired electron 

expected from the d9 electron configuration should have a net spin, we therefore use MCD 

spectroscopy (Figure 2.2.1.2a for Cu0.47In1Sy, and Figure S6.2.2 Cu0.85In1Sy)22,28-29 to 

measure the field-induced (top panel) and temperature-dependent (bottom panel) 

Zeeman splitting energies (∆&') for band-edge carriers. For both samples, (∆&') 

increases nonlinearly with magnetic field (0 to 6 T) at constant (3 K) temperature (Figure 

2.2.1.2b), and markedly decreases as the temperature is raised (3 K to 20 K) at a constant 

(6 T) magnetic field (Figure 2.2.1.2c). These characteristics are hallmarks for dilute 

magnetic semiconductors (DMS) where the average spin alignment of magnetic defects 

improves at high magnetic fields and low temperatures. 

Unlike other QDs with DMS characteristics, magnetism in CIS arises from “native” 

defects instead of extrinsic dopants.22, 26, 28-29 However, we expect the nature of spin-

exchange to be similar, and fit the data in Figure 2.2.1.2b using J=1/2 for Cu2+ defects in 

equation 1: 

Δ&' = ñLóò9ô + Δ&)*+ Ç'                                                                                                                (1) 
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Figure 2.2.1.2. (a) Magnetic field- (T = 3 K, top panel) and temperature-dependent (H = 6 T, 
bottom panel) MCD measurements for Cu0.47In1Sy. The linear absorption spectra (3 K, dashed 
black lines) is also shown. (b,c) The H- (b) and T-dependent (c) Zeeman splitting energies (∆&'). 
Red circles represent Cu0.47In1Sy and green circles indicate Cu0.85In1Sy. The solid lines in (b) 
represent fits to the experimental data using equation 1, while the dashed lines in (c) are simply 
a visual guide for the data. (d) The stoichiometry-dependent Δ&)*+ where “x” refers to the Cu/In 
ratio. 

where ñLóò9ö is the term describing linear Zeeman splitting due to the intrinsic 

diamagnetism of the CIS exciton, while the second term describes additional Zeeman 

splitting of the band-edges arising from spin-exchange with Cu2+ defects. We define ñLó 

as the exciton g-factor, ò9represents the Bohr magneton, and H the applied magnetic 

field.22,28-29 For the second term, Δ&)*+ describes the strength of spin-exchange 

interactions between the d electrons of the magnetic impurity and the p or s orbitals of the 
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host semiconductor along the average spin projection Ç'  of the magnetic field. This 

usage is not strictly correct for CIS QDs in which the band-edge density of states (DOS) 

have a large d component due to lattice Cu atoms. However, the standard Brillouin 

function ( Ç' = öõ(ñ=>ò9ùô/I9û) for describing paramagnetic ions with spin J at 

magnetic field H and temperature T still yields remarkably good fits (Figure 2.2.1.2b solid 

lines) to the experimental data using ñLó = 0.2 (typical for CIS QDs),22 ñ=> = 1.14 for 

Cu0.85In1Sy, and ñ=> = 1.11 for Cu0.47In1Sy. Notably, ñ=> in CIS is nearly identical to Cu2+ 

doped ZnSe (ñ=> = 1.10), and relatively small as expected for d9 cations where Jahn-

Teller effects suppress magnetic exchange interactions.28,30-35 Indeed, this offers further 

support that the paramagnetic impurities are Cu2+ defects.  

The only fit parameter that significantly changes is the maximum energy for spin-

exchange (Δ&)*+). We compare Δ&)*+ values for both of our Cu-deficient QDs with Cu-

rich QDs (Cu:In ~ 1.26) measured previously (Figure 2.2.1.2d).22 The spin-exchange 

energy increases as QDs become more Cu-deficient, and Δ&)*+ for Cu-deficient QDs is 

more than an order of magnitude higher than Cu-rich QDs (Δ&)*+,=>é.í†ÄAo,ì = 3.42	K_¢,	

Δ&)*+,=>é.£êÄAo.é£,ì = 2.02	K_¢,	and	Δ&)*+,=>o.QëÄAo,ì = 135	ò_¢, respectively). These trends 

are generally quantified using equation 2: 

Δ&)*+ = ù[¶D$á]j]({ − ®)                                                                                                                   (2) 

where J is the spin of the Cu2+ defect, ¶D$á  is the concentration of Cu2+ defects, and 	

j]({ − ®) is the combined exchange constant for s-d and p-d interactions. However, 

separating each contribution to Δ&)*+ for CIS is nontrivial due to the large concentration 

of non-magnetic lattice copper atoms and corresponding d character of the band-edges. 
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Specifically, while X-ray photoelectron spectroscopy (XPS) can determine the 

concentration of Cu2+ by satellite peaks in copper oxides, density functional theory (DFT) 

and X-Ray absorption spectroscopy (XAS) studies have shown that Cu chalcogens do 

not precisely obey the d9 and d10 formalism due to covalent bonding.36-37,38,39 These 

limitations aside, Δ&)*+ should still be directly proportional to ¶D$á , and we can infer 

from these measurements that the increase in Δ&)*+ in more Cu-deficient QDs is due to 

a larger concentration of Cu2+ defects. 

Density Functional Theory Calculations. We next perform DFT calculations to 

determine the structural origin of the stoichiometry-controllable paramagnetic behavior in 

CIS QDs. Defect formation energies were determined using various charge balanced 

defect pairs in a 2×2×2 (128 atom) supercell to negate the influence of surfaces (Figure 

2.2.1.3). This is justified by experimental studies, which showed that passivating the 

surfaces of CIS QDs with a ZnS shell improves quantum yields without significantly 

altering the emission energy or linewidth.20-21 This suggests that optical defects are not 

due to dangling bond surface states. The charge-balanced, stoichiometric defect pairs we 

considered include anti-site defects in which the Cu and In atoms swap lattice positions 

(CuIn’’ + InCu
��), Frenkel pairs where a copper or indium vacancy is created in conjunction 

with its corresponding interstitial (VCu’ + Cui
� and VIn’’’ + Ini

���). To predict the properties of 

Cu-deficient QDs, we calculated the formation energy of a single copper vacancy (VCu’). 

This introduces an electronic hole in the later described QD calculations, which localizes 

on a Cu atom, and forms a Cu2+ (CuCu
�) center for charge-compensation (VCu’ + CuCu

�). 

(CuIn’’ + InCu
��) and (VCu’ + CuCu

�) have the lowest formation energies of the series. 

However, the formation energy of these defect pairs are still significantly higher than kBT  
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Figure 2.2.1.3. (a) Defect formation energy as a function of spatial separation between defects. 
(b,c) The formation energies of anti-site defects are lower than intermediate defects required for 
“self-purification.” Hence, defects in CIS are kinetically trapped during synthesis.  

(~26 meV). To test their stability, we calculate the formation energy of several 

intermediate defect structures required for “back-diffusion” into the original lattice sites 

(Figure 2.2.1.3b for energies, and Figure 2.2.1.3c for corresponding structures). 

Considering that the intermediate states have higher formation energy than either (VCu’ + 

CuCu
�) or (CuIn’’ + InCu

��), we conclude that defects are kinetically trapped during synthesis, 

and “self-purification” does not occur. 
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Considering that (CuIn’’ + InCu
��) and (VCu’ + CuCu

�) have the lowest formation 

energies, we calculate their density of states (DOS) in ~1.7 nm pyramidal QDs 

constructed by exposing the (112) surface facets (Figure 2.2.1.4). The DOS for anti-site 

defects separated by 7 Å and 11 Å are shown in Figure 2.2.1.4a. In order to determine 

the identity of each energy state, we plot iso-energetic contours (purple and green for 

occupied and unoccupied energy levels, respectively) of the associated charge density 

(square modulus of the one electron wavefunction) as exemplified by anti-site defects 

separated by 11 Å in Figure 2.2.1.4c. We define the VB (CB) as the highest occupied 

(lowest unoccupied) delocalized state, and surface intra-gap states (SSt) as delocalized 

across surface atoms. Optically-active defect states (CuIn’’ or CuCu
�), on the other hand, 

are localized to the intentionally created defect coordination sphere. However, we note 

here that surface state contributions to the electronic structure are overestimated due to 

our inability to include passivation layers of native ligands (e.g. dodecanethiol), which 

would significantly increase computational expense. The CuIn’’ state is occupied (below, 

or at the Fermi level, or EF), and is therefore not paramagnetic. However, the state is 

showed as “half-filled” in the DOS due to the artificial 0.05 eV electron smearing used in 

the Fermi-Dirac portion of the DFT calculations. The CuIn’’ state is ~480 meV (~590 meV) 

above the VB when the defects are separated by 7 Å (11 Å). We define these values as 

the “theoretical Stokes shifts” (labeled as Δ, in Figure 2.2.1.4a), which are remarkably 

close to the optical Stokes shift (~ 580 meV) measured experimentally. In addition, the 

position of the defect affects its energy vs. the band-edges, which indicates that Δ, is 

impacted by the local defect bonding environment as expected by single-particle 

spectroscopy studies on CIS QDs, and DFT studies on related Cu-doped ZnSe QDs.23,36 
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Figure 2.2.1.4. (a) DOS for anti-site defects on a model QD with two different defect pair 
separation distances (7 Å and 11 Å for the left and right panel, respectively). Solid black lines 
mark the band-edges, dashed black lines the Fermi level, and black squares trap-like surface 
states (labeled SSt). The charge density for each labeled state is depicted in (b) for (CuIn+InCu)11Å 
using purple (occupied) and green (unoccupied) iso-surfaces. (c,d) The same analysis is used for 
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QDs with a single copper vacancy. For (c), calculations were spin-polarized due to the 
paramagnetism of Cu2+; and the two columns represent different electron spins. In both (b) and 
(d), the bottom center panel shows a second, zoomed-in image of the Cux defect for clarity. 

Next, we repeat these calculations on QDs with a single VCu’ (Figure 2.2.1.4c,d). 

The resulting DOS (Figure 2.2.1.4c) has a spin-polarized and unoccupied state above 

EF, which is also close to the experimental Stokes shift (~740 meV). Representing its 

charge density in real-space (Figure 2.2.1.4d) further shows that the state is highly 

localized around a Cu coordination sphere. This corresponds with a Cu2+ (CuCu
�) defect 

in which the removal of an electron and conversion to the 3d9 electron configuration is 

accompanied by a spin-polarized paramagnetic state. Indeed, 79.5% of the magnetization 

density is localized to CuCu
�; the additional 21.5% is delocalized across other unoccupied 

states in the DOS and is also most likely an artifact resulting from our 0.05 eV smearing. 

These results indicate that copper vacancies can be charge-compensated by the 

oxidation of a second Cu atom. Hence, enhancement of Δ&)*+ in Cu-deficient QDs can 

be explained by a larger concentration of subensembles with VCu’. Interestingly, we also 

note that the charge density of the DFT predicted Cu2+ defect has a large contribution 

from p electrons in neighboring S atoms (~55 %), and is not completely localized on Cu. 

This matches expectations from DFT and complementary XAS studies on CuS, which 

showed that Cu2+ states in copper chalcogens do not exist in strictly d9 configurations due 

to charge sharing with neighboring S atoms.36-39 Therefore, it is likely that the same 

chemical bonding effects, which complicate the experimental determination of Cu2+ in 

CuS using X-Ray and EPR methods, are also present in CIS QDs. 

2.2.3. Conclusions 
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In summary, CIS QDs exhibit stoichiometry-controllable, multifunctional DMS 

behavior and optical pathways. From our MCD studies, we show that magnetic exchange 

interactions can be enhanced by over an order of magnitude by making QDs Cu-deficient. 

This finding is counter-intuitive given that a reduction in Cu concentration results in an 

increase in magnetic Cu states. DFT calculations explain this peculiarity as a 

consequence of creating a larger concentration of subensembles with VCu’, which are 

charge-compensated by the oxidation of a second Cu atom (Cu1+ à Cu2+). Altogether, 

this marks the first report of stoichiometry-controllable magnetic behavior via “native” 

defects in QDs, which normally require extrinsic dopants. Moreover, these findings 

confirm previous hypotheses that predicted stoichiometry-controllable optical pathways 

in CIS QDs. 

2.2.4. Methods 

Chemicals and Materials: The following chemicals were purchased and used as 

received. Anhydrous copper (I) iodide (CuI, 99.995 %), 1-dodecanethiol (CH3(CH2)11SH, 

DDT, ≥98 %), anhydrous chloroform (CH3Cl, ≥99 %), and anhydrous methanol (CH3OH, 

≥99 %) were obtained from Sigma-Aldrich. Anhydrous indium (III) acetate (In(CH3COO)3, 

In(Ac)3, 99.99 %), and oleylamine (CH3(CH2)7CH=CH(CH2)7CH2NH2, OLAm, 80~90 %) 

were purchased from Acros Organics.  

Synthesis of CIS QDs: Typically, x mmol of CuI (x=1, 0.5, and 0.25) and 1 mmol of 

In(Ac)3 were dissolved in 5 mL of DDT and 1 mL of OLAm in a 50 mL round-bottom flask, 

and the mixture was degassed under vacuum at 100 °C for 30 min. The temperature of 

the reactant mixture was raised to 140 °C until all solid precursors were fully dissolved, 
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which usually took less than 10 min.  For nucleation and growth, the temperature was set 

to 230 °C for 20 minutes. The heating element was then removed and the QDs were 

allowed to cool. The resulting QDs were purified by iterative dissolution in chloroform and 

precipitation with methanol and then stored in chloroform under an N2 atmosphere. 

Film Preparation for Temperature-Dependent PL and MCD Measurements: A QD 

solution (4 mL in chloroform) was added to a 5 ml solution of 2 % w/w PVP in chloroform. 

After vigorous stirring, the mixture is transferred to a centrifuge tube, and then the QDs 

are precipitated by adding hexane. After centrifuging with 5000 rpm for 5 minutes, the 

supernatant is discard. The precipitated pellet is dissolved in 600 μL of 1 % w/w 

butanol/chloroform solution for preparing a QD/polymer solution. The film is made by 

dropping the QDs/polymer solution on a 5 mm X 5 mm slide glass followed by successive 

spin coating with 500 rpm for 2 minutes and 2000 rpm for 1 minute.  

Magneto-Optical Measurements: QD films were mounted in a variable-temperature 

insert (1.5-300 K) of a 7 T superconducting magnet with direct optical access. Right- and 

left circularly polarized light was passed through the sample in the Faraday geometry, 

and the normalized difference in transmission was collected using an avalanche 

photodiode. A white light probe was derived from a Xe lamp through a spectrometer and 

mechanically chopped at 137 Hz, and modulated between left- and right polarizations at 

50 kHz using a photoelastic modulator.  

DFT Calculations: All geometries and electronic structures were calculated using plane-

wave PAW DFT in VASP.40-42 PBE43 was used for all geometry optimizations and 

HSE0644 for all electronic structure calculations. An energy cut-off of 280 eV was used in 
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all calculations, and all structures were relaxed, until forces were smaller than 0.05 eV/Å 

per atom. A screening parameter of ω=0.13 was used for HSE06 calculations as 

described in previous reports.45,46 For reproducing the properties of bulk CuInS2, the 

Brillouin zone was sampled with a (6X6X3) Monkhorst-Pack k-point grid on a single unit-

cell. The formation energy of different defect pairs were calculated using the following 

equation: 

&M™´R = 	&1™1 ¨_≠ − &1™1 <Æ	¨_≠ + <v
v

òv 

where &1™1 ¨_≠  represents the total energy of the defective supercell, &1™1 <Æ	¨_≠  

represents the total energy of the non-defective supercell, òv is the chemical potential of 

atom α added or subtracted to the system, and <v represents the number of atoms added 

(-1) or subtracted (+1) into the system. Here, the final term is 0 for all cases other than for 

the single copper vacancy, which is the only defect system studied here that altered the 

stoichiometry. For these calculations, a 2X2X2 supercell was used and the size of the 

Monkhorst-Pack grid was decreased to (2X2X1). QDs were constructed based on (112) 

surface facets as described in the main article. A vacuum spacing of ~ 15 Å was set 

between QDs to avoid spurious interactions between each nanocrystal, and the Brillouin 

zone was sampled at the Gamma point only. 
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3.1. Effect of Stoichiometry on Reabsorption in CuxIn2-xSy Quantum Dots: 

Determining the “Real” vs. “Apparent” Stokes Shift 

3.1.1. Introduction 

Ternary CuxIn2-xEy (where E=S or Se) quantum dots (QDs) have emission tunable 

across the visible and near-infrared (near-IR) spectral ranges, which make them 

prospective environmentally benign alternatives to highly toxic Cd- (visible) and Pb-based 

(near-IR) emitting QDs for optical and electro-optical devices.1-10 However, despite their 

similar emission energies, many of the (electro)-optical properties of CIS QDs such as 

large Stokes shifts between the onset of strong absorption and emission (∆,≈300-750 

meV), long radiative lifetimes (~200-400 ns), broad spectral linewidths (~300-400 meV 

for emission), and tunable charge transport pathways vastly differ from typical II-VI and 

IV-VI materials.1, 3, 11-21 These unusual properties can be advantageous for many 

technological applications, but several challenges persist for their use in commercial 

devices. For example, the large ∆, reduces spectral overlap between absorption and 

emission, and correspondingly suppresses reabsorption losses in luminescent solar 

concentrators (LSCs).2, 22 Yet, because of the broad absorption and emission linewidths, 

spectral overlap is not entirely removed, and consequently LSCs utilizing CIS QDs as the 

optically active layer still suffer from reabsorption losses. Designing large-scale 

“reabsorption-free” LSCs would therefore call for near-IR emitting CIS QDs with sharper 

absorption and emission spectra, and/or even larger Stokes shifts. The broad emission 

spectrum is also a barrier for CIS QDs that emit in the visible spectral range where the 

high color purities required for their use in solid-state lighting applications (e.g. light-

emitting diodes, or LEDs) cannot be achieved without narrow emission spectra.23  
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Despite the necessity for reducing spectral overlap for LSCs and achieving sharper 

emission spectra for LEDs, the (electro)-optical absorption and emission mechanisms for 

CIS QDs is still largely debated, and consequently the roadmap to achieving these goals 

is unclear. While emission is generally attributed to radiative recombination between 

holes localized on copper cations and delocalized conduction band (CB) electrons, it is 

still debated whether the origin of this effect is optically-active Cux defects (where x = 1+ 

or 2+), or self-trapped excitons from lattice Cu1+ cations.15-16, 18-21, 24 Specifically, for each 

of these proposed mechanisms, considering that Cu1+ states have a filled d shell 

([Ar]3d10), it is generally agreed that emission from Cu1+ requires photo-activation via 

capture of a valence band (VB) hole to form Cu2+-like states ([Ar]3d9) prior to radiative 

recombination with a CB electron. However, for the self-trapped exciton model, the Cu1+ 

states arise from lattice Cu1+ atoms, and the large ∆, and broad emission linewidths are 

due to strong electron-phonon coupling, which leads to a significant nuclear 

reorganization of the Cu1+ coordination sphere in the excited state.21 For the defect 

mechanism, on the other hand, Cu1+ states arise from Cu1+ lattice impurities (e.g. 

vacancies, interstitials, or so-called anti-site defects where Cu1+ and In3+ atoms swap 

lattice positions). In this case, CIS QDs have intra-gap Cu1+ energy-levels, which results 

in a 3-level system where the large ∆, is due to the energy difference between the intra-

gap Cu1+ defect state and the VB, and spectral linewidths for individual QDs are expected 

to be intrinsically narrow. Considering that defects are indicative of cation disorder in QDs, 

these Cu1+ defects can be located in different positions for each individual QD in the 

ensemble (e.g. surface vs. subsurface), which then form subensembles where either the 

ground-state energy off-set of the Cu1+ defects from the VB is varied,  or the excited-state 
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wavefunction overlap between the CB electron and the hole localized at the Cu1+ state is 

altered based on the location of the defect.18, 25 For both cases, broadening of the CIS 

QD ensemble emission is predominantly due to heterogeneity in the position of Cu1+ 

defects, which leads to subensembles with large variations in emission energy and ∆,. 

Narrow single particle emission, variations in emission energy due to the positional 

disorder of defects, and corresponding inhomogeneous broadening of ensemble 

emission would also occur with emissive Cu2+ defects. Hence, for QDs with either Cu1+ 

or Cu2+ defects, or ensembles with both defects heterogeneity in the spatial distribution 

of Cux is expected to have the same impact on ensemble emission linewidths. However, 

considering that Cu2+ defects have a partially occupied electron configuration ([Ar]3d9), 

or a pre-existing hole in their ground state electronic structure, radiative recombination 

occurs without prior localization of a VB hole, which is instead trapped in another state 

(e.g. surface or dangling bond).15-16 This would be expected to lead to similar emission 

linewidths and radiative lifetimes, but higher quantum yields (QYs) than QDs with Cu1+ 

defects since hole trapping would not lead to optical losses, and only electron trapping 

would reduce optical efficiency. Alternatively, it has also been proposed that the pre-

existing hole in the Cu2+ defect can be a source of positive trion recombination, and the 

VB hole collides with the pre-existing hole in the Cu2+ defect structure instead of localizing 

at a Cu1+ defect state.24 Consequently, Cu2+ defects are expected to be non-emissive, or 

“dark” in this mechanistic scheme. 

Determining the likelihood of each of these proposed optical pathways in QD 

ensembles is pivotal to screening materials for use in different (electro)-optical devices. 

For example, the filled d shell for Cu1+ defects could also lead to absorption transitions 
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distinct from the band-edge (Figure 3.1.2.1a, left panel). This would lead to a “real” 

Stokes shift (∆,,x) between absorption from the ground-state Cu1+ defect and emission 

from the excited-state hole localized Cu2+ defect, which would occur via a vibronically-

coupled Franck-Condon shift in the Cux defect energy during the Cu1+ à Cu2+ 

photoconversion process. The final emissive Cu2+ state would then also exhibit an 

“apparent” Stokes shift (∆,,.), which would represent the energy difference between the 

band-edge absorption (VBàCB) and the Cu2+ emission (CBàCu2+). Considering that 

Cu2+ defects do not localize holes (Figure 3.1.2.1a, right panel), or have separate 

absorption transitions, subensembles with Cu1+ defects would exhibit both ∆,,x and ∆,,. 

whereas subensembles with Cu2+ defects would only exhibit ∆,,.. Hence, absorption from 

subensembles with Cu1+ defects would broaden the ensemble absorption spectrum, and 

lead to smaller Stokes shifts. On the other hand, synthesizing ensembles with a greater 

concentration of Cu2+ defects could reduce intragap absorption, lead to sharper 

absorption spectra, and reduce spectral overlap with emission. Moreover, for both LSCs 

and LEDs high quantum yields (QYs) are required for use in commercial devices. And, 

as mentioned earlier, there is still debate as to whether Cu2+ defects emit. In the case of 

emissive Cu2+ defects, as mentioned earlier, hole trapping does not reduce QY, and a 

larger relative population of subensembles with Cu2+ defects should lead to higher QY.15 

On the other hand, if Cu2+ defects lead to Auger losses from positive trion recombination 

even at low excitation densities then lower QYs are expected for ensembles with a higher 

concentration of QDs with Cu2+ defects.24 Here, we explore these possibilities by 

changing the ratio of Cu1+ and Cu2+ defects in QD ensembles via altering the Cu-to-In 

ratio in CIS QDs. We find that Cu1+ defects have a higher concentration in (near)-
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stoichiometric and Cu-rich QDs, which correspondingly have broader absorption 

linewidths and larger spectral overlap with emission than far-off, highly Cu-deficient QDs, 

which have a larger concentration of Cu2+ defects. Moreover, by combining several 

spectroscopic methods we are able to distinguish Cu1+ defect absorption from band-edge 

absorption, and can quantitatively distinguish the “real” vs. “apparent” Stokes shifts in 

these materials. Finally, we use density functional theory (DFT) calculations to show that 

the so-called absorptive “Cu1+” states are anti-site CuIn’’ defects, which form when Cu1+ 

and In3+ ions switch lattice positions to form charge balanced defect pairs (CuIn’’ + InCu
��). 

These form in larger concentrations for (near)-stoichiometric QDs than far-off 

stoichiometry QDs due to the (near)-equal concentration of both cations. On the other 

hand, Cu-deficient QDs have non-absorptive Cu2+ defects due to their large concentration 

of copper vacancies (VCu’), which require charge compensation by the oxidation of a 

second Cu atom (Cu1+ à Cu2+ + e-) to also form charge-balanced defect pairs (VCu’ + 

CuCu
�). 

3.1.2. Results and Discussion 

Stoichiometry-Dependent Optical Properties. CIS QDs with different Cu-to-In 

ratios (1.12:1, 0.85:1, and 0.47:1 as determined by inductively coupled plasma atomic 

emission spectrometry) were synthesized following the procedure outlined in the Methods 

section. 1-Dodecanethiol and oleylamine act as the capping ligands for all samples. 

Transmission electron microscope (TEM) measurements indicate that QDs have a 

tetrahedral shape and d-spacing of 3.2 Å, which corresponds to the (112) lattice plane of 

CuxIn2-xS2 with a chalcopyrite structure (Figure S6.3.1).  The average QD size as 

determined by the tetrahedral height, as well as the standard deviation, are roughly  
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Figure 3.1.2.1. (a) Scheme distinguishing between the two Stokes shifts in CIS QDs. Cu-rich, 
stoichiometric, and near-stoichiometric QDs have a larger concentration of subensembles with 
Cu1+, or anti-site defects, which have a filled d shell that requires “photoactivation” via either intra-
gap absorption or hole localization from the VB (left panel). Cu-deficient QDs (right panel), on the 
other hand, have larger subensembles of Cu2+ defects, which are “emission ready” due to a pre-
existing hole in its d shell and do not undergo this photoconversion process. Correspondingly, 
both subensembles have an apparent Stokes shift (∆,,., both panels) represented by the energy 
difference between Cu2+ defect (ground-state or photogenerated) emission and band-edge 
absorption. However, only subensembles with Cu1+ defects have a “real Stokes shift,” which 
represents the energy difference between Cu1+ defect absorption, and photogenerated Cu2+ 
defect emission. This energy separation is due to the vibronically coupled Franck-Condon shift in 
Cux defect energy during the photoconversion process. (b) The linear absorption spectra (solid 
colored lines) are compared to the transient absorption spectra (grey scatter plots) fitted to 
Gaussian peaks (solid black lines for all samples with grey infilling for Cu-rich and slightly Cu-
deficient QDs, purple infilling for excitonic absorption and orange infilling for weak Cu1+ defect 
absorption in highly Cu-deficient QDs), and the PL spectra (dashed colored lines). (c) The second 
derivatives of the two Cu-deficient QDs show near-identical band gaps, but highly Cu-deficient 
QDs have significantly narrower absorption spectra due to the removal of Cu1+ defects. The figure 
inset shows the “subtraction spectrum” where the linear absorption spectrum of Cu0.85In1Sy is 
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subtracted from Cu0.47In1Sy. The negative peak represents a decrease in the relative intensity of 
the band-edge transition whereas the positive peak represents an increase in the intensity of Cu-
defect absorption as QDs become closer to stoichiometric, or Cu-rich. (d) Comparison of the PL 
and TA FWHM (right axis for both cases) as determined from the high energy peak of the Bi-
Gaussian fit for the TA bleach of Cu0.47In1Sy, and the only peak of the single Gaussian fit for the 
TA bleach of all other samples (purple closed circles). For PL, a single Gaussian fit was used for 
all samples (orange closed triangles). Since highly Cu-deficient QDs have two bands in the TA 
spectrum, an additional point is shown for the Cu1+ defect absorption shoulder (purple open 
circle). Both data sets are compared to the QY for the same samples (turquoise closed squares 
and left axis).  

equivalent for both Cu-deficient QDs (2.22 ± 0.26 nm and 2.28 ± 0.33 nm for Cu0.47In1Sy 

and Cu0.85In1Sy, respectively), while the Cu-rich QDs are slightly larger (2.47 ± 0.59 nm). 

In Figure 3.1.2.1b, we compare the absorption (solid colored lines) and PL emission 

(dashed colored lines) spectra with the transient absorption (TA, grey scatter plot) bleach 

at low excitation fluence ( j  < 0.1). The TA bleach for the Cu-rich (Cu1.12In1Sy) and 

slightly Cu-deficient (Cu0.85In1Sy) QDs is significantly red-shifted from the onset of strong 

linear absorption, and can be fitted by a single Gaussian function (solid black line with 

grey infilling). However, the TA bleach for the extremely Cu-deficient QDs (Cu0.47In1Sy) 

requires a Bi-Gaussian fit. We indicate the Gaussian fit for the high-energy TA bleach 

(peak at 2.22 eV) using a solid black line with purple infilling. This peak is similar in energy 

to the second derivative of the linear absorption spectrum (2.25 eV as shown by the 

dashed red lines in Figure 3.1.2.1b). On the other hand, the peak of the Gaussian fit for 

the lower-energy “shoulder” of the TA spectrum (solid black line with orange infilling) is 

red-shifted by 190 meV, and centered at 2.03 eV. 

The low-energy “shoulder” in the TA spectrum shows two peaks and is near-

identical to the “tail” of the linear absorption spectrum for Cu0.47In1Sy; therefore, the 

Gaussian fits to these two peaks are expected to represent distinct absorptive states. 

Considering that the high-energy (2.22 eV) TA bleach is near identical to the peak of the 
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second-derivative of the linear absorption spectrum (2.25 eV), it most likely marks the 

band-edge (BE) excitonic transition (VB à CB). Hence, the low-energy shoulder 

characterizes intra-gap absorption from occupied defects (Cu1+, or CuIn’’ à CB, as shown 

schematically in Figure 3.1.2.1a with black dashed arrow). Absorption from CuIn’’, or Cu1+ 

defects are considerably closer in energy to the PL peak (dashed colored lines) than the 

BE excitonic transition. This, as mentioned earlier, is indicative of the difference between 

the real Stokes shift (∆,,x in Figures 3.1.2.1a,b), which results from the vibronically 

coupled Franck-Condon shift in Cux defect energy during the photoactivation process, 

and the apparent Stokes shift (∆,,. in Figures 3.1.2.1a,b) resulting from the energy 

difference between excitonic absorption and Cux emission. As expected by their near-

identical size and size dispersion, the peak of the second derivative of the linear 

absorption spectrum for Cu0.85In1Sy and Cu0.47In1Sy (Figure 3.1.2.1c), which is used here 

as an indicator of the QD band gaps (Eg) are near-equal (2.24 eV vs. 2.25 eV). However, 

the TA bleach for Cu0.85In1Sy is unexpectedly red-shifted (180 meV) from the Eg 

determined by the second derivative of the linear absorption spectrum, and is closer in 

energy to the shoulder of the TA spectrum for Cu0.47In1Sy (2.06 eV vs. 2.03 eV, 

respectively). While direct comparison with the Cu-rich (Cu1.12In1Sy) QDs is difficult due 

to differences in their average size and size dispersion from the Cu-deficient QDs, its 

corresponding bleach is also significantly red-shifted from the onset of strong absorption. 

These findings indicate that the TA bleach for CIS QDs represents a convolution of BE 

and Cu1+, or CuIn’’ defect absorption with the latter gradually dominating the spectra as 

QDs are made increasingly Cu-rich.  
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To better understand the implications of these findings on the Stokes shifts and 

spectral broadening, we compare the linear absorption spectra for the two Cu-deficient 

QDs (Figure 3.1.2.1c) due to their similar size (~2.25 nm) and size dispersion (~± 0.3 

nm). Interestingly, while the shape of the PL spectra in Figure 3.1.2.1b, and its Stokes 

shift from the band-edge transition (Eg) determined via the second derivative (Figure 

3.1.2.1c) appears to be relatively unaffected by stoichiometry when size/size dispersion 

is controlled, the absorption spectra clearly becomes broader as QDs are made 

progressively more Cu-rich. The broadening of the absorption spectra as QDs are made 

more Cu-rich suggests an increase in the heterogeneity of states capable of optical 

absorption, and most likely is not a consequence of size dispersion alone given that 

Cu0.47In1Sy and Cu0.85In1Sy have near-identical size dispersions. A more likely explanation 

for the broadening of the absorption spectra as QDs become more Cu-rich is a larger 

concentration of occupied Cu1+, or anti-site CuIn’’ defect states from which an electron 

can be directly excited into the CB (left panel of Figure 3.1.2.1a). Indeed, this explanation 

is consistent with our interpretation of the stoichiometry-dependent shifts observed in the 

TA bleach where the TA signal becomes increasingly dominated by intra-gap absorption 

as QDs become progressively more Cu-rich. If we subtract the linear absorption spectrum 

for Cu0.85In1Sy from Cu0.47In1Sy (inset of Figure 3.1.2.1c), we observe a decrease in the 

intensity of excitonic absorption (negative peak ~2.29 eV) and increase intra-gap 

absorption (positive peak ~2.03 eV). This is near identical to the proposed energy 

difference between the excitonic absorption peak and Cu1+ (CuIn’’) defect absorption 

shoulder in the TA spectrum for C0.47In1Sy, and indicates that the peak of the single 

Gaussian fit to the TA bleach for Cu0.85In1Sy is from CuIn’’ defect absorption. 
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Consequently, if we determine the Stokes shift for (near)-stoichiometric CIS QDs using 

the TA bleach we get a significantly smaller value (in this case, ~200 meV smaller) than 

if we use the second derivative of the linear absorption spectra, which is not the case for 

highly off-stoichiometric, Cu-deficient QDs where the high energy bleach is nearly 

identical to the second derivative. Hence, the Stokes shift for (near)-stoichiometric/Cu-

rich CIS QDs can vary significantly based on the measurement method due to the 

absorption of Cu1+, or anti-site CuIn’’ defects, which also lead to broadening of their 

respective linear absorption spectra. 

In previous spectral electrochemistry (SEC) studies it was hypothesized that Cu-

deficient QDs have a larger concentration of Cu2+ defects whereas (near)-stoichiometric 

QDs have a larger concentration of Cu1+ defects, which lead to higher QY for Cu-deficient 

QDs.24 This is because, as mentioned earlier, Cu2+ defects are “emission ready,” and do 

not require photoactivation via a band-edge hole (right panel of Figure 3.1.2.1a). Hence, 

photon emission involving Cu2+ defects is affected only by electron traps whereas 

emission via Cu1+ defects is also affected by hole trapping. Indeed, if this interpretation is 

correct then Cu-deficient QDs should have narrower absorption spectra, and higher QYs 

than (near)-stoichiometric QDs. If we further consider that in both proposed mechanisms 

the final emitting state is Cu2+, the PL linewidths should not be significantly affected by 

the Cu1+/Cu2+ defect ratio, and are instead only affected by positional disorder of the Cux 

defects as described earlier.  

To confirm this interpretation, we compare the spectral linewidths at the full-width 

at half maximum (FWHM) for each stoichiometry (Figure 3.1.2.1d) with their 

corresponding QYs (Φ). The linewidth for the TA peak as determined by the single 



96	
	

Gaussian fit for (near)-stoichiometric QDs, and the high energy peak for the double 

Gaussian fit of the highly Cu-deficient QDs narrows substantially as the QDs become 

more Cu-deficient (closed purple circles, right y axis). Specifically, the BE bleach for 

Cu0.47In1Sy is ~262 meV, or 60% narrower than the bleach for Cu1.12In1Sy, and ~217 meV, 

or 55% narrower than the bleach for Cu0.85In1Sy. Interestingly though, the FWHM for the 

intra-gap shoulder (open purple circle) of the double Gaussian fit for Cu0.47In1Sy — 

heretofore referred to as “Cu1+ defect absorption” — does not appreciably differ from the 

bleach of the other structures (e.g. ~21 meV, or ~5% narrower than the single Gaussian 

fit for Cu0.85In1Sy). QY also increases as QDs are made more Cu-deficient (Φ=>o.oQÄAo,ì =

5%, Φ=>é.£êÄAo,ì = 30%, Φ=>é.í†ÄAo,ì = 28%, as represented by the left y axis and turquoise 

squares in Figure 3.1.2.1d). In addition, the PL linewidth (orange closed triangles, right y 

axis) does not narrow significantly as the Cu-to-In ratio is changed (~27 meV, or 7%). All 

samples exhibit long PL lifetimes (~230 ns as measured by time-correlated single photon 

counting experiments) typically observed for Cux emission (Figure S6.3.2), but the relative 

amplitude for the radiative component as determined by multi-exponential fits of the PL 

dynamics increases as QDs are made more Cu-deficient, and roughly matches the 

expected increase in QY. This confirms our earlier argument that the TA signal in (near)-

stoichiometric and Cu-rich QDs is dominated by Cu1+ defect absorption, which convolutes 

our determination of the BE feature by TA, leads to two different Stokes shifts, broadens 

the linear absorption spectra, and leads to lower QY due to their susceptibility to hole 

trapping. Cu-deficient QDs, conversely, show both the narrow BE feature and a very weak 

broad Cu1+ defect absorption shoulder due to the higher concentration of Cu2+ defects, 
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which have a d shell only partially filled and is therefore incapable of promoting an electron 

to the CB via direct, intra-band gap excitation.  

The observed increase in PL efficiency in Cu-deficient QDs due to the larger 

concentration of Cu2+ defects further asserts that while positive trion hole recombination 

may be possible with Cu2+ defects as previously hypothesized,24 Cu2+ defects are not 

“dark.” Indeed, the changes in bleach linewidth are nearly an order of magnitude larger 

than the changes in emission linewidth (~200 meV vs. ~20 meV), and spectral narrowing 

of the TA signal is accompanied by an increase in QY. Hence, after hole localization both 

Cu1+ and Cu2+ defects are emissive whereas only Cu1+ defects are absorptive. We caution 

here, however, that while these distinctions are useful for explaining the increase in PL 

efficiency generally observed for Cu-deficient QDs in comparison with stoichiometric or 

Cu-rich QDs, it should be noted that electron trapping due to surface states is the 

predominant quenching mechanism for CIS QDs,15, 20 and increases in QY are contingent 

on the surface chemistry of the QDs being relatively unaltered.15, 20 Minor changes in 

surface passivation (e.g. ligand coverage) may therefore explain the slightly lower (~2%) 

QY for Cu0.47In1Sy in comparison with Cu0.85In1Sy.  

Three-dimensional photoluminescence excitation (3D-PLE) spectra, collected by 

varying both the monitoring PL wavelength and the excitation energy (Figure 3.1.2.2 for 

summarized data and Figure S6.3.3 for full contour plots) are used to characterize the 

energy distribution of Cu1+ defect absorption transitions in CIS QDs, and quantitatively 

determine the variation in Stokes shift energies. All measurements used dilute 

concentrations of CIS QDs in chloroform (OD ~0.01 at the band-edge transition in a 1 mm 

cuvette) to limit issues associated with aggregation, solution-phase energy transfer, or  



98	
	

 

Figure 3.1.2.2. 3D-PLE measurements for CIS QDs. (a) Excitation energy-dependent PL for 
Cu0.85In1Sy. We observe little change in the spectral shape for above band gap (2.9 to 2.3 eV), 
resonant (2.3 eV), or shallow intra-gap excitation (2.3 eV to 2.1 eV). This is expected since the 
proposed energy of the absorptive intra-gap Cu1+ defects is ~2.05 eV. However, for deep intra-
gap excitation (2.1 eV, or lower in energy) the PL peak red-shifts due to QD size selection for both 
samples (for sample Cu0.85In1Sy see Figure S6.3.3). (b) PL excitation energy (PLE) measurements 
resonant with the PL energies marked by colored arrows with corresponding colors in (a) for 
Cu0.85In1Sy. (c) The same measurements shown in (b) are repeated for Cu0.47In1Sy. The black lines 
for both (b) and (c) mark the peak of the PLE second derivative, and is used as an indicator of 
the absorptive transition responsible for PL emission at the marked probe energies. The TA 
measurements shown in Figure 3.1.2.1 are superimposed with these measurements for 
comparison. (d) The data from (a,b,c) is summarized and compared with Cu0.85In1Sy being 
represented by green squares and Cu0.47In1Sy represented by red circles. In each case, the PL 
peak energy is marked by solid symbols and the second derivative of the resonant PLE is marked 
with open symbols. (e) The PLE probe energy-dependent Stokes shift is measured by calculating 
energy difference between the peak of the PLE second derivative and the probe energy at which 
it was collected. The dashed lines indicate the Stokes shift as predicted by the absorptive 
transition energies from the TA and PL measurements. The large variations in Stokes shift cannot 
be explained by size dispersion, and is in agreement with our proposed emission mechanism 
where the absorptive transitions responsible for PL arise from two distinct absorptive states: band-
edges and Cu1+ defects. 

reabsorption due to polydispersity in QD size.26 Figure 3.1.2.2a shows the PL spectra as 

a function of photoexcitation energy for Cu0.85In1Sy (for Cu0.47In1Sy, see Figure S6.3.3) 

falling within the 2.9 eV to 1.9 eV range, selected from the 3D-PLE spectra in 0.1 eV 
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increments (labelled on the right y axis). We do not observe any significant shifts in the 

PL energy (~30 meV) when the excitation energy is varied from far above the band gap 

(2.9 eV) to the resonant limit of the BE transition (2.3 eV), indicating that hot carriers do 

not play a significant role in determining the Stokes shifts of CIS QDs. 

Interestingly, the PL energy also does not significantly shift in the intra-gap 2.3 to 

2.1 eV excitation regime (~20 meV). This is particularly noteworthy given that 2.1 eV is 

~200 meV lower in energy than the BE transition (roughly equivalent to the difference in 

predicted Stokes shifts based on the second derivative of the linear absorption spectra 

and the TA bleach in Figure 3.1.2.1), and further indicates that the heterogeneity of 

absorptive states is not predominantly due to polydispersity in QD size, which would 

manifest in large shifts in the PL energy with intra-gap excitation. In fact, this directly 

shows that the PL typically associated with Cu defects do not require capture of a VB hole 

for a radiative transition, but can instead be directly excited by a lower energy photon 

independently from the BE transition. Thus, it leads to convolution of the TA bleach by 

different absorptive transitions, which correspondingly would result in different Stokes 

shifts, and broadening of the absorption spectra for QD ensembles with a larger 

concentration of Cu1+ defects. We further note that the lowest excitation energy in this 

measurement (2.1 eV) is nearly resonant with the absorption energy of the Cu1+àCB 

defect transition predicted from TA measurements (~2.06 eV), and the subtraction 

spectra in the inset of Figure 3.1.2.1 (~2.03 eV). As the excitation energy further 

decreases below 2.1 eV, we start to observe a more significant red-shift in the PL spectra 

(~110 meV). These shifts are most likely the combined consequence of both 

polydispersity in QD size and variation in emission energies due to an inhomogeneous 
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distribution of defects within the crystal lattice, the latter of which can lead to variations in 

the energy off-set between the band-edges and the absorptive defect states as described 

in more detail elsewhere,25 and cannot be quantitatively distinguished from shifts due to 

size dispersion here.  

Figure 3.1.2.2b shows the PLE spectra using solid lines with colors corresponding 

with the probe energies marked by arrows of the same color in Figure 3.1.2.2a. The peak 

of the second derivative for each PLE spectra is marked by a solid black line, and the 

corresponding TA spectrum at 3.61 eV excitation is shown as a grey scatter plot with the 

Gaussian fit represented by black lines and grey infilling for Cu0.85In1Sy. Figure 3.1.2.2c 

depicts the same measurements with Cu0.47In1Sy. In this case, as mentioned earlier, a 

double-Gaussian fit to the TA spectrum is required and marked with purple infilling for the 

BE feature and with orange infilling for Cu1+ defect absorption. The second derivative of 

the PLE probed at the PL peak for both samples exhibits a large red-shift from the 

expected Eg determined by the second derivative of the linear absorption spectrum. 

However, the shift is significantly larger for Cu0.85In1Sy (~150 meV, or 2.09 eV vs. 2.24 

eV) than Cu0.47In1Sy (~100 meV, or 2.15 eV vs. 2.25 eV). In fact, the peak of the second 

derivative of the Cu0.85In1Sy PLE probed at the PL peak has a similar energy to the peak 

of its corresponding TA bleach (2.06 eV), and the Cu1+ defect absorption predicted by the 

subtraction spectrum (2.03 eV, inset of Figure 3.1.2.1c). For the more Cu-deficient QDs 

(Cu0.47In1Sy), the second derivative of the PLE probed at the PL peak (~2.15 eV) is 

intermediate between the BE and Cu1+ defect absorption determined by the double-

Gaussian fit of the TA bleach (~2.25 eV and 2.03 eV, respectively). Hence, we can 

conclude that the Stokes shift of CIS QDs is due to Cux emission, and a combination of 
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BE (“Apparent” Stokes shift, or ∆,,.) and Cu1+ defect absorption (“Real” Stokes shift, or 

∆,,x). Changes in stoichiometry therefore not only affect the absorption linewidth by 

altering the relative contribution of each absorptive transition, but also reflect two distinct 

Stokes shifts that directly impact reabsorption losses in LSCs. 

The PLE spectra corresponding with the blue side of the emission peak for 

Cu0.47In1Sy (2.1 to 1.9 eV) shows a large shift in second derivative energy (~270 meV, or 

2.37 eV to 2.1 eV). As the probe energy is moved to the red side of the spectra (1.9 eV 

to 1.6 eV) slightly smaller shifts are observed (~160 meV, or 2.1 to 1.94 eV). Similar trends 

were observed for the Cu0.85In1Sy QDs (Figure S6.3.3), and the energy shifts for both 

samples are plotted in Figure 3.1.2.2d (open red circles for Cu0.47In1Sy and open green 

squares for Cu0.85In1Sy). While it is difficult to entirely eliminate polydispersity in QD size 

as a contributing factor to the large distribution of PLE second derivative energies, the 

change in PL energy resonant with the PLE excitation (shown in Figure 3.1.2.2d as 

closed red circles for Cu0.47In1Sy and closed green squares for Cu0.85In1Sy) is almost 4 

fold smaller than the change in PLE energy (~110 meV variation in PL energy compared 

with ~420 meV variation in PLE energy for both stoichiometries). Considering, as 

mentioned earlier, that size polydispersity should have a roughly equal effect on both the 

PL and PLE energies, it appears to be unlikely that size polydispersity alone can account 

for the large shifts in PLE energy, and they are instead occurring via absorption from Cu1+ 

defects, which becomes weaker as QDs are made more Cu-deficient. Lastly, we 

determined the probe/excitation energy dependent Stokes shift for both samples (Figure 

3.1.2.2e) as the energy difference between the PLE probe energy and the peak of its 

second derivative, and compare to the Stokes shifts determined by TA/PL measurements 
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for Cu0.85In1Sy (grey dashed line), and Cu0.47In1Sy (purple dashed line based on BE 

absorption, and orange dashed line for Cu1+ defect absorption). Notably, the PLE 

measured Stokes shift is always considerably larger than predicted by Cu1+ defect 

absorption, and is intermediate between that of the BE absorption of Cu0.47In1Sy and the 

convoluted absorption of Cu0.85In1Sy, which further confirms that there are two different 

Stokes shifts for CIS QDs. 

Two-Band Absorption Dynamics. To monitor the dynamic behavior of the band-

edge and Cu1+ defect absorption bands we use spectrally resolved femtosecond transient 

absorption spectroscopy. Figure 3.1.2.3a displays the time-evolution of the pump-

induced changes in absorption (-∆{) for CIS QDs with three different Cu-to-In ratios. In 

each case, blue lines represent the bleach at a 1 ps delay, while green represents 10 ps, 

and red 100 ps. As mentioned earlier, the most Cu-rich QDs (Cu1.12In1Sy) and slightly Cu-

deficient (Cu0.85In1Sy) show a bleach that is a convolution of both the band-edge and Cu1+ 

defect absorption, and we expect that the dynamics are dominated by Cu1+ defect 

absorption. Notably, the intensity of the bleach significantly changes at different delay 

times for Cu1.12In1Sy, but the shape is relatively unaffected. For slightly Cu-deficient QDs, 

we notice a slight red shift and broadening at longer delay times. The most Cu-deficient 

QDs (Cu0.47In1Sy), on the other hand, show two definitive absorption bands as described 

earlier. Interestingly, the band-edge absorption feature is strongest in the first 1 ps before 

rapidly decreasing after 10 ps. Considering that the low energy shoulder has a small 

increase in the first 10 ps, but otherwise does not significantly change, the shape of the 

bleach is altered from a clear high energy peak with a weak shoulder to a near-single, 

broad Gaussian shape similar to the spectra for the two (near)-stoichiometric QDs. We  
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Figure 3.1.2.3. (a) Femtosecond spectrally resolved transient absorption measurements: blue 
represents the spectra in the first 1 ps, green at 10 ps, and red at 100 ps. (b,c) The decay curves 
for the probe energies marked with the same colors in (a) where (b) is the raw data and (c) is the 
measurement normalized to the peak TA intensity. For each case, the panels are in the same 
order as in (a) where the Cu-rich QDs are in the bottom panel, and the most Cu-deficient in the 
top panel. (d-f) The decay curve at the TA peak (purple) is compared to the decay curve at the 
reddest probe energy (orange). For the (near)-stoichiometric QDs (e,f) there is no significant 
difference between the decay rates at different probe energies (with a small difference in the 
relative amplitude of the decays in Cu-rich QDs due to excessive electron trapping). For highly 
Cu-deficient QDs, the decay curve at the TA peak has to be fitted with a tri-exponential function 
(dashed red lines) whereas only a bi-exponential (dashed black lines) is needed for the decay on 
the red side. The additional component in the TA fit most likely represents hole localization, and 
its time constant is ~745 fs. 

interpret these results to reflect a competition between band-edge absorption and Cu1+ 

defect absorption where the bleach for near-stoichiometric QDs is dominated by Cu1+ 

defects, but is instead governed by the band-edge (for 1 ps), and eventually combination 

of the two transitions at longer delay times for the highly Cu-deficient QDs. This is 
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expected as highly Cu-deficient QDs have a larger concentration of Cu2+ defects, which 

as mentioned earlier do not absorb a photon in this spectral range, and will not show in 

the TA bleach or linear absorption spectra. 

Considering that most of the shape change in the TA bleach happens after 1 ps, 

this suggests that the hole capture rate from the VB to the Cu1+ defect state is less than, 

or equal to 1 ps. We next plot the dynamics as a function of probe energy (Figure 3.1.2.3b 

for the original data, and Figure 3.1.2.3c for the measurements normalized to the peak 

intensity). For each case, the colors of the TA decays represent the different probe 

energies marked in Figure 3.1.2.3a by arrows with the same colors. Notably, Cu1.12In1Sy 

has a significantly lower quantum yield than the other two samples (~5% vs. ~30%) and 

the different decay rates most likely are the result of electron trapping, which are expected 

to be more significant for these QDs due to their lower emission efficiency. The two Cu-

deficient QDs, on the other hand, have near identical size, size-dispersion, and quantum 

yields and show distinct behaviors. As QDs become more Cu-deficient, they lose their 

near uniform decay rates as a function of probe energy, and we instead observe large 

differences (Figure 3.1.2.3c) in their probe energy-dependent decays.  We compare the 

difference between the TA peak and the TA probe energy for each sample in Figures 

3.1.2.3d-3f. The TA decays probed at the bleach peak are fitted using dashed red lines, 

while the red side is fitted with dashed black lines. For Cu0.85In1Sy and Cu1.12In1Sy there 

is no significant difference (other than slight changes in the relative amplitudes for 

Cu1.12In1Sy due to electron trapping) in the fit parameters. However, for Cu0.45In1Sy we 

need an additional component to fit the TA peak (tri-exponential), which is ~745 fs. 

Considering that most of the BE bleach is lost after 1 ps in Figure 3.1.2.1a, we believe 
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this decay rate represents the localization of carriers from the BE to Cu1+ defects. Hence, 

even at very low concentrations of Cu1+ defects hole localization occurs ~745 fs, and is 

expected to be even faster in QD ensembles with higher concentrations of Cu1+ defects 

(e.g. in (near)-stoichiometric QDs), which would make BE and Cu1+ defect absorption 

indistinguishable in TA measurements where the localization rate may be faster than the 

IRF. This is in agreement with previous hypotheses that hole localization occurs at the 

sub-picosecond time-scale.20  

Density Functional Theory Calculations & Chemical Origin of the Stokes 

Shift. DFT calculations were then performed to determine the structural origin of intra-

gap absorption in CIS QDs. For each calculation, we use a conventional exchange-

correlation DFT functional (Perdew-Burke-Ernzerhof, or PBE) for determining the local 

geometric minimum and the Heyd-Scuseria-Ernzerhof (HSE06) hybrid range separated 

exchange-correlation functional for electronic structure calculations (details in Methods 

section). HSE06 was chosen for electronic structure calculations due to its ability to 

accurately reproduce the electronic properties of bulk semiconductors,27 while PBE was 

chosen for geometry optimizations due to its lower computational expense. This 

procedure was validated by calculating the lattice constants of a bulk CIS chalcopyrite 

unit-cell using PBE and the band gap using HSE06. In both cases, we find excellent 

agreement with experimental studies. We propose that “Cu1+” defects are caused by anti-

site “swapping” of Cu1+ and In3+ lattice positions (CuIn’’ + InCu
��), while “Cu2+” defects arise 

from a required charge-compensation of negatively charged copper vacancies (VCu’ + 

CuCu
�). We next calculate the density of states (DOS) for a 2×2×2 (128 atom) supercell 

with anti-site defects to mimic stoichiometric or Cu-rich QDs (Figure 3.1.2.4a), and 
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copper vacancies to predict the properties of Cu-deficient QDs (Figure 3.1.2.4b). We use 

a supercell instead of a QD due to the prevalence of unpassivated surface states that 

would result in several additional absorption bands in our calculations of the absorption 

spectrum that are not present in experiment. We mark the band-edges of the DOS for 

both systems with solid black lines where VB represents the HOMO and CB represents 

the LUMO of the supercell. The theoretical band gap (1.47 eV) is near-identical for both 

systems and close to experiment for bulk CIS (1.52 eV).28 The DOS for anti-site defects 

shows an occupied (below the Fermi level, or EF) Cux state, which is consistent with our 

expectations of “Cu1+” defects. On the other hand, the DOS for copper vacancies show a 

spin-polarized state above the EF (unoccupied), which indicates that Cu2+ (CuCu
�) forms 

to charge-compensate copper vacancies (VCu’). In both cases, the theoretical Stokes shift 

(energy difference between VB and Cux) is close to experiment, which allows us to 

conclude that “absorptive Cu1+ defects” arise from anti-site swapping of Cu1+ and In3+ 

atoms (CuIn’’ + InCu
��) and “non-absorptive Cu2+ defects” occur to charge compensate 

copper vacancies (VCu’ + CuCu
�). 

To directly relate these DOS to the experimental absorption spectra, we compute 

their theoretical absorption spectra using linear response theory (Figure 3.1.2.4b). This 

is done using equations 1 and 2: 

≥ ¥ = µo ∂ QáµQ ∂ Qkµo ∂

$
                                                                                                         (1) 

{ ¥ = ∑∏

w
≥ ¥                                                                                                                              (2) 

where the linear absorption coefficient (α) is determined via calculating the real ε1(ω) and  
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Figure 3.1.2.4. (a) DOS for CIS supercells with two different defect pairs. The left panel 
represents anti-site “Cu1+ defects” whereas the right panel represents copper vacancies. For the 
right panel, copper vacancies result in an unoccupied state above the Fermi level, which is spin-
polarized due to the removal of an electron from Cux. Hence, the DOS for both spins are 
represented, and the intra-gap state is referred to as a “Cu2+ defect” due to its partially filled d 
shell. (b) Scheme representing the two defect pairs calculated in (a). Cu1+ defects form after anti-
site swapping with In3+ to make charge-balanced defect pairs. For copper vacancies, the negative 
charge associated with the removal of a copper atom is charge-compensated by the oxidation of 
a second copper atom. As a result, we expect Cu2+ defects to occur in higher concentrations in 
QD ensembles that are highly Cu-deficient due to the increased prevalence of copper vacancies. 
(c) The computed linear absorption based on the DOS shown in (a), which indicates that the 
absorption of a photon promotes an electron from Cu1+, or anti-site CuIn’’ defects to the CB, which 
leads to a low energy transition that broadens the absorption spectrum. Cu2+ defects, on the other 
hand, do not show this transition due to their partially occupied d shell, which leads to sharper 
spectra and a more distinct VB à CB absorption peak.  

ε2(ω) terms of the frequency-dependent dielectric constant. For both cases, we observe 

a transition near the predicted band-edge transition energy (1.5 eV) as expected by the 

identical band gaps. However, if CIS has anti-site defects there is a second lower energy 

transition near the VB à CB transition energy due to the excitation of an electron from a 

Cu1+ defect to the CB. If CIS has copper vacancies, on the other hand, there is an IR 
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transition for a VB electron to the unoccupied Cu2+ defect (inset of Figure 3.1.2.4b), which 

is outside of the detection range of our TA measurements. This transition is not expected 

to significantly affect spectral broadening of the excitonic absorption due to its large 

energy separation from the VB (in QDs this should be between 200 to 750 meV, or roughly 

equal to the Stokes shift) whereas the Cu1+ defect absorption, which arises from anti-site 

CuIn’’ will “smear” excitonic absorption in (near)-stoichiometric QDs with a high 

concentration of anti-site defects.  

As mentioned earlier, anti-site “Cu1+ defects” must absorb a photon to be 

photoconverted to Cu2+ prior to emission whereas Cu2+ defects are “emission ready.” This 

photoconversion process results in a vibronically-coupled Franck-Condon shift to a 

different defect energy in the excited state (Figure 3.1.2.1a). We call this process the 

“real” Stokes shift, or ∆,,x in which there is an energy off-set between the intra-gap Cu1+ 

defect (~200 meV) from the VB, and an additional shift after photoconversion to excited 

state Cu2+ (results in an additional ~200 meV shift in energy). Hence, the energy 

separation between the VB and the excited-state Cu2+ defect (~400 meV), which we call 

the “apparent” Stokes shift, or ∆,,. is larger than the energy separation between the 

ground state Cu1+ defect and the excited-state Cu2+ defect (~200 meV), or the “real 

Stokes shift.” For (near)-stoichiometric QDs with a large concentration of anti-site defects 

the additional absorption transitions broaden the linear absorption spectra, and lead to 

smaller predicted Stokes shifts if the TA bleach is compared to the PL. Conversely, for 

highly Cu-deficient QDs there is a larger concentration of Cu2+ defects required for charge 

compensation of Cu vacancies. These defects are “emission ready” and only exhibit an 

“apparent Stokes shift” since there is no excited-state hole localization, or corresponding 
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vibronically-coupled Franck-Condon shift. Hence, comparison of the TA bleach to 

emission leads to a larger predicted Stokes shift, and the linear absorption spectra are 

narrower due to excitonic transitions dominating the spectra.  

3.1.3. Conclusions 

CIS QDs with different Cu-to-In ratios (1.12:1, 0.85:1, and 0.47:1) were 

synthesized, and their linear spectra compared. We conclude that CIS QDs exhibit two 

absorptive transitions. Absorption for these QDs is a combination of excitonic (VB à CB) 

and defect (Cu1+ à CB) transitions. DFT calculations show that “Cu1+ defects” arise from 

anti-site swapping of Cu1+ and In3+ atoms into charge-compensated CuIn + InCu pairs. 

Considering that the oxidation state of CuIn is still 1+, it has a filled d shell that is capable 

of direct excitation by an incident photon. These transitions are stronger in (near)-

stoichiometric QDs where there is an almost equal concentration of Cu and In atoms, or 

in Cu-rich QDs where excess Cu also leads to CuIn defects. Highly Cu-deficient QDs, on 

the other hand, have a large concentration of copper vacancies, and DFT calculations 

show that these defects are charge-compensated by the oxidation of a second Cu atom 

(Cu1+àCu2++e-). The electron configuration for Cu2+ defects shows that the d shell in this 

case is only partially occupied, and therefore will not undergo direct excitation. 

Resultantly, the linear absorption spectra for (near)-stoichiometric and Cu-rich QDs is 

broader than highly Cu-deficient QDs where both excitonic and Cu1+ defect absorption 

are occurring in the case of the former, and only excitonic absorption is occurring in the 

latter.  
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After hole localization, which can occur either in the ground state (oxidation of Cu 

to charge compensate copper vacancies in highly Cu-deficient QDs) or in the excited 

(direct excitation of anti-site defects) emission occurs via recombination of a delocalized 

CB electron and a Cu2+ defect. The energy off-set between the VB and the Cu2+ defect is 

the “Apparent Stokes shift.” For highly Cu-deficient QDs that are “emission ready” due to 

their pre-existing hole in the ground state electronic configuration, this is easily measured 

by comparing the TA bleach with the PL spectra. However, for (near)-stoichiometric QDs 

there is a second Stokes shift, which we call the “Real Stokes shift.” This is because anti-

site defects have their own energy off-set from the VB, and after absorption of an incident 

photon undergo a vibronically-coupled excited state photoconversion to Cu2+. Here, the 

energy separation between ground-state Cu1+ defects and excited state Cu2+ defects is 

the “Real Stokes shift” whereas the final energy separation between the VB and the 

excited state Cu2+ defects is the “Apparent Stokes shift.” In this case, comparison of the 

TA bleach with PL usually indicates the real Stokes shift considering that excitation of an 

electron from Cu1+ to the CB dominates the TA bleach. This hole localization process is 

extremely fast even in QDs with a lower concentration of Cu1+ defects (~745 fs), which 

explains the near-indistinguishable excitonic and Cu absorption in (near)-stoichiometric 

QDs. A key conclusion based on these findings is that since highly Cu-deficient QDs have 

a larger concentration of Cu2+ defects the Apparent Stokes shift dominates the linear and 

transient spectra and leads to reduced spectral overlap between absorption and 

emission. Further considering that these defects are not susceptible to hole trapping, and 

lead to higher QY (assuming no other significant surface chemistry changes), 

synthesizing QD ensembles with a larger concentration of Cu2+ defects is a viable route 
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to reducing reabsorption and increasing QY for CIS QD LSCs. Furthermore, the Cu1+/Cu2+ 

defect ratio can at least partially be controlled by altering the QD stoichiometry with highly 

Cu-deficient QDs having a higher QY and reduced reabsorption due to the larger 

concentration of QDs with Cu2+ defects. 

3.1.4. Methods 

Synthesis of QDs, Linear Spectroscopy, & DFT Calculations: The QDs were 

synthesized following the procedure outlined in Section 2.2.4. DFT calculations were 

conducted also using the procedure outlined in Section 2.2.4, but on CIS supercells 

instead of clusters (details in main text). The DOS, and linear absorption spectrum were 

computed with Γ-centered 2X2X2 K-Points. Linear spectroscopy measurements were 

conducted using the apparatus described in Section 2.1.4. 

Transient Absorption Spectroscopy Measurements: TA spectra were collected using 

a LabView-controlled home built setup with a standard pump-probe configuration. The 

excitation source was the frequency tripled output of a Pharos amplified Yb:KGW laser 

(<190 fs pulse duration), and a broad-band, white light supercontinuum probe. For each 

sample, a pump-fluence-dependent measurement was conducted to determine the 

absorption cross-section, and all of the spectra shown in the main text reflect the 

dynamics collected at carrier densities of ~0.1 exciton per QD to avoid Auger interactions. 
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3.2. Heterogeneity in Local Chemical Bonding Explains Spectral Broadening in 

Quantum Dots with Cu Impurities 

3.2.1. Introduction 

The size-tunable band gap, solution processability, and multiexcitonic effects of II-

VI and IV-VI quantum dots (QDs) make these materials attractive for a broad range of 

electro-optical applications.1 Unfortunately, the use of toxic heavy metals (e.g. Cd or Pb) 

have limited their commercial viability.2-3 While environmental concerns have spurred 

research interest in heavy-metal-free multinary and transition metal doped structures, 

their optical transitions are not well understood, and significantly differ from Cd and Pb 

chalcogenides.4-13 For example, QDs with Cu, or Mn cations have large Stokes shifts (∆,, 

defined as the energy difference between absorption and emission energies), broad 

ensemble spectral linewidths, long radiative lifetimes, and tunable magnetic exchange 

interactions.6, 14 One possible reason for these peculiar properties is the smaller ionic radii 

of 3d transition metals, which have greater polarizing power than Cd or Pb, and should 

form more covalent bonds with early chalcogens. This, in addition to their complex 

multinary structure make it easier for extrinsic (dopant), or intrinsic (native defect) 

impurities to localize photo- or electro-excited carriers to small regions of the crystal lattice 

where local structural distortions will more strongly affect carrier interactions than 

delocalized band-edge states.  

Of these transition metal based structures, QDs with Cu impurities are particularly 

interesting. Radiative recombination occurs through a hole localized at a Cu impurity and 

a delocalized conduction band electron.4, 7-12, 15 This is distinct from Mn doped QDs where 
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Mn transitions localize both carriers.16-18 Consequently, Mn emission can only shift within 

a small range of the visible spectral window due to changes in local strain environment 

altering the crystal field splitting energy.18 Cu impurities, on the other hand, have emission 

energies that are far more tunable, and extend across the visible and infrared regime 

making them appealing for a broader range of applications.4, 7-12, 15, 19 However, for each 

of these applications, improvements in device performance will require a better 

understanding on how modified environment can affect the optical transitions. We 

propose here that chemical bonding plays a key role. Specifically, ∆, can vary by > 500 

meV for Cu impurities in QDs with the same basic structure (e.g. CIS QDs),9, 20  and even 

more (>1 eV) when comparing different structures (e.g. Cu doped CdS and CdTe QDs).12 

Further, single particle spectroscopy studies have shown that the intrinsic 

photoluminescence (PL) linewidth for CIS QDs is over 80% narrower (60 vs. 352 meV) 

than the ensemble; and, there are large dot-to-dot variations in PL linewidth (~150 meV), 

emission energy (~300 meV), and radiative lifetimes (~250 ns) within the same 

ensemble.10 Controlling these properties will be essential to achieving narrow emission 

for high color purity LEDs, reduce spectral overlap for reabsorption-free solar windows, 

and tune emission energy for infrared photodetectors.3, 10, 21-25 

In this work, we use density functional theory (DFT) calculations to systematically 

investigate the effects of the local environment and chemical bonding on the Cu impurity 

energy levels in Cu-doped ZnSe QDs. We predict the effects of structural heterogeneity 

on electronic states by altering the bonding environment of Cu impurities, and compare 

the electronic structure, charge distribution, and absorption spectra for several kinetically 

trapped local minima. The Stokes shift and spectral linewidth for QDs with Cu impurities 
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is highly sensitive to the impurity position (e.g. surface vs. subsurface), coordination 

environment (e.g. tetrahedral vs. distorted trigonal planar), and concentration (Figure 

3.2.2.1). We further note that while there are significant variations in the experimental 

properties of Cu impurities in QDs, large Stokes shifts, broad linewidths, and long 

radiative lifetimes are consistently observed across all structures, and suggest that our 

predictions should be applicable to similar materials such as Cu-doped InP or CIS QDs.8, 

19  

3.2.2. Results and Discussion 

Properties of Cu Impurities in ZnSe QDs. We systematically explored the effect 

of Cu impurity position, coordination environment, and concentration on the optical 

properties of ZnSe QDs (Figure 3.2.2.1). Chalcogen-rich (Zn:Se ratio ~1:1.25), spherical 

ZnSe QDs based on the zinc blende crystal phase were constructed exposing (111) and 

(200) surface facets, and terminated by pseudo-hydrogens to maintain charge balance. 

This eliminates most of the dangling bond surface states by using xH where x is the 

fractional charge used to achieve local charge neutrality (here, x = 0.25),35-38 and mimics 

the surface passivation of long-chain organic ligands typically used in experiment to 

disperse QDs in organic solvents.4, 7-8, 11 This approach is effective at reducing the surface 

state contribution to the density of states (DOS) and predicting optical absorption and 

emission energies. However, considering the extreme sensitivity of the absolute QD band 

positions to ligand selection,39-40 this approach would not be accurate for determining QD 

band positions vs. vacuum. We determined the local minima structures using the Perdew-

Burke-Ernzerhof (PBE) functional because of its ability to provide good geometries and 

low computational expense.30 However, the Heyd-Scuseria-Ernzerhof (HSE06) functional  
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Figure 3.2.2.1. Calculated local minima for 1.5 nm ZnSe QDs doped with Cu1+ atoms. “Sub” refers 
to subsurface impurities, “Surf4” and “Surf3” refer to surface impurities with a coordination number 
of 4 or 3, “Sub/Surf3” refers to QDs with 2 Cu impurities in the “Sub” and “Surf3” positions, and 
“Cu4” refers to QDs with 4 Cu atoms doped as a cluster. For Sub and Surf3, additional calculations 
with Cu2+ dopants are also described. Zn atoms are depicted in green, Se in blue, Cu in red, and 
pseudo-hydrogens in grey.  

was used for all other calculations due to its ability to accurately predict semiconductor 

band gaps.41 We tested this procedure on bulk ZnSe (Figure S6.4.1), and found excellent 

agreement with experiment.42 

For direct comparison with QDs, we calculated the electronic structure of bulk 

ZnSe doped with either Cu1+ or Cu2+ impurities (Figure S6.4.2). Considering that the 

expected oxidation state of Zn in ZnSe is 2+, Cu impurities that replace Zn as anti-site 

CuZn defects are expected to be Cu2+. Indeed, the spin-polarized density of states (DOS) 

show a Cu state with an unpaired electron above the Fermi level (unoccupied), which is 

the expected behavior of a paramagnetic d9 impurity. The properties of Cu1+ impurities, 

on the other hand, are calculated as an anti-site defect with an additional electron (CuZn
-

). In this case, the Cu state is below the Fermi level (occupied) as expected of a d10 cation. 

While we will eventually show that traditional description of Cu oxidation states is 

complicated due to covalent bonding, this result suggests that describing their 

photophysics in the context of d10 (occupied) or d9 (unoccupied) cations is still informative. 

Figure 3.2.2.2a shows the calculated DOS for a QD doped with Cu1+ at a subsurface 

lattice site, which exemplifies the basic optical properties (e.g. large Stokes shift)  
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Figure 3.2.2.2. (a) DOS for subsurface Cu1+ doped ZnSe QDs. Band-edges (BE) are marked by 
solid black lines and the intragap “IG” Cu1+ impurity state is marked by a dashed line (here, at the 
Fermi level). Possible optical absorption transitions are marked by colored arrows and the 
theoretical Stokes shift, or Δ, (energy off-set between IG and VB) is also labeled. The CB was 
determined to be the lowest unoccupied delocalized state (b), IG to be the Cu-Se occupied 
localized state (c), and VB to be the highest occupied delocalized state (d) based on the charge 
density distributions, which are shown in purple for occupied, and yellow for unoccupied energy 
levels. All unlabeled states between VB and IG are surface “trap-like” states. (e) The molecular 
orbital (MO) diagram for the QD, which includes the local tetrahedral coordination environment 
predicting the orbital hybridization for Cu-Se / bonds. The BE states for Zn are also shown, and 
their full description is presented in Figure S6.4.3 using bulk ZnSe. The panel on the right of (e) 
depicts possible optical absorption (grey arrows) and emission (red arrow) transitions 
corresponding with the MO diagram.  

predicted for all of the Cu doped QD systems studied here. The band-edge (BE) states 

are marked by solid black lines and labeled as “VB” for valence band or “CB” for the 
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conduction band. BE and impurity states were determined by analyzing the charge 

density distribution for each DOS (Figure 3.2.2.2b-d). CB (Figure 3.2.2.2b) refers to the 

lowest unoccupied delocalized state, and VB (Figure 3.2.2.2d) is the highest occupied 

delocalized state. The electronic wave function squared for the Cu impurity (labeled “IG” 

for intragap state) is localized to the Cu-Se tetrahedra (Figure 3.2.2.2c), and marked by 

a dashed line in the DOS. We note here that our description of “delocalized” states, while 

reflecting a significant symmetry-allowed mixing of molecular orbitals (MOs), does not 

necessarily indicate a highly shared charge distribution over the entire QD. Considering 

that QDs are smaller than the exciton Bohr radius (distance between the electron-hole 

pair), excitons formed via BE states are localized by the confinement potential. Hence, 

BE excitons will be delocalized across the entire QD regardless of whether the chemical 

bonds forming the VB and CB states are truly delocalized.  

The VB has almost 90% Se (p) orbital character, while the CB has a nearly equal 

contribution of Se (~60%) and Zn (~40%) (s) electrons. Further comparison with bulk 

ZnSe shows similar trends, but with less Se character for both bands (~81% in the VB 

and ~45% in the CB). This small deviation is expected due to the higher concentration of 

Se atoms in the QD. Indeed, the orbital DOS for the QD CB in Figure S6.4.4 shows that 

the (s) electron ratio for Se and Zn is roughly the same as the bulk calculation 

(Zn:Se≈1.10:1 for the QD, and 1.17:1 for bulk), but there is a larger Se (p) contribution in 

the CB that is roughly equivalent to the excess Se (~22.9%). Nonetheless, the orbital 

contribution of ZnSe in both the QD and bulk calculations can be explained using simple 

crystal field theory considerations (summarized in Figure 3.2.2.2e and shown in more 

detail in Figure S6.4.3). Three of the metal (d) orbitals (specifically, dxy, dxz, dyz) exhibit 



124	
	

the same t2 symmetry as the metal (p) orbitals in tetrahedrally coordinated transition metal 

complexes. These MOs overlap to form / bonds with the (p) orbitals of the ligand (here, 

Se), which also exhibit t2 symmetry. For Zn2+, which has an [Ar]3d10 electron 

configuration, the / bonding orbitals would form occupied 1t2 and 2t2 states. The latter of 

which would act as the QD HOMO. The anti-bonding 3t2 states, however, would be higher 

in energy than the anti-bonding /* states formed between the metal and ligand (s) 

orbitals, which have the a1 symmetry and act as the LUMO (Figure 3.2.2.2e and Figure 

S6.4.3). This description of the band structure using crystal field theory will be important 

in our later description of Cu bonding and shifts in ground state energy levels. However, 

we note here that the other two (d) orbitals in Cu and Zn (dz
2, dx

2
-y

2) would have the e 

symmetry and should form an additional nonbonding energy level (Figure S6.4.3). In both 

cases, the e state would be below 2t2. This is insignificant for predicting optical trends for 

Zn as the 2t2 state would still be the highest occupied delocalized state (VB). On the other 

hand, for Cu, this may lead to additional absorptive/emissive sub-band gap infrared 

transitions not discussed here (e.g. 2t2 à 2e) if the Cu 2e state is higher in energy than 

the VB.43 

The QDs studied here are far smaller than the exciton Bohr radius for ZnSe (1.5 

nm vs 4.5 nm).44 Consequently, they are in the strong confinement regime and have a 

significantly larger band gap than in the bulk calculation. The confinement energy (defined 

as the energy difference between the bulk band gap and the gap of the quantum confined 

structure) is ~0.9 eV, which is close to what is predicted by the effective mass model.45 

IG, in the case of Cu1+ is at the Fermi level, and is therefore occupied. Hence, a maroon 

arrow marking a possible optical absorption transition (labeled IGabs) is shown in addition 
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to the expected BE absorption transition (BEabs) in the DOS (Figure 3.2.2.2a), and a 

scheme is included in Figure 3.2.2.2e next to the MO diagram for the expected 

absorption/emission transitions. Additional unlabeled states between the VB (~-1 eV) and 

Cu (~0 eV) are of surface origin (Figure S6.4.5) and typically form traps. The projected 

density of states (PDOS) indicate that IG has a large (~42%) contribution from Se (p) 

atomic orbitals, and the projected charge density is localized across the entire Cu-Se 

tetrahedra. Similar to our ZnSe bulk calculations, we plot the PDOS (Figure S6.4.4) for 

each MO of the QD, and also find that the Cu IG level is predominantly composed of the 

dxy, dxz, dyz orbitals with a small contribution from the Cu (p) orbitals. This suggests that, 

much like in ZnSe, the t2 symmetry allows Cu to form / bonds with the (p) orbitals of Se, 

and IG is the Cu-Se 2t2 state.   

Chemical Bonding Effects on Cu Impurity Energy Levels. Figure 3.2.2.3a 

shows the DOS for Cu1+ impurities in 3 different configurations: subsurface (Sub), surface 

with tetrahedral geometry (Surf4), and surface with distorted trigonal planar geometry 

(Surf3). These configurations represent three of the four possible impurity environments 

for ZnSe. The fourth, Surf2, is unlikely to form due to the high diffusivity of Cu in QDs.7, 11 

We calculated the formation energies for the different impurity configurations using eq 1.  

∆&=>k=™AM. = &=>:Å∫ − &Å∫ + <v &v)™ªå+ + òvv                                                                     (1) 

where &=>:Å∫ − &Å∫ represents the energy difference between the “pure” QD and QD with 

Cu impurities,	&v)™ªå+ is the energy per atom of elemental solid { (Cu or Zn),  <v is the 

number of atoms added (<v = −1) or removed (<v = +1), and òv is the chemical potential 

of ∝, which can range from ΔôMvºΩ
ç>ªB ≤ òv ≤ òvç>ªB. The lower bound corresponds with the  
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Figure 3.2.2.3. (a) Effect of impurity position, coordination environment, and concentration on the 
DOS. The charge density distribution for each labeled IG state (marked by dashed lines) is 
depicted in (b-g) along with its orbital contribution to the corresponding DOS. A higher 
concentration of Cu (1.85%, 3.77%, and 7.84%, respectively) leads to additional 
absorptive/emissive states. For moderately doped QDs (e-f) the charge density of each labeled 
state is separately localized on its respective impurity (∆,# on the 3-coordinated surface Cu, and 
∆,$ on the subsurface Cu). At higher impurity concentrations (g) the charge density is localized 
on all 4 Cu dopants regardless of the IG state energy.	

{ poor condition and the upper bound corresponds with the { rich condition.46-47 For 

simplicity, we assumed Δòv = 0 for both Cu and Zn, which corresponds with Cu-rich and 

Zn-rich synthesis conditions. The formation energy for each structure is negative (∆&,>ç =

−0.382	_¢, ∆&,>´M∑ = −1.758	_¢, and ∆&,>´MØ = −0.214), thus suggesting that Se has a 

higher affinity towards Cu than Zn, and that Cu-Se chemical bonds should 

correspondingly be stronger than Zn-Se. However, we note here that our calculated Cu 

impurity formation energies are not precise, as the reaction conditions for synthesizing 

Cu-doped ZnSe QDs are generally Cu-poor and Zn-rich.4, 7 This would lead to a negative 

Δò=>, result in positive formation energies, and prevent the formation of a competing Cu2-

xSe phase.46 In addition, while Surf4 has the lowest formation energy of the series, binding 



127	
	

with surface ligands and leaching of Cu into the solution are commonly observed in 

experiment.7, 11 A full understanding of the most stable impurity environments would 

require studies comparing the impurity formation energy at different surface facets to their 

binding energy with organic ligands. Issues with determining the absolute formation 

energy of Cu impurities aside, the comparative formation energies between the different 

bonding environments should not be significantly affected by	Δò=>. Surf4 is the 

thermodynamically most stable impurity (~-1.376 eV vs. ∆&,>ç), and Surf3 is the least 

stable (~+0.168 eV vs. ∆&,>ç). The large difference in formation energies indicate that the 

different configurations are not thermodynamically competitive, and we postulate that they 

are kinetically trapped during crystal growth as described with Mn impurities.48-49 

In each of these cases, the impurity concentration is the same (~1.85% based on 

the Cu/Zn ratio). Hence, two additional calculations (also shown in Figure 3.2.2.3a) were 

performed in which the concentration was increased to 3.77% (Sub/Surf3) and 7.84% 

(Cu4). For the case where the impurity concentration is 3.77%, one Cu atom is in the Sub 

configuration and the other is in the Surf3 configuration. The QD with the highest 

concentration of Cu impurities (7.84%) is labeled Cu4 to indicate that it includes 4 Cu 

impurities, similar to what is expected for Cu doped QDs synthesized by the cluster-

seeded method.48 Three of the Cu impurities are in the subsurface while one is on the 

surface, and all are tetrahedrally coordinated. For all impurity bonding environments and 

concentrations, ∆, is defined as the energy difference between the VB and the Cu state 

in accordance with the optical absorption and emission mechanisms described in Figure 

3.2.2.2e. Clearly, there is considerable variation in the ground state energy and orbital 

hybridization for Cu impurities as their position, bonding environment, and concentration 
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change. For example, the DOS for the Sub IG state has a considerably larger orbital 

contribution from Cu than the IG state in Surf3, but a smaller Cu contribution than the IG 

state in Surf4. Correspondingly, its theoretical ∆, is intermediate between the two. If the 

impurity concentration increases to 3.77% (as in Sub/Surf3), we observe two distinct IG 

states related to the two different Cu impurities. The distorted trigonal planar Cu impurity 

on the surface (same environment as Surf3) has a smaller Stokes shift (∆,#), and a larger 

Se contribution than the impurity located in the subsurface (∆,$). Interestingly, the DOS 

for the Cu4 composition similarly shows multiple Cu states, but the charge density 

distribution appears to be delocalized over all four Cu tetrahedra. This complicates a 

further discussion of the individual Cu impurities in Cu4 (Figure 3.2.2.3g). In Figure S6.4.6 

we project the DOS states on each Cu tetrahedra, and show that they all contribute 

significantly to all IG states, although dominant ones are still present in each state. 

Moreover, Surf4 is still the Cu impurity with the largest Stokes shift (∆,∑), and has the 

largest Cu contribution. 

We summarize these results in Figure 3.2.2.4, and come back to our earlier 

strategy of describing Cu energy levels with crystal field theory. As shown in Figure 

3.2.2.4a-c, tetrahedral Cu impurities clearly have a larger	∆,, and orbital contribution from 

Cu, than in the distorted trigonal planar geometry. This suggests that the smaller ∆, for 

Surf3 is due to breaking of tetrahedral symmetry, which increases the orbital overlap 

between Cu (d) and Se (p) in the distorted trigonal planar geometry, and results in higher 

Se character in the DOS. This relationship between coordination number and Se 

contribution can be explained by VESPR. As the coordination number reduces from 4 to 

3 the average bond angle increases from 108.5° to 119.2° (ideal 109.5° for tetrahedral  
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Figure 3.2.2.4. Summary of the effects of chemical bonding on the theoretical Stokes shift. The 
clearest trends emerge in (a-c), which show that the ground state energy of Cu impurities is 
predominantly determined by coordination geometry and orbital contribution from Cu. IG states 
with less Cu character and in the distorted trigonal planar geometry tend to have smaller Stokes 
shifts. All bond distances and angles are presented as the average between each Cu-Se bond in 
the coordination sphere, and error bars represent the standard deviation from the average bond 
angle or distance. (d) There does not appear to be a trend in changes of the ground state energy 
for surface vs. subsurface Cu impurities.  

and 120° for trigonal planar, respectively) in order to reduce repulsion between Se (p) 

electrons. The reduced Se-Se repulsion allows for the average Cu-Se bond length 

contraction from ~2.48 to 2.39 Å. The bonds become stronger and more covalent. The 

covalency is additionally afforded by the AO-hybridization on Cu, which becomes more 

pronounced in the context of the reduced symmetry of Cu coordination (Figure S6.4.7). 

As a result of stronger and more covalent bonding, the IG state is lower in energy.  

Considering that the distorted trigonal planar geometry is unlikely to occur for 
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Figure 3.2.2.5. Charge density difference plots and Bader charges for each of the Cu impurity 
centers. QDs with a single Cu1+ impurity are shown in (a-c), which represent the Sub, Surf4, and 
Surf3 systems, respectively. Calculations for Surf3 (d) and Surf4 (Figure S6.4.8) were repeated 
using single Cu2+ impurities. QDs with multiple Cu1+ impurities are shown in (e-f) where (e) 
represents the Sub/Surf3 system and (f) represents the Cu4 system. 

subsurface impurities, this implies that ∆, should be consistently smaller for surface Cu. 

However, if we plot ∆, for surface vs. subsurface Cu in Figure 3.2.2.4d, we clearly 

observe that there is no correlation between ∆, and proximity to the surface. Surface 

impurities with tetrahedral coordination (Surf4) have a larger ∆, than at the subsurface 

location. We explore reasons for this observation in Figure 3.2.2.5 by analyzing the 
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charge density difference plots and Bader charges (Table S6.4.1). The charge distribution 

confirms that the surface and subsurface Zn-Se bonds are more ionic, whereas the Cu-

Se bonds are more covalent. However, both become more polar at the surface: the 

average charge of the Se surface atoms (-1.18 e) is significantly more negative than Se 

in the subsurface (-0.83 e), whereas the average Bader charge on Cu and Zn is relatively 

unchanged (at q(Cu)≈+0.37 e and q(Zn)≈+0.80 e). This effect might be impacted by the 

model nature of the passivation with pseudo-hydrogen atoms. Specifically, the 

“mimicking” of ligand passivation with pseudo-hydrogens should be similar to experiments 

utilizing chalcogen-rich QDs and/or thiol surface passivation,7 but may not be applicable 

to experiments using metal-rich QDs and/or different ligands (e.g. oleic acid).4 On the 

other hand, the basic optical properties of Cu impurities (e.g. Δ, and linewidth) are not 

significantly affected by ligand exchange, which generally only has a notable impact on 

quantum yield due to a shift in the Fermi level that alters the carrier trapping mechanism.7, 

9 We therefore expect that differences between charge-distribution at the surface vs. the 

subsurface should also occur for other surface treatments as well, but the exact effects 

on chemical bonding may somewhat vary based on the specific surface and/or 

passivating ligand. The higher bond polarity is destabilizing for covalent Cu-Se bonds, 

and leads to increased repulsion between Se atoms, and stretches the Cu-Se bonds 

(average around ~0.05 Å, or an increase from ~2.47 to ~2.52 Å). The overlap between 

Cu (d) and Se (p) orbitals reduces, increasing the energy of the Cu-Se states relative to 

the VB. However, the destabilizing effects of increased bond polarity at the surface are 

mostly overcome by the switch from Td to D3h symmetry, which allows for a bond 

contraction as described earlier. Accordingly, this indicates that the energy of ∆, is a 
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consequence of covalent overlap, which is affected by geometry and reflects itself in the 

charge distribution.  

As expected, Cu2+ is less covalent than Cu1+ both in Sub, and Surf3. However, it 

is still more covalent than Zn-Se, which can be explained by Fajan’s rules for polarizing 

power. Cu2+ should have a greater polarizing power than Zn2+ due to its unfilled (d) shell, 

which reduces shielding and makes charge transfer from Se (p) more favorable. The 

changes in charge and bond length after an electron is added are largely asymmetric, 

and suggestive of Jahn-Teller effects. Indeed, these Jahn-Teller effects are expected, as 

indicated in computational chemistry studies on homogeneous broadening mechanisms 

(electron-phonon coupling) in Cu-doped QDs.51 

In order to determine if our observations were an artifact of the jellium positive 

background induced to compensate the electron injected in the QD to create Cu1+, we 

repeated our calculations for Sub and Surf3 without the addition of an electron. In this 

case, calculations were spin-polarized due to the magnetic exchange interactions 

observed experimentally in QDs with Cu2+ (d9) impurities.6, 8 Figure 3.2.2.5c,d shows a 

comparison of Surf3 with (Cu1+) and without (Cu2+) an extra electron, while Figure S6.4.8 

shows the same comparison for the Sub QD. In both cases, Bader charges are far from 

what is expected by the typical description of Cu oxidation states in QDs. In the CuZn, or 

“Cu2+” scenario, the Bader charge on Cu is only +0.46 e for both Surf3 (Figure 3.2.2.5d) 

and Sub (Figure S6.4.8). After an electron is added, the charge on Cu in Surf3 and Sub 

changes by -0.08 e and -0.1 e, respectively. The more negative charge on Cu is 

accompanied by a small bond contraction (average ~0.01 Å for Sub, and ~0.03 Å for 

Surf3). However, the overall qualitative picture holds true without the background charge. 
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Effects of Variations in Chemical Bonding on Optical Spectra. We calculate 

the absorption spectrum for ZnSe QDs as a function of Cu1+ impurity concentration using 

linear response theory (independent orbital approximation/single particle level, see 

Figure 3.2.2.6). The absorption coefficient (α) of the materials was calculated from the 

frequency-dependent dielectric constant with eq. 2 and eq. 3. 

≥ ¥ = µo ∂ QáµQ ∂ Qkµo ∂

$
                                                                                                         (2) 

{ ¥ = ∑∏

w
≥ ¥                                                                                                                               (3) 

where k(ω) is the extinction coefficient, and ε1(ω) and ε2(ω) are the real and imaginary 

terms of the dielectric constant, respectively. The transitions near 2.7 eV in the absorption 

spectra represent the direct excitation of an electron from the Cu1+ impurity to the CB, 

transitions ~3.4 eV represent VBàCB or BE absorption, and higher energy transitions 

reflect absorption from either the VB or Cu1+ to higher energy unoccupied states. As 

expected, the BE transition is relatively constant (~3.4 eV) regardless of the Cu impurity 

concentration, and reflects the confinement energy expected from the DOS. IG and higher 

energy transitions, on the other hand, are strongly dependent on the concentration of 

Cu1+. The BE peak becomes less clear as it is “smeared” by the additional low energy 

“tail,” and high energy transitions from Cu1+ to the CB and higher energy states. These 

results indicate that broadening of experimental absorption spectra is predominantly a 

reflection of the concentration of Cu1+ impurities. This also suggests that, if hole 

localization from the VB is fast enough, at high concentrations of Cu1+ impurities the 

bleach in transient absorption spectroscopy measurements could become dominated by 

low energy impurity transitions instead of BE absorption as proposed in a recent study on  
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Figure 3.2.2.6. Computed absorption spectra for Cu doped ZnSe QDs with different impurity 
concentrations (left panel). A high Cu content leads to additional absorptive states, and 
inhomogeneous broadening. Considering that these impurities are also emissive, the same 
effects should also lead to broadening of emission spectra (right panel). For the scheme, BE 
absorption is marked by the grey arrow, Cu absorption by black arrows, and Cu emission by red 
arrows. 

related CIS QDs.52 

In addition to the absorption transitions, the scheme in Figure 3.2.2.6 also shows 

expected emission transitions. While these are not directly calculated, extensive 

experimental work has shown that emission in QDs with Cu impurities arise from a CB 

electron recombining with a hole localized at Cu.4, 7-8, 11, 19 Therefore, variations in the 

ground state energy of Cu1+ due to heterogeneity should also be reflected in the emission 

spectra. We note, however, that broadening of the absorption spectra by Cu impurities 

can only occur due to variations in the ground state energy of Cu1+. PL broadening, on 

the other hand, will also reflect changes in the ground state energy of Cu2+ impurities, 

Franck-Condon shifts, electron-phonon coupling, and other excited state interactions.10, 

49 These limitations aside, recent single particle spectroscopy measurements on CIS 

QDs, which also emit via Cu impurities has shown that variations in emission energy are 
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far larger than expected based on polydispersity of QD size.10 In addition, these 

measurements revealed that the PL linewidth can be as narrow as 60 meV, and vary by 

~150 meV in the same ensemble. This suggests that inhomogeneous broadening (e.g. 

variations in QD structure) more significantly impacts the ensemble linewidth than 

electron-phonon coupling, which would be an intrinsic optical process and reflected in all 

room temperature spectra. It was therefore hypothesized that the emission energy of Cu 

impurities is highly sensitive to their location in the QD. Our calculations confirm this 

interpretation. Hence, we predict that Cu impurities in other QD systems such as ZnSe 

should also show narrow emission spectra if the Cu impurity concentration is low, and 

photon anti-bunching experiments indicate that emission is from a single-particle. 

Moreover, our calculations predict that if heterogeneity is better controlled, ensemble 

spectra can also be narrow and Cu impurities can be utilized in environmentally benign 

high color purity LEDs. 

An additional phenomenon that our calculations may help explain is the 

mysteriously large variation of radiative lifetimes and spectral linewidths for Cu impurities 

at the single particle level, which also cannot be accounted for fully in other models. For 

example, electron-phonon coupling mechanisms expect larger singlet-triplet splitting 

energies for Cu impurities located closer to the QD core.49 This would suggest a systemic 

relation between Stokes shift and linewidth for individual particles. In a separate study, it 

was hypothesized that excited-state holes localized at Cu impurities near the QD surface 

would exhibit stronger wave function overlap with the delocalized CB electron than 

impurities located below the surface.49 This would result in smaller Stokes shifts and 

shorter radiative lifetimes for surface Cu impurities. However, while the radiative lifetimes 
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and spectral linewidths for CIS QDs at the single particle level can vary by as much as 

250 ns and 150 meV, there is no systematic relation between the Stokes shift and the PL 

linewidths or radiative lifetimes. Instead, experimental measurements of PL linewidths 

and radiative lifetimes have a “random” distribution when plotted vs. single-particle 

emission energy.10 Inability to reconcile either of these models with experimental 

variations in radiative lifetimes and PL linewidths indicates that an additional factor must 

contribute to large variations in the emission energy. According to our DFT calculations, 

heterogeneity also alters the ground state energy of the impurity, which should not have 

any notable effect on the radiative lifetime. The Stokes shift for individual particles is 

therefore most likely a convolution of heterogeneity in the ground state energy due to 

chemical bonding effects, additional shifts in the excited state due to changes in the wave 

function overlap between a localized hole and delocalized CB electron,10 and 

homogeneous broadening due to electron-phonon coupling.49 Considering that only 

excited state interactions should have an impact on the radiative lifetime, and both effects 

should alter the Stokes shift, the net result would be a random distribution of experimental 

radiative lifetimes as a function of emission energy. In addition, variations in the 

concentration of Cu impurities across experimental ensembles would also broaden 

individual spectra, and it would be difficult to deconvolute the effects of electron-phonon 

coupling as a function of emission energy in experimental ensembles where the 

concentration of impurities per QD is not uniform, thereby, also leading to a “random” 

distribution of PL linewidths as a function of Stokes shift in single-particle experiments. 

An interesting, but unexplored consequence of the “random” distribution of PL linewidths 

and radiative lifetimes might be significant variation in the rates of nonradiative decay. 
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While this is beyond the scope of our study, nonadiabatic molecular dynamics may prove 

to be a useful tool for resolving this mystery.53-55 

3.2.3. Conclusions 

In this study, we used DFT calculations to show the influence of chemical bonding 

on the properties of Cu impurities in ZnSe QDs. We find that Cu-Se bonds are covalent, 

and therefore highly sensitive to their proximity to the QD surface, and coordination 

number. If Cu-Se retains its tetrahedral coordination at the QD surface, the increased 

polarity from excess electrons on Se will destabilize the coordination sphere due to 

increased Se-Se repulsion. Correspondingly, the Cu-Se bonds will stretch, the overlap 

between Cu (d) and Se (p) electrons will be reduced, and the energy of the intragap (IG) 

state will increase relative to the band-edges (BEs). This would lead to an increased 

Stokes shift at the single particle level. However, if the tetrahedral coordination is lost and 

Cu-Se becomes distorted trigonal planar at the surface, Se-Se repulsion will be reduced 

due to an increase in bond angles, the Cu-Se bonds will contract, and increased overlap 

between Cu (d) and Se (p) electrons would decrease the Stokes shift. If the concentration 

of impurities is high, this would lead to multiple IG states, several absorption/emission 

transitions, and single particle spectra will broaden. Accordingly, broad ensemble spectra 

can be explained by a combination of electron-phonon coupling and the coexistence of 

several kinetically trapped local Cu-Se minima where large variations in 

absorption/emission energy lead to spectral broadening after ensemble averaging. 

A clear experimental implication from our study is that spectral broadening for QDs 

with Cu impurities is predominantly due to inhomogeneity, and can be controlled if the per 
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QD concentration of impurities, and their spatial distribution across the ensemble are 

uniform. Moreover, our calculations show that modeling efforts to study doped or 

defective QDs where impurities are optically active should emphasize structural/spectral 

variations in the ensemble, which form subensembles with distinct optical properties. 

Correspondingly, prediction of their optical properties should be based on several local 

minima instead of a global minimum.  

3.2.4. Methods 

Plane-wave PAW DFT in VASP26-29 was used for all geometry optimizations and 

electronic structure calculations. For geometry optimizations, we used the PBE30 

functional. While, HSE0631 was used for all electronic structure and charge distribution 

calculations. The energy cut-off (320 eV) was the same for all calculations, and all 

structures were relaxed until forces were smaller than 0.05 eV/Å per atom. The screening 

parameter for all HSE06 calculations was ω=0.13, as described in previous reports.32-33 

The experimental properties of bulk ZnSe were reproduced by sampling the Brillouin zone 

of a ZnSe unit cell with a (6x6x6) Monkhorst-Pack k-point grid. Bulk Cu1+ and Cu2+-doped 

ZnSe calculations utilized a 2x2x2 supercell where the Brillouin zone was sampled using 

a Gamma-centered (2x2x2) k-point grid. Spherical QDs were constructed based on the 

(111) and (200) surface facets with a vacuum spacing of ~ 15 Å to isolate each QD, and 

avoid QD-QD interactions. The geometry for the entire QD (including pseudo-hydrogens) 

was optimized. For QDs, the Brillouin zone was sampled at the Gamma point only. Cu2+ 

impurities in both bulk and QD calculations were modeled by replacing a Zn2+ atom with 

Cu, and using the MAGMOM tag to capture magnetic interactions. Cu1+ calculations used 
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the same procedure, but without the MAGMOM tag and with an electron added to the 

cell. Atomic charges were calculated using the Bader charge algorithm with PW-DFT.34 
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3.3. Distinguishing between Homogeneous & Inhomogeneous Spectral 

Broadening: Single Particle & Temperature-Dependent Ensemble Spectroscopy of 

CuxIn2-xSy Quantum Dots 

3.3.1. Introduction 

CuxIn2-xSy (CIS) quantum dots (QDs) are attractive non-toxic alternatives to Cd-

containing QDs for solid-state-lighting.1-10 However, the broad emission linewidths 

(typically >250 meV) limit their utility in commercial devices.11-21 Single-particle 

spectroscopy and temperature-dependent ensemble spectroscopy can help distinguish 

between homogeneous broadening (e.g. electron-phonon coupling) and inhomogeneous 

broadening (e.g. spatial distribution of optically-active defects, or polydispersity of QD 

sizes) mechanisms. Discerning between these spectral broadening mechanisms can 

serve two primary functions: (1) provide further evidence confirming that emission is due 

to Cu impurities (native defects for CIS, or extrinsic Cu dopants for ZnSe) instead of self-

trapped excitons (see Chapter 2 and Chapter 3, sections 3.1 and 3.2); and (2) determine 

whether the broad ensemble photoluminescence (PL) spectra is intrinsic to CIS QDs, or 

if it results from sample heterogeneity where dot-to-dot variations in the emission 

wavelength are averaged to a single broad peak in the ensemble PL. For the self-trapped 

exciton emission model, spectral linewidths are expected to be intrinsically broad, which 

leaves little room to develop synthetic, or device fabrication strategies to sharpen the 

spectra for various (electro)-optical applications. If the origin of PL broadening is due to 

heterogeneity, on the other hand, then improvement of synthetic techniques can, in 

principle reduce heterogeneity and lead to experimental, device-scale ensembles with 

narrow PL linewidths ideal for high color purity light emitting diodes (LEDs).  
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Here, we use single particle spectroscopy to show that individual CIS QDs 

developed by UbiQD can have linewidths as narrow as ~50 meV. This is an important 

and exciting result, which suggests that there are no fundamental obstacles towards using 

these QDs in solid-state lighting applications, and other technology that require narrow 

emission linewidths. In this thesis chapter, we present the spectra from 11 individual CIS 

QDs, and show that the broad linewidths typically observed in the ensemble are not 

intrinsic, but instead are due to variations in the peak emission energy. This likely results 

from sample heterogeneities due to the nonuniformity of QD sizes, and the positional 

disorder of intra-gap defects that serve as radiative recombination centers in these 

materials (see DFT calculations in Chapter 3, section 3.2). Furthermore, we use 

temperature-dependent ensemble PL measurements to determine the strength of 

electron-phonon coupling for QD ensembles, and find that their contribution to spectral 

broadening is negligible in comparison to heterogeneity. These results clearly show that 

narrow ensemble linewidths are achievable with CIS QDs with future improvements to 

synthetic/device fabrication protocols. 

3.3.2. Results & Discussion 

Single-particle spectra for CIS QDs were measured using a Hanbury Brown Twiss 

interferometry setup with time-correlated single photon detectors (TCSPC). A dilute QD 

solution is spin-coated onto a glass slide where each particle has a large spatial 

separation, and placed on a mechanical stage with a laser excitation source. The 

emission is separated by a beam splitter, the signal is measured by two TCSPC detectors, 

and the stage is moved repeatedly to measure the spectra of each QD individually. We  
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Figure 3.3.2.1. Examples of single-QD spectroscopic measurements for the UbiQD samples. (a) 
The PL intensity trajectory shows random fluctuations between the states of low (OFF) and high 
(ON) emissivity. This behavior is usually referred to as “blinking,” and is generally ascribed to 
either trapping at surface defects, and/or QD photoionization followed by nonradiative Auger 
recombination. Based on this measurement, the average ON-time fraction is ~60%, which allows 
us to classify these dots as “weakly blinking.” (b) The strong photon antibunching behavior 
revealed by the second-order PL intensity-correlation function confirms that these measurements 
are conducted on a single-dot instead of a cluster. (c) A single-dot PL spectrum indicates a 
linewidth of 67 meV as determined based on the full width at half maximum (FWHM) of a 
Lorentzian fit (red line) of the experimental spectrum (black line). 

observe two hallmarks for single QD emission: spontaneous charging leading to 

fluorescence intermittency, or “blinking” (Figure 3.3.2.1a) and a photon antibunching g2(0) 

constant below 0.5 (~0.14 as shown in Figure 3.3.2.1b). After isolating individual QDs, 

the PL spectra is measured under continuous excitation (Figure 3.3.2.1c), and the 

linewidth determined by a Lorentzian fit. As can clearly be observed, the linewidth is 

significantly narrower than ensemble spectra (~60 meV vs. ~300 meV), which is narrow 

enough for commercial LEDs. 
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Figure 3.3.2.2. Statistical analysis of single-particle data in comparison to ensemble 
measurements. (a) Ensemble absorption (blue line) and emission (red line) spectra exhibit a large 
Stokes shift (~340 meV) and a broad linewidth (~358 meV) typical of CIS QDs. (b) The Lorentzian 
fits for several single-particle PL spectra (colored lines) are projected onto the ensemble PL 
spectrum. As can be seen, the single-particle spectra are significantly narrower than the ensemble 
spectrum, but have widely varied peak emission energies. (c) The single-dot linewidth vs. peak 
position does not show any correlations between the two. (d) The histogram of single-QD 
linewidths. All of the measured QDs show linewidths less than ~100 meV, while the majority of 
the dots (~70%) have linewidths in the 50-to-70 meV range. The average linewidth is 71 ± 16 
meV. 

The above described experiment was repeated with 11 QDs from an experimental 

ensemble synthesized by UbiQD. In Figure 3.3.2.2a we show the ensemble absorption 

(blue solid line) and emission (red solid line), which exhibits the large Stokes shift (340 

meV) and broad PL linewidth (358 meV) typical for CIS QDs. The ensemble PL is shown 

again as a solid black line with grey infilling in Figure 3.3.2.2b, and directly compared to 
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the Lorentzian fits of the single particle spectra (colored lines and infilling) for 6 different 

individual CIS QDs in the same ensemble. While there is some variation in the single 

particle linewidths, each appears to be significantly narrower than the ensemble average. 

Finally, we show in Figure 3.3.2.2c,d statistical analysis for 11 different individual QDs, 

and find that the average linewidth is 71 ± 16 meV, which is nearly 80% narrower than 

the ensemble. However, variations in peak energy are large (~270 meV). This confirms 

that the PL linewidths for CIS QDs are not intrinsically broad, and the dominant 

broadening mechanism for QD ensembles is inhomogeneous broadening due to 

heterogeneity. Indeed, this is in agreement with DFT calculations (see Chapter 3 section 

3.2), which predicted that heterogeneity in local chemical bonding explains spectral 

broadening for QDs with Cu impurities. Specifically, as-synthesized QD ensembles have 

several distinct subensembles where the position of Cu defects vary (e.g. sub-surface, 

surface with a tetrahedral geometry, or surface with a trigonal planar geometry), which 

alters their energy relative to the valence band (VB) and leads to different Stokes shifts 

across the ensemble.  

Temperature-Dependent Photoluminescence Experiments. In order to 

address the role of stoichiometry in phonon-assisted processes for both radiative and 

non-radiative decay channels, we measure the temperature-dependent steady state PL 

for the two core-only samples described in Chapter 3 section 3.1. In Figure 3.3.2.3a we 

show the PL spectra for Cu0.47In1Sy QDs at temperatures ranging from 15 K to 296 K. The 

emission intensity for both spectra rapidly increases at lower temperatures. The 

temperature-controlled spectrally integrated PL intensity for both Cu-deficient QDs are 
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then plotted in Figure 3.3.2.3b (green squares for Cu0.85In1Sy and red circles for 

Cu0.47In1Sy) and fitted using the following Arrhenius formula: 

ø û = #

#á=oLó*
¿¡bo
¬d√

á=QLó*
¿¡bQ
¬d√

                                                                                                    (1) 

where ø û  represents the PL intensity normalized to the 15 K measurement, ¶# and ¶$ 

are constants corresponding with the strength of two different phonon-assisted 

nonradiative recombination processes, &.# and &.$ are the activation energies 

corresponding with the same processes, and I9û refers to the Boltzmann constant and 

temperature, respectively. As shown in Figure 3.3.2.3b, we obtained excellent fits to the 

experimental data (solid lines for Cu0.85In1Sy and dashed lines for Cu0.47In1Sy) using &.# 

and &.$ of 51.0 and 6.1 meV for Cu0.47In1Sy, and &.# and &.$ of 59.2 and 5.2 meV for 

Cu0.85In1Sy, respectively. Our &.# values (~50 to 59 meV) are close to those obtained 

using time-resolved measurements on core only stoichiometric CIS QDs (56 meV). These 

values are also close to those measured for transverse optical (TO) phonons with E-

symmetry (~45 meV) in bulk CuInSe2-xSx. Further comparison to bulk measurements 

indicates that our	&.$ values (~5 to 6 meV) are similar to the range predicted for acoustic 

phonons (6-10 meV). These comparisons to bulk measurements can, in principle, help 

us distinguish the effects of optical and acoustic phonon modes on the PL line shape and 

intensity. 

Figure 3.3.2.3c compares the temperature controlled PL spectra for Cu0.47In1Sy 

normalized to the PL peak for each temperature. The energy of the PL peak and its 

corresponding linewidth do not seem to significantly change with temperature. We 

quantitatively compare the effect of temperature on Stokes shift and linewidth (as  
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Figure 3.3.2.3. Temperature controlled PL spectra for Cu0.47In1Sy QDs are shown in (a). The same 
measurement was repeated with Cu0.85In1Sy QDs. The spectrally integrated PL intensity for both 
measurements are presented as a scatter plot in (b) with Cu0.47In1Sy QDs represented by closed 
red circles, and Cu0.85In1Sy QDs represented with closed green squares. In both cases, fits based 
on equation 1 are shown as black lines (solid for Cu0.85In1Sy QDs and dashed for Cu0.47In1Sy QDs). 
In (c), the PL spectra for Cu0.47In1Sy QDs is normalized to the peak intensity for each temperature. 
The same procedure is repeated for Cu0.85In1Sy QDs, and changes in peak position (top panel) 
and FWHM (bottom panel) are both plotted in (d). In both cases, Cu0.47In1Sy QDs are shown as 
red circles (closed for FWHM and open for peak position) and Cu0.85In1Sy QDs are represented 
as green squares (closed for FWHM and open for peak position).  

determined by the FWHM) for both samples in Figure 3.3.2.3d. The PL peak for both 

samples shifts by less than 2% (top panel), while the FWHM changes by ~5% (18 meV) 

for Cu0.47In1Sy and ~7% (~28 meV) for Cu0.85In1Sy. Based on these results, we can 

conclude that strong electron-phonon coupling, which spectrally manifests in changes to 

the homogeneous linewidth cannot explain the broad PL linewidths in ensemble 
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measurements. Instead, inhomogeneous broadening due to lack of control over the 

spatial distribution of defects is most likely the dominant effect. Indeed, these conclusions 

agree with our single-particle spectroscopy results and DFT calculations. We also 

observe that the majority of homogeneous broadening is due to TO phonons as indicated 

by most of the line narrowing occurring between 60 and 100 K for both samples, which is 

close to the temperature required to activate TO phonons (~60 to 70 K based on &.#).  

3.3.3. Conclusions 

In conclusion, we have demonstrated that the CIS QDs fabricated by UbiQD have 

narrow single-particle emission linewidths (71 ± 16 meV on average). This suggests that 

broad linewidths observed in the ensemble measurements (~360 meV) mostly originate 

from sample heterogeneity, which results in a wide dot-to-dot variation in peak PL 

energies, and is further confirmed by the relatively weak electron-phonon coupling 

measured in temperature-dependent ensemble PL measurements of core-only CIS QDs.  

These results further indicate that it is feasible to achieve narrow ensemble PL linewidths 

via reducing sample heterogeneities, which can be attained by further refining CIS QD 

synthesis, and device fabrication procedures. Thus, there are no fundamental obstacles 

to using CIS QDs specifically, or non-toxic Cu-based QDs broadly in solid-state lighting 

devices. 

3.3.4. Methods 

Single-Particle Spectroscopy Measurements. CIS QDs were provided by UbiQD in 

powder form. The CIS QDs were then dispersed in a 2 wt. % PMMA/chloroform solution. 

Ensemble photoluminescence (PL) spectra were collected using a Horiba Scientific 
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Fluoromax-4 spectrometer and optical absorption was measured using an Agilent 8543 

UV-visible spectroscopy system. For single-dot studies, the dilute CIS QD solution was 

spun-cast onto cover-glass slides to form a submonolayer film protected from 

photodegradation by the polymer matrix. Single-particle spectra were collected using a 

pulsed laser (PicoQuant; 405 nm wavelength and 40 ps pulse duration) with a laser 

repetition rate of 500 kHz. Anti-bunching and blinking measurements were used to 

distinguish emission from single particles versus particle clusters. 

Temperature-Dependent PL Measurements. Films were prepared by adding a QD 

solution (4 mL in chloroform) to a 5 ml solution of 2 % w/w PVP in chloroform. After 

vigorous stirring, the mixture was transferred to a centrifuge tube, and then the QDs are 

precipitated by adding hexane. After centrifuging with 5000 rpm for 5 minutes, the 

supernatant was discarded. The precipitated pellet was dissolved in 600 μL of 1 % w/w 

butanol/chloroform solution for preparing a QD/polymer solution. The film was made by 

dropping the QDs/polymer solution on a 5 mm X 5 mm slide glass followed by successive 

spin coating with 500 rpm for 2 minutes and 2000 rpm for 1 minute. The temperature-

dependent PL was measured using a closed cycle He cryostat with a 405 nm LED 

excitation source.  
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4.1. Localized & Delocalized Auger Interactions in Quantum Dots with Native 

Defects 

4.1.1. Introduction 

CuxIn2-xEy (where E=S or Se), or CIE quantum dots (QDs) are attractive materials 

for a broad range of (electro)-optical applications.1-10 However, they have unusual optical 

properties such as their large Stokes shifts (∆,≈300-750 meV) and broad spectral 

linewidths (~300-400 meV for emission) in the single exciton regime.1, 3, 11-21 In the 

previous chapters of this thesis, and in several recent reports, we resolved the 

mechanisms for these unusual properties, and determined that subensembles with 

different Cux defects were the primary origin of this effect.3, 15, 22-23 Interestingly though, 

the time-scale of emission dynamics at the single exciton level is also significantly 

different than “typical” II-VI QDs with similar oscillator strengths.3, 15, 22-23 Yet, the 

relationship between the different subensembles of Cux defects, and the emission rate 

for CIE QDs is not well understood. Moreover, all of our discussion thus far have focused 

on the single exciton regime, and there is little understanding of how the different CIE 

subensembles alter multicarrier interactions such as trion and biexciton lifetimes. The 

latter of which, is particularly important for predicting device performance where 

alterations in QD volume not only shift the emission energy due to quantum confinement, 

but also simultaneously increase the strength of Coulomb interactions, and resultantly 

enhance Auger decay as described in Chapter 1.  

Here, we resolve the relationship between Cux defects and emission lifetime at the 

single exciton level. We conclude that while the oxidation state of Cux (where x=1+ or 2+) 
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alters the localization pathway at the single exciton level, and correspondingly effects the 

Stokes shift and spectral linewidths, the radiative lifetime is unaffected due to “identical” 

emission states for both subensembles. Specifically, regardless of the mechanism for 

hole localization, excited state interactions are still between delocalized CB electrons and 

localized Cux holes, which leads to weak wavefunction overlap. Therefore, emission 

occurs on the several hundred nanosecond time-scale, which is an order of magnitude 

longer than the tens of nanoseconds time-scale for CdSe QDs, which have similar 

oscillator strengths and are expected to exhibit similar single exciton lifetimes. This 

observation has led to the hypothesis that CIE QDs do not have the “typical” delocalized 

VB states due to weak overlap of the d oribitals for lattice Cu ions.25 We show evidence 

to the contrary of this hypothesis using DFT calculations, which indicate that the 

wavefunction for the VB state is delocalized, and only the Cux state is localized. This is 

confirmed by time-resolved spectroscopy measurements where tens of nanoseconds 

lifetime emission is observed for a small subensemble of QDs that are defect-free. At 

higher carrier densities, we observe that this small subensemble in addition to the 

subensemble of QDs with Cu2+ defects where VB holes are not localized to the Cux state 

(see Chapters 2-3) exhibit “normal” multicarrier lifetimes. For these two cases, Auger 

interactions (e.g. trions or biexcitons) occur between delocalized states, and 

correspondingly their lifetimes and volume scaling do not differ significantly from CdSe, 

or related QDs. On the other hand, for the subensemble of QDs that have Cu1+ defects 

hole localization is faster than “normal,” delocalized Auger decay (e.g. hole localization 

for Cu1+ defects is ~150 fs vs. the delocalized biexciton lifetime is ~10 ps), and holes are 

captured at Cu1+ defect states before delocalized Auger decay can occur. In fact, hole 
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localization can even be faster than carrier cooling (~350 fs), which makes hole 

localization difficult to resolve unless measurements are conducted under (near)-

resonant excitation conditions where carrier cooling does not affect spectral dynamics. 

Hence, for this subensemble of QDs Auger interactions occur between delocalized CB 

electrons and holes localized at Cux. Similar to single exciton behavior, poor overlap of 

the localized hole wavefunction and delocalized electron wavefunction lead to an order 

of magnitude increase in Auger lifetimes (e.g. the “normal” biexciton lifetime for CIE QDs 

is ~10 ps vs. the localized biexciton lifetime is ~300 ps). 

4.1.2. Results and Discussion 

Single Exciton Optical Properties of CIS QDs. Core-only CISeS QDs (with 

different Se/S ratios), CIS/ZnS core/shell, and CISe/ZnS core/shell QDs were synthesized 

following the procedures described in the Methods section. For each sample, the 

stoichiometry was determined using inductively coupled plasma atomic emission 

spectrometry, and the QD size using transmission electron microscope (TEM) images. 

While we describe the spectra for a broad range of stoichiometries and QD sizes, all the 

samples studied here have a tetrahedral shape, and exhibit the Chalcopyrite structure 

(Figure S6.5.1). Previously, the single exciton absorption and emission mechanisms in 

CIE QDs (where E=Se, or S) has been described in the context of subensembles with 

different Cux defects (where x=1+, or 2+), which form intra-gap states, and make CIE QDs 

a three-level system as shown in Figure 4.1.2.1a,b, and Chapters 2-3.15-18, 22, 24 For 

excitation energies greater than the band gap (ℎ≈ > &W), high energy ‘hot’ carriers are 

created and relax lower-lying states via phonon emission (0N™™ª 	in Figure 4.1.2.1a).  
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Figure 4.1.2.1. (a) Absorption mechanisms for subensembles of CIS QDs with Cux defects. VB 
holes are either localized to the Cux state (x=1+) or to a trap state (x=2+). For Cu2+, holes are 
already localized to Cux in the ground-state. (b) After holes are localized (by either Cux defect 
mechanism), emission occurs by recombination between a CB electron and a Cux hole. DFT 
calculations show that the Cux hole is localized to the Cu-S defect tetrahedra, and the CB electron 
is delocalized. (c) If QDs are defect-free, band-edge recombination occurs. Dissimilar to other 
reports,25 we show with DFT that both band-edges are delocalized, and therefore recombination 
for band-edge carriers is faster than for Cux due to improved wavefunction overlap. (d) The top 
panel shows SNSPD measurements (<N> < 0.1) for CIS/ZnS core/shell QDs with 85% QY. Tri-
exponential fits yield: 01 = 760	78,	09: = 27	<8, and 0=> = 297	<8. If these measurements are 
repeated at different probe energies for core-only CIS with 28% QY (middle panel) we obtain 
nearly identical decay rates from a global tri-exponential fit. The bottom panel shows spectral 
electrochemistry measurements for the same core-only CIS. Since the dynamics are measured 
with TCSPC in the SEC measurements, the trapping component is too fast to be observed 
(resolution ~1.5 ns). However, both the BE and Cux lifetimes can still be found. As the Fermi level 
is lowered the oxidation state for Cux defects can be changed (Cu1+ à Cu2+). (e) The relative 
amplitudes of each of the 3 decays for the middle panel of (d) are plotted, and projected against 
the steady-state PL spectra in the background (black lines, grey shading). The “Gaussian-like” 
shape of the trapping and Cux components reflect different QY across the ensemble with trapping 
being weakest, and Cux emission being strongest at the PL peak. The BE component becomes 
weaker on the red side as expected by the smaller Stokes shift. (f) SEC measurements in the 
bottom panel of (d) are summarized. When the Fermi level is below the Cux state, there is an 
increase in the concentration of Cu2+ defects, which do not localize VB holes. Correspondingly, 
in subensembles without a separate hole trapping state BE recombination becomes competitive 
with Cux recombination, and the relative amplitude of the BE component increases. 

Depending on the Fermi-level (EF) of the subensemble, or identity of the defect, valence 

band (VB) holes are removed either by localization at the Cux state (0ª™N in the left panel	
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of Figure 4.1.2.1a), or by trapping in a separate, possibly other defect-, or surface 

dangling bond-related state (0P	in the right panel of Figure 4.1.2.1a).	Specifically, if Cux 

is below EF, or forms due to anti-site swapping of Cu1+ and In3+ cations (CuIn’’, in the	CuIn’’ 

+ InCu
��	defect pair) it is “occupied,” or has a d shell filled with electrons ([Ar]3d10 electron 

configuration). These so-called “Cu1+,” or “anti-site copper defects” require localization of 

a VB hole prior to emission (left panel of Figure 4.1.2.1a). On the other hand, if Cux is 

above EF, or forms to charge-compensate copper vacancies (CuCu
�, in the VCu’ +	CuCu

� 

defect pair), it is only partially occupied, or has a d shell missing an electron ([Ar]3d9 

electron configuration). In this case, we refer to Cux as “Cu2+ defects,” which have a hole 

localized in its d shell prior to photoexcitation. Hence, Cu2+ defects are “emission ready,” 

and do not require VB hole localization prior to emission. Instead, VB holes can be 

trapped at a separate state (Th in the right panel of Figure 4.1.2.1a). 

Regardless of whether the hole is localized in the excited state (high EF, or CuIn’’ 

defects), or in the ground state (low EF, or CuCu
� defects) emission will then occur via 

radiative recombination between a CB electron and a hole localized in the Cux state (left 

panel of Figure 4.1.2.1b). This leads to a large Stokes shift (∆,) between band-edge 

absorption and Cux emission as described in previous reports, and Chapters 2-3.15-18, 22, 

24 However, based on these proposed hole localization and trapping schemes, if no Cux 

defects are present, or CIE QDs are defect-free emission should then occur via band-

edge recombination (left panel of Figure 4.1.2.1c) as expected in typical two-level QD 

systems. Previously, it has been hypothesized that the energy level structure of CIE QDs 

have a delocalized LUMO (conduction band, or CB), but poor overlap of the lattice (non-

defect) Cu1+ d orbitals lead to a series of localized HOMO states instead of a delocalized 
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valence band (VB).25 For this mechanistic scheme, radiative relaxation would not involve 

two delocalized states as typically observed in II-VI QDs, but would instead occur 

between a delocalized CB electron and a localized VB hole regardless of whether the 

QDs have Cux defects, or if they are defect free. This would suggest that defects have 

little impact on the emission energy, or on the radiative lifetimes for CIS QDs. To test this 

hypothesis, we employ density functional theory (DFT) calculations to determine the 

spatial distribution of the one electron square wavefunction for the VB, Cux, and CB states 

in a Zn-alloyed CIS Chalcopyrite supercell using plane wave pseudopotentials, and 

periodic boundary conditions as implemented in the Vienna Ab initio Software Package 

(VASP, see Methods sections for details). We use a supercell instead of a ZCIS cluster 

to avoid issues associated with the inadequate passivation of QD surfaces due to the 

absence of long-chain organic ligands, which are difficult to include in DFT calculations 

due to increased computational expense. The absence of these long-chain ligands leads 

to artificial localization of the square wavefunction to the cluster surface, and makes it 

difficult to assess the degree of (de)localization of the band-edges. In addition, we 

specifically choose Zn-alloyed CIS since the majority of our later-described experimental 

studies will use CIS/ZnS core/shell QDs, which are expected to have an alloyed interface. 

If we plot the iso-contours of the charge density for the LUMO (green shading in the right 

panel of Figure 4.1.2.1b,c), which is taken here to indicate the square modulus of the 

one electron wavefunction, we observe a CB electron that is delocalized across the In-S 

bonds. If we apply this same methodology to the HOMO for a supercell with CuIn’’ defects 

(turquoise iso-contour in the right panel of Figure 4.1.2.1b), the wavefunction is localized 

to the defect state. This should lead to weak wavefunction overlap in the excited state, 
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and slow radiative recombination between the delocalized CB electron and hole localized 

at the Cux defect state (0=> in Figure 4.1.2.1b). However, energetically below this state 

there is a second occupied state where the square wavefunction is delocalized across 

the Cu-S bonds of the Chalcopyrite lattice (turquoise shading in the right panel of Figure 

4.1.2.1c). Based on these calculations, wavefunction overlap between occupied and 

unoccupied states should be much stronger for VB/CB, or “band-edge” transitions than 

Cux/CB transitions, and we expect band-edge (BE) excitons in defect-free QDs (0ó in 

Figure 4.1.2.1c) to have a radiative decay rate that is an order of magnitude faster than 

emission from Cux defects. Furthermore, Zn orbitals do not significantly contribute to 

band-edge states, and correspondingly alloying structures with Zn should not impact 

emission transition rates, and instead should only passivate dangling surface bonds, 

reduce trapping, or ultra-fast non-radiative losses, and increase quantum yields (QY). 

Hence, we expect these differences in 0ó and 0=> lifetimes to occur in both Zn-alloyed and 

Zn-free CIE QDs.  

We test these predictions by conducting a series of time-resolved PL 

measurements at low carrier densities ( j < 0.1, Figure 4.1.2.1d-f). In the top panel of 

Figure 4.1.2.1d, we use the 3.1 eV second harmonic of a Ti:Sapphire laser (50 fs pulse 

duration) to excite CIS/ZnS core/shell QDs, and monitor its emission dynamics with a 

superconducting nanowire single photon detector (SNSPD, Δ» ~70 ps). The band gap for 

our CIS/ZnS core/shell structure is ~2.3 eV as described later by transient absorption 

spectroscopy measurements, and it has a near unity quantum yield (Φ = 85%). Hence, 

we expect our measurements to be only weakly affected by trapping. The PL dynamics 

can be accurately fitted to a tri-exponential function, which yields three decay rates: 760 
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ps, 27 ns, and 297 ns. The slowest of these decay rates is most likely PL from Cux defects 

(0=> = 297	<8), which typically occurs on the several hundred nanosecond time-scale and 

is observed in almost all QDs with Cu cations.15-18, 20-21, 23-24, 26-28 The relative amplitude 

of the 760 ps decay time constant is ~16% of the total PL dynamics. This is nearly equal 

to the expected optical losses (~15%) from trapping based on the 85% QY, and we 

therefore attribute this fast decay to the rate of non-radiative losses due to carrier trapping 

in our CIS/ZnS core/shell QDs (0e = 760	78). The 27 ns decay component is similar to 

the radiative lifetime for PL in CdSe QDs, which occurs via delocalized-to-delocalized CB 

electron-to-VB hole relaxation.29 Based on their similar oscillator strength with CIS QDs, 

we expect band-edge exciton recombination to also occur on the tens of ns time-scale, 

and we therefore attribute this time constant to the decay of band-edge excitons (09: =

27	78). This confirms our interpretation of the DFT calculated one electron square 

wavefunction for the VB and CB states, which predicted that wavefunction overlap for 

VB/CB transitions in CIS QDs would be stronger than for Cux/CB transitions, and would 

therefore result in a significantly faster decay rate than for Cux PL. This picture is further 

confirmed by repeating these measurements on core-only CIS QDs (middle panel Figure 

4.1.2.1d), and CISe/ZnS core/shell structures (Figure S6.5.2). In all three cases, tri-

exponential fits yield a long lifetime of several hundred ns (0=>) and a shorter decay 

component of tens of ns (09:). Typically, 09: has a relative amplitude of ~10-20% of the 

total decay signal regardless of the relative QY for the QD, which suggests that this decay 

component is unrelated to nonradiative losses from trapping (0e).  

As mentioned earlier, the large Stokes shift for CIS QDs is expected to represent 

the energy difference between BE absorption and Cux emission. This would imply that 
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BE emission in subensembles of defect-free QDs should have a much smaller Stokes 

shift than subensembles with Cux defects. In addition, hole trapping for QDs with Cu2+ 

defects is expected to occur from non-optically active impurities such as surface dangling 

bonds. The spatial distribution of these defects would therefore be inhomogeneous, and 

variations in wavefunction overlap with the VB holes should result in a wide range of VB 

hole removal rates across the subensemble. This is distinct from hole localization with 

Cu1+ defects, which occurs predominantly from internal defects and are expected to have 

faster localization rates than surface hole traps. Hence, for QDs with Cu2+ defects the 

band-edge transition could occasionally occur if hole trapping states are absent, or are 

significantly slower than hole localization for Cu1+ defects. Based on these arguments, 

we can expect two general trends for radiative lifetimes for CIS QD ensembles with Cu1+ 

defects, Cu2+ defects, and defect free subensembles. First, if the broad emission spectra 

for CIS includes a band-edge exciton component its contribution to the average PL should 

be significantly stronger on the blue side of the spectrum due to the smaller Stokes shift. 

Further, if the relative population of QD subensembles with Cu2+ defects is higher, band-

edge emission should become more competitive with Cux emission due to non-uniform 

VB hole removal rates with surface hole traps — in particular — exhibiting slower VB hole 

removal rates than internal traps. Subensembles with Cu1+ defects, on the other hand, 

should always exhibit efficient removal of VB holes and entirely block the band-edge 

transition. We test these hypotheses using our earlier described SNSPD setup to 

measure the probe energy-dependent PL dynamics for core-only CIS QDs using global 

tri-exponential fits (Figure 4.1.2.1d, middle panel), which will allow us to determine the 

relative contribution of each transition to the red and blue side of the PL spectrum. 
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Second, we use time-resolved spectro-electrochemistry (TR-SEC) measurements to 

intentionally modulate the Fermi-level (EF) for the ensemble via an externally controlled 

electrochemical potential (Figure 4.1.2.1d, bottom panel), which alters the population 

distribution of QDs with Cu1+ (EF above Cux) and Cu2+ defects (EF below Cux). In this 

case, we use the same 3-electrode SEC setup described in our previous report,15 but 

monitor PL dynamics using time-correlated single photon counting (TCSPC) instead of 

steady-state PL. 

We first compare the changes in relative amplitude of each decay component as 

obtained from the global tri-exponential fits (colored lines in Figure 4.1.2.1d) as the probe 

energy is moved from the red-side to the blue-side of the PL spectrum for core-only QDs 

with a near-identical band gap to the CIS/ZnS core/shell structures, but with a lower QY 

(~28%). We specifically use core-only QDs to allow for later comparison to TR-SEC 

measurements (bottom panel of Figure 4.1.2.1d), which are difficult with CIS/ZnS 

core/shell structures where the alloyed ZnS shell provides a large dielectric tunneling 

barrier to electron transfer from the ITO electrode.15 For each decay curve in the middle 

panel of Figure 4.1.2.1d, the colors used for the original SNSPD measurements (semi-

transparent lines), and for the tri-exponential global fit (solid lines) correspond with the 

probe energies marked on the PL spectrum in the figure inset. The decay rates used for 

the universal fit are nearly identical to the CIS/ZnS core/shell QDs (0=> = 195	<8, 09: =

24	<8, 0e = 830	78), but the relative amplitude of the “trap decay” at the PL peak (~1.9 

eV, marked with green lines) is much larger than for the CIS/ZnS core/shell QDs (~48% 

instead of ~16%). This is expected based on the lower QY for core-only QDs in 

comparison with core/shell structures (~28% vs. 85%). The relative amplitude of 0e, 
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however, is still somewhat lower than expected based on the QY for these samples 

(predicting ~48% trap-related optical losses instead of ~72%). Hence, most likely there is 

an additional trapping component (~24% of the total decay) beyond the resolution limit of 

our SNSPD detector (Δ» ~70 ps). If we plot the relative amplitudes of each decay 

component as a function of probe energy (shown in Figure 4.1.2.1e with 0e represented 

by open green squares, 09: with solid blue circles, 0=> with solid red squares, and dotted 

lines with colors matching their corresponding symbol used as visual guides for the data), 

the relative amplitude of the Cux transition is highest at the probe energy marking the 

emission peak, and decreases on both the blue and red side of the spectrum. Conversely, 

the amplitude for 0e shows the opposite trend, which indicates that changes in the relative 

amplitude for 0=> and 0e merely reflect differences in trapping across the ensemble, and 

QY is highest at the peak emission energy. The relative amplitude for 09:, on the other 

hand, decreases as the probe energy is shifted from the red side (1.65 eV) of the 

spectrum to the blue side (2.15 eV). Hence, as predicted earlier, band-edge excitonic 

transitions dominate the blue side of the spectrum due to the smaller Stokes shift whereas 

Cux emission dominates the red side of the PL spectrum, and the weak band-edge 

emission occurring at the PL peak most likely is due to a poor size dispersion across the 

ensemble. Notably, core/shell QDs show the same general trends, but the relative 

amplitude for Cux is much higher at all of the marked probe energies due to the higher 

QY (Figure S6.5.3).  

As mentioned earlier, we expect that BE emission is stronger for the subensembles 

of QDs with Cu2+ defects due to the large variability in hole trapping rates, and the 

additional possibility of subensembles without a second hole trapping state to remove VB 
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holes. Considering that the emission rate for BE excitons is faster than Cux emission we 

expect that BE transitions become significantly stronger in subensembles with slower, or 

non-existent hole trapping. This is because, even if Cu2+ defects are “emission ready” due 

to the ground-state hole in their d shell, Cux emission is too slow to occur efficiently without 

the removal of VB holes to stop competition from BE transitions (~20 ns vs. ~200 ns for 

0=> and 09:, respectively). As mentioned earlier, we use TR-SEC to test this possibility by 

monitoring emission dynamics as a function of electrochemical potential, which 

modulates EF and alters the relative population of subensembles with Cu1+ and Cu2+ 

defects (colored lines in the bottom panel of Figure 4.1.2.1d). Specifically, if the 

electrochemical potential is more positive (here, greater than ~+0.5 V, which marks the 

Cux state as determined in a previous study15) the Fermi-level is below the Cux state and 

there is a larger relative population of subensembles with Cu2+ defects. On the other hand, 

if EF is less positive (here, less than ~+0.5 V) than there is a larger concentration of QDs 

with Cu1+ defects. In the bottom panel of Figure 4.1.2.1d, we show the TCSPC collected 

PL dynamics at different EF. Similar to our earlier measurements using the SNSPD 

detector, we use semi-transparent shading for the original data and solid colors for the 

multi-exponential global fits. However, in this case, we use bi-exponential instead of tri-

exponential fits due to non-radiative trapping occurring on a faster time-scale than the 

detection limit of our TCSPC detector (0e~800	78 as measured by SNSPD, while Δ» =

1.5	<8 for the TCSPC detector). As the Fermi level is lowered below the Cux state, the 

relative amplitude for 09: (~19 ns) increases, while the relative amplitude for 0=> (~209 

ns) decreases (bottom panel of Figure 4.1.2.1d). Using the same symbols described in 

Figure 4.1.2.1e (omitting	0e, which as mentioned earlier is beyond the detection limit of 
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our TCSPC detector) we plot the EF-dependent amplitudes for BE and Cux PL in Figure 

4.1.2.1f. As stated earlier, when EF is lowered below the Cux state Cu1+ defects are 

converted to Cu2+, and the relative amplitude for 0=> decreases. This confirms that 

variability in the distribution of hole trap lifetimes across the ensemble leads to band-edge 

excitonic emission becoming more competitive with the Cux transition for Cu2+ defects 

than for Cu1+ defects where, in the latter case hole localization always outcompetes the 

band-edge transition. Notably, as EF is lowered even further (below the VB) no other 

significant changes are observed in the relative amplitudes of the different decay 

components. This is to be expected as depopulation of electrons from the VB damages 

QDs and leads to a uniform drop in the PL intensity for both BE and Cux transitions, which 

is not captured in our measurement of PL dynamics due to carrier trapping in CIS QDs 

occurring on the picosecond time-scale, which is beyond the detection limit of out TCSPC 

detector.  

As suggested by SEC experiments, while the BE transition can sometimes be 

competitive with Cux emission for subensembles with Cu2+ defects, VB hole localization 

for subensembles with Cu1+ defects is extremely fast, and effectively blocks the BE 

transition. Previous studies using spectrally-resolved transient absorption (TA) 

spectroscopy of CIS QDs with different Cu:In ratios have suggested that hole localization 

for CIS QDs with Cu1+ defects occurs at the sub-picosecond time-scale (see Chapter  3 

section 3.1.2). Interestingly, this is similar to the expected time-scale for carrier cooling of 

‘hot’ carriers in II-VI QDs, and it is unclear how phonon emission, or hole localization can 

affect Auger dynamics for multiexcitons in CIS QDs. To address these issues, we conduct 

TA experiments using the frequency doubled (2.41 eV) and frequency tripled (3.61 eV)  
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Figure 4.1.2.2. (a) Linear absorption (black) and PL (red) for CIS/ZnS core/shell QDs. TA is 
measured at non-resonant (blue arrow) and (near)-resonant (green arrow) excitation. (b) 
Measurement of the absorption cross-sections at different excitation energies, which shows that 
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the ratio of the absorption cross-sections at different excitation energies match the ratios of their 
optical densities (ODs) in the linear absorption spectra (details in main text). (c) The dynamics at 
low excitation density for both the non-resonant, and (near)-resonant excitation. Hole localization 
is faster than carrier cooling, which makes it difficult to resolve hole localization at non-resonant 
excitation. Hence, later-described Auger dynamics measured at 3.61 eV excitation are expected 
to be dominated by QD subensembles without hole localizing Cu1+ defects. 

output of an amplified Yb:KGW laser (<190 fs pulse duration, Figure 4.1.2.2). As shown 

in Figure 4.1.2.2a, the linear absorption spectrum (solid black line) for the CIS/ZnS 

core/shell structure is broad and nearly featureless due to the high absorptivity of intra-

gap Cu1+ defects (see Chapter 3 section 3.1.2), which makes determination of the band 

gap (Eg) more complex than for typical II-VI QDs. Hence, we determine Eg using TA 

measurements (dotted lines with colored infilling in Figure 4.1.2.2a) at 3.61 eV 

(represented by dotted blue lines with infilling) excitation, which is far higher in energy 

than the expected BE transition. The peak of the resulting Gaussian-like spectra is ~2.3 

eV, and we repeat these measurements with (near)-resonant excitation at 2.41 eV 

(represented by dotted green lines with infilling), and observe little change in the spectral 

shape, or peak energy. Hence, we expect that the two measurements represent similar 

BE excitation processes, but at 3.61 eV excitation there is an excess of hot carriers 

(optical processes depicted in the blue sphere of the figure inset) whereas the (near)-

resonant excitation mostly just excites BE carriers (optical processes depicted in the 

green sphere of the figure inset). The Stokes shift (∆,= 450	K_¢) is then determined as 

the energy difference between the above mentioned peak and the peak of the PL 

spectrum (solid red line with red infilling), which is similar to the core-only QDs (see 

Chapter 3 section 3.1.2), and indicates that overcoating with a ZnS shell improves QY 

without significantly altering the absorption and emission mechanisms for CIS QDs.  
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The pump-intensity dependent TA signal at t=50 ps (green circles for 2.41 eV 

excitation, and blue squares for 3.61 eV excitation) shows trends typically observed for 

QDs (Figure 4.1.2.2b). As the pump-fluence increases in linear increments, the intensity 

of the TA signal also increases near linearly at ( j < 1), but eventually saturates as multi-

excitons are created. We use Poisson statistics to fit our experimental fluence-dependent 

TA signal,30-31 and obtain the absorption cross-sections (/) at non-resonant (3.61 eV) and 

(near)-resonant (2.41 ev) excitation. The ratio between the absorption cross-section at 

3.61 eV and 2.41 eV excitation ( À.ëo	SÃ
 Q.ío	SÃ

= 4.37) is nearly equal to the ratio of their optical 

densities (ODs) at the same energies in their linear absorption spectrum (}∫À.ëo	SÃ
}∫Q.ío	SÃ

= 5.18). 

Hence, as mentioned earlier, we expect that there is no significant difference between the 

non-resonant TA and (near)-resonant TA measurements other than the creation of a high 

density of ‘hot’ carriers at 3.61 eV excitation that emit phonons before relaxing into the 

BE states, and are not present in the 2.41 eV excitation measurement. Using the TA 

dynamics shown in Figure 4.1.2.2c ( j < 0.1), we determine the rates for carrier cooling 

and hole localization with mono-exponential fits (solid lines) to the TA measurements 

(scatter plots). For the carrier cooling rate, we fit the rise for the spectra collected with the 

non-resonant 3.61 eV excitation (blue squares for original data, and blue solid line for the 

mono-exponential fit). This yields a cooling rate of ~335 fs, which is similar to the expected 

cooling rates for most (e.g. II-VI) QDs. Interestingly, if we fit the decay of the (near)-

resonant excitation (2.41 eV) dynamics (green circles for original data, and green solid 

line for the mono-exponential fit) we obtain a hole localization rate even faster than the 

carrier cooling (~150 fs). Notably, this extremely fast localization process is not observed 

in the non-resonant excitation measurements, which indicates that when we excite the 



176	
	

ensemble at 3.61 eV, and probe the dynamics at the peak of the BE bleach, the population 

grows in by hot-electron relaxation in parallel with 150 fs localization. This makes 

localization difficult to resolve from at non-resonant excitation. Hence, the dynamics for 

later-described high pump-fluence measurements with non-resonant excitation will be 

mainly used to describe multicarrier interactions for QDs with Cu2+ defects, or defect-free 

QDs where sub-picosecond hole localization to the Cux state does not occur. On the other 

hand, at (near)-resonant excitation the absence of carrier cooling allows us to measure 

the dynamics of subensembles with, and without Cu1+ defects, but we expect that at 

higher pump-fluences with (near)-resonant excitation an increase in the intensity of this 

sub-picosecond decay component is merely a reflection of increased hole localization at 

higher excitation densities, and not indicative of the real multiexciton lifetimes for QD 

subensembles with Cu1+ defects.  

Measurement of Auger Dynamics. We next measure the excitation fluence-

dependent population dynamics for the CIS/ZnS core/shell QDs with TA and time-

resolved PL spectroscopy using our earlier described SNSPD setup (Figure 4.1.2.3). In 

Figure 4.1.2.3a, the TA dynamics collected at (near)-resonant excitation (2.41 eV) are 

normalized to their intensity at t = 50 ps where the decays are expected to be dominated 

by single excitons (non-normalized measurements are shown in Figure S6.5.4), and we 

observe the sub-picosecond hole localization decay component in both the low fluence 

( j < 1), and high fluence ( j > 1) measurements. While the fast, sub-picosecond hole 

localization is present in all (near)-resonant measurements, at higher fluences, the 

relative amplitude of hole localization becomes significantly stronger, and there appears 

to be an additional, fast subnanosecond component in the decay dynamics that we  
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Figure 4.1.2.3. (a) TA dynamics (CIS/ZnS core/shells with ~85% QY) at (near)-resonant 
excitation is dominated by hole localization for the subensembles with Cu1+ defects. Hole 
localization is ~200 fs, which is faster than the “normal” biexciton lifetime. The 10 ps biexciton 
lifetime obtained from the biexponential fit represents the small subensemble of QDs without Cu1+ 
defects that undergo “normal” Auger between two delocalized states. (b) After holes are localized, 
biexcitons occur through delocalized CB and localized Cux states and have lifetimes more similar 
to what is expected for 2 trions when measured with SNSPD. (c,d) Hole localization determines 
whether the subensemble will undergo delocalized, or localized Auger. The left panel for both 
represents subensembles of QDs with Cu1+ defects, and explains the optical processes in (a,b). 
The panels on the right, on the other hand, show Auger properties for QDs without Cu1+ defects 
(either defect free or with Cu2+ defects). In this case, sub-ps hole localization from the VB to the 
Cux state does not occur, and TA measurements at non-resonant excitation can be used to obtain 
the “normal” biexciton lifetime since carrier cooling is slower than hole localization. (e) In this case, 
mono-exponential fits are used and also show ~10 ps biexciton lifetimes. (f) The same 
measurements are repeated for core-only CIS QDs at high energy excitation. Here, biexponential 
fits are required due to photocharging, which yields the same biexciton lifetime (~10 ps), but with 
an additional ~150 ps trion lifetime. 

preliminarily assign to Auger recombination of biexcitons. Similar to Auger decay in most 

QDs, the dynamics at time-scales longer than the expected biexciton lifetime (>50 ps) 

appear to be indistinguishable at different pump-fluences. To determine the precise 

lifetime of the two decay components, we subtract the low-pump-fluence ( j = 0.13) 

normalized spectra from the higher-pump-fluence measurements (inset of Figure 

4.1.2.3a), and fit the decays for j > 1 to a bi-exponential function. By extracting from 
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the bi-exponential fits two ultra-fast decay time constants (212 fs and 9.8 ps, respectively) 

we can preliminarily conclude that hole localization dominates high-fluence 

measurements for QDs with Cu1+ defects whereas a small subensemble of QDs without 

Cu1+ defects (either QDs with Cu2+ defects, or defect-free QDs) yield near 10 ps biexciton 

lifetimes. This conclusion is supported by the clear dominance of the 212 fs time constant 

in the TA dynamics, which has a far greater relative amplitude than the 10 ps decay 

component. Hence, it appears that for this ensemble the majority of our CIS QDs have 

Cu1+ defects, and holes localize faster than the expected biexciton decay. Expectedly, 

this indicates that biexciton interactions for QDs with Cu1+ defects do not occur between 

two delocalized states, and instead holes are localized to Cu1+ defects, which yield 

localized-hole, delocalized electron Auger dynamics. If we repeat our procedure for 

distinguishing the biexciton from single exciton lifetimes using SNSPD measurements of 

the pump-fluence-dependent PL population dynamics (3.1 eV excitation), we clearly 

observe that the Auger dynamics for these localized-delocalized biexcitons is far longer 

than expected for delocalized band-edge carriers (~360 ps as shown in Figure 4.1.2.3b). 

We explain this phenomena in the schemes presented in Figure 4.1.2.3c,d. As 

stated earlier, subensembles with Cu1+ defects (Figure 4.1.2.3c, left panel) exhibit hole 

localization faster than the carrier cooling rate (0ª™N < 0N™™ª). Hence, at (near)-resonant 

excitation VB holes localize to the Cu1+ defects before CB electrons emit phonons and 

relax into the CB state, and the growth in the amplitude of the sub-ps time constant 

indicate that holes localize before “normal,” delocalized Auger or carrier cooling can 

occur. After holes are localized to Cu1+ defects, the wavefunction overlap between holes 

localized to Cux and delocalized CB electrons is considerably reduced in comparison to 
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the expected wavefunction overlap of the two delocalized band-edge states. Therefore, 

the biexciton has a lifetime more than order of magnitude longer than the “typical” tens of 

ps expected Auger decay rate for delocalized-delocalized carrier interactions, and the 

transitions are more similar in nature to two negative trions (left panel of Figure 4.1.2.3d). 

However, if CIS QDs do not have Cu1+ defects, and are instead defect-free or have Cu2+ 

defects, VB holes are not removed prior to biexciton decay (right panel of Figure 

4.1.2.3c). Correspondingly, for a small subensemble of QDs without Cu1+ defects we 

observe “normal” delocalized biexciton decay (right panel of Figure 4.1.2.3d), which as 

expected yields ~10 ps Auger lifetimes.  

We further confirm this hypothesis by repeating our TA measurements at non-

resonant excitation (Figure 4.1.2.3e). For this case, carrier cooling dominates the sub-

picosecond signal of the TA dynamics and we do not distinctly observe the subensemble 

of QDs with fast hole localizing Cu1+ defects. Remarkably, after normalizing to t=50 ps 

and subtracting our spectra collected at j ~0.1, we observe mono-exponential decay 

with a 13.6 ps time constant. This is nearly equal to the “slow” decay rate of the 

biexponential fit for the (near)-resonant excitation measurements (9.8 ps vs. 13.6 ps). We 

interpret these findings to further indicate that for QDs without Cu1+ defects, VB holes are 

not removed prior to multiexciton decay, and delocalized-delocalized Auger interactions 

yield “normal” biexciton lifetimes. Furthermore, this confirms that CIS QDs do form typical 

delocalized VB states, and that hole localization occurs at Cu1+ (anti-site) defects, and 

not from exciton-self trapping. In Figures S6.5.4,S6.5.5 we further show that this finding 

is rather general, and is reproducible with CISe/ZnS core/shell QDs with ~75% QY. To 

eliminate the possibility that Zn alloying in the core/shell structures contributes to the 
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delocalized VB states, we measure the biexciton lifetimes for core-only CIS QDs at non-

resonant excitation in Figure 4.1.2.3f. Similar to our (near)-resonant excitation 

measurements for CIS/ZnS core/shell structures, the decays for these measurements 

require biexponential fits where one of the two time constants is ~10 ps. However, in this 

case, the second decay component is ~150 ps instead of ~200 fs, which is similar to the 

expected negative trion (0ók) lifetime for delocalized BE carriers based on multi-carrier 

recombination scaling laws.29-30, 32 Indeed, this is also in agreement with our DFT 

calculations, which predicted that the square wavefunction for the VB is delocalized in 

both Zn-alloyed, and Zn-free CIS QDs.  

The extremely large, over an order of magnitude variation in biexciton lifetimes 

across the same QD ensemble is further supported by Poisson statistics arguments. In 

Figure 4.1.2.4a, we fit the pump-fluence-dependent intensity of the TA and PL signals for 

both the expected single- and biexciton decay components. Specifically, if we measure 

the pump-fluence-intensity dependence of the TA signal at non-resonant excitation (3.61 

eV, top panel of Figure 4.1.2.4a), (near)-resonant excitation (2.41 eV, middle panel of 

Figure 4.1.2.4a), and non-resonant excitation for PL (3.1 eV, bottom panel of Figure 

4.1.2.4a) we expect that all of the biexcitons have decayed at time » ≫ 	 0å (where H in 0å 

can either indicate 0óó for delocalized BE “normal” Auger, 0ª™N for the increased 

localization of VB holes to Cux, or ¶Dk for localized Cux Auger) regardless of the proposed 

time-scale. Hence, if each of these proposed time-scales (~10 ps for 0óó, ~200 fs for 0ª™N, 

or ~ 300 ps for 0=>¿) are related to Auger decay than the pump-fluence-intensity for the 

signal at » ≫ 	 0å (open blue circles for all measurements in Figure 4.1.2.4a) should be 

determined solely by the total number of excited QDs. This should be independent of the  
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Figure 4.1.2.4. (a) Poisson statistics fits to the fluence-dependent early- (red) and late-time (blue) 
signal for TA measurements at non-resonant excitation (top panel), (near)-resonant excitation 
(middle panel), and for PL collected at non-resonant excitation (bottom panel). (b) For “normal” 
Auger in defect-free QDs, or QDs with Cu2+ defects, CIS exhibits “normal” volume scaling for 
multicarrier lifetimes due to the delocalized wavefunctions of the band-edge states. (c,d) If we 
compare the magnitude of the early (A) and late (B) time signal, the relationship between carrier 
density and the “on-set” of Auger can be compared for all three measurements. (d) The onset for 
Auger interactions is the same regardless of the measurement method, which indicates that while 
we have a broad range in lifetimes based on the measurement method, they are all related to 
multicarrier interactions and Auger dynamics.  

early-time signal (open red squares for all measurements in Figure 4.1.2.4a), which 

would be strongly related to multi-exciton decay. Hence, the single- and mult-exciton 

component of each of these measurements should obey Õ j = jå g exp − jå /j! 

where N e-h pairs in a selected QD subensemble have an average population jå  in 
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which H indicates the time after excitation. In particular, the early-time signal j]  should 

fit well to Poisson statistics dominated by j = 2, while at » ≫ 0å the data should fit to 

Poisson statistics of j = 1. However, for both multi-excitons and single excitons fitting 

the excitation-fluence (ù*) dependence intensity of the TA, or PL signal should yield 

roughly equivalent absorption cross-sections (/) following the relationship	 jå = /ù*. 

Hence, if we fit the early time signal of the excitation-fluence dependent spectra with j =

2 Poisson statistics (solid red lines in Figure 4.1.2.4a), and the late time signal with j =

1 Poisson statistics (solid blue lines in Figure 4.1.2.4a) we should obtain the same /, or 

j] = j1≫nœ . 

As can be seen in Figure 4.1.2.4a, both the early- and late-time signals fit well to 

the expected Poisson statistics, and we also find that the absorption cross-sections are 

close to each other between both fits. In addition, as stated earlier, if we compare the 

ratio of the cross-sections measured with different excitation sources (e.g. 3.61 eV and 

2.41 eV excitation) their ratio is comparable to that predicted by their ODs in the linear 

absorption spectra. This further indicates that while we are observing radically different 

lifetimes across the ensemble, each decay component obeys the basic Poisson 

relationships observed as nearly universal to all two-level QD systems. This indicates that 

the differences in lifetimes merely reflect Auger-related phenomena in different 

subensembles of the same QD batch. To further prove that the observed differences in 

lifetimes are indeed related to distinct Auger processes across the different 

subensembles we verified that they obeyed amplitude scaling laws (Figure 4.1.2.4b,c). 

If we divide the amplitude of the late time signal (B, in Figure 4.1.2.4b,c) by the early time 

signal (A, in Figure 4.1.2.4b,c) we should observe the same carrier density dependence 
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for each measurement, which can be clearly seen in Figure 4.1.2.4c. This is because 

while biexciton lifetimes can vary in QD systems based on excited state wavefunction 

overlap, the A/B ratio should only reflect the relationship between the carrier density and 

occupancy of degenerate QD states, which should be universal regardless of the 

biexciton/exciton lifetimes. Finally, we test volume scaling laws by measuring the 

biexciton, negative, and positive trion lifetimes for a large-array of CIE, core-only QDs 

(where E indicates varied Se/S ratios) using our non-resonant TA excitation source. We 

specifically focus on core-only QDs because the thick ZnS shell prevents photocharging, 

and makes it difficult to resolve trion lifetimes. Moreover, as stated earlier, the non-

resonant TA excitation dynamics represent QDs without Cu1+ defects due to hole 

localization being faster than carrier cooling. Resultantly, all multicarrier interactions for 

these measurements are expected to reflect delocalized BE states, and should therefore 

obey “universal” volume scaling laws typically used to described delocalized Auger 

dynamics in CdSe, and other QDs that exhibit “typical” delocalized excitons. The dashed 

lines in in Figure 4.1.2.4d represent the predicted Auger lifetimes for CI(Se)S QDs based 

on universal scaling laws, and as can be clearly seen the experimental biexciton, and 

trion lifetimes match theoretical predictions based on universal volume scaling 

relationships. Hence, the observance of universal volume scaling where 0óó = 1.02 ∗

¢Æ–DK_, 0ó¿ = 8.2 ∗ ¢Æ–DK_, and 0ó— = 2.4 ∗ ¢Æ–DK_ is in agreement with our earlier 

assessment that the ~10 ps biexciton lifetime for CIS represents the delocalized biexciton, 

which occurs in a subensemble of CIS QDs without Cu1+ defects.  

In order to determine the relative population of each subensemble in the CIS/ZnS 

QD batch, we obtain the excited-state absorption spectrum ({) by subtracting the TA  
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Figure 4.1.2.5: (a,b) Measurement of the excited-state absorption spectrum for CIS/ZnS QDs at 
non-resonant (a) and (near)-resonant (b) excitation. (c) Summary of the data in (a,b) at the 1 ps 
delay time shows that the magnitude of the bleach is relatively weak in comparison to the linear 
absorption. However, it is much stronger for (near)-resonant excitation measurements due to the 
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dominance of hole localization in TA dynamics, which indicates that the majority of the ensemble 
has Cu1+ defects.  

signal (−Δ{) from the linear absorption ({]), or { = {] + Δ{ (Figure 4.1.2.5). This allows 

us to establish a quantitative relationship between the magnitude of the TA bleach and 

the average QD population. In “typical” two-level-QD systems (e.g. CdSe) the bleach 

intensity grows with excitation density before saturating ( j > 1) near { = 1. This 

condition where {] = −Δ{ indicates that the ensemble absorption is completely bleached, 

or saturated at the bleach wavelength, and the CB is completely occupied with electrons 

up to its degeneracy level (2 for CIE QDs). Hence, the bleach dynamics are representative 

of the entire QD ensemble.30 In Figure 4.1.2.5a,b, we compare { at non-resonant 

excitation (3.61 eV, Figure 4.1.2.5a), and (near)-resonant excitation (2.41 eV, Figure 

4.1.2.5b). In each case, −Δ{ is shown in the figure inset, and {] is represented by the 

spectra at -1 ps delay times (dashed black lines) in the main figure. For the positive delay 

times, we can clearly observe that even at high carrier densities (e.g. where j = 7.5) 

the magnitude the TA bleach is significantly weaker than the linear absorption ({] ≫

−Δ{), and does not represent the entire ensemble.  

If we compare the non-resonant (solid blue circles) and (near)-resonant (solid 

green squares) excited-state absorption spectra in Figure 4.1.2.5c, it is readily apparent 

that the bleach for the (near)-resonant transition (averaged at » = 1	78 for both 

measurements) is much stronger than for the non-resonant excitation. In fact, while the 

bleach amplitude reaches ~50% of the linear absorption for the (near)-resonant excitation 

measurements, the non-resonant excitation appears to saturate at ~10% of {]. Based on 

these measurements, we can conclude that the subensemble of QDs that exhibit sub-
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picosecond hole localization due to Cu1+ defects represent a far larger relative population 

of the experimental ensemble than QDs without hole localization. This smaller 

subensemble most likely represents QDs with either Cu2+ defects where VB hole capture 

at trap states is expected to be slower than hole localization at Cu1+ defects, and the 

delocalized biexciton lifetime; or, defect-free QDs where band-to-band transitions are 

allowed even in the single exciton limit due to the absence of VB hole capture.  

4.3.3. Conclusions 

In conclusion, we have demonstrated that CIE (where E=Se, S) QDs have both 

delocalized-to-delocalized, and localized-to-delocalized transitions. In the single exciton 

regime, delocalized exciton decay has tens of ns lifetimes, and only occurs when QDs 

are defect-free. On the other hand, if the QDs have Cux defects (where x=1+ or 2+), VB 

holes are removed on a faster time-scale than single exciton decay. Correspondingly, 

emission occurs on the hundreds of ns time-scale due to poor wavefunction overlap of 

the Cux localized holes and the delocalized CB electrons. At higher carrier densities, QDs 

with Cu2+ defects do not remove VB holes fast enough to block the “normal” band-to-band 

delocalized Auger transitions. As a result, both defect-free QDs and QDs with Cu2+ 

defects exhibit biexciton lifetimes on the tens of ps time-scale, and obey the same scaling 

laws originally used to describe Auger decay in CdSe QDs. QDs with Cu1+ defects, 

conversely localize holes at the sub-ps time-scale and effectively block the “normal” 

delocalized Auger channel. In this case, Auger dynamics are dominated by delocalized 

CB electron and Cux localized hole interactions, and have biexciton lifetimes that are more 

than an order of magnitude longer than delocalized Auger decay (hundreds of ps instead 

of tens of ps). Lastly, we determine that the carrier cooling rate is similar to other QD 
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systems (~300 fs), but hole localization can be even faster than carrier cooling. Therefore, 

carrier cooling dominates the sub-ps signal in TA measurements at non-resonant 

excitation whereas hole localization dominates the sub-ps signal in (near)-resonant 

excitation TA measurements. 

4.3.4. Methods 

Synthesis of CI(Se)S QDs. Typically, 1 mmol of copper iodide and 1 mmol of indium 

acetate are dissolved in 5 mL of 1-dodecanethiol (DDT) and 1 mL of oleylamine (OLA) in 

a 50 ml flask, and the mixture is degassed under vacuum at 90 °C for 30 min. The 

temperature is then raised to 140 °C until all solid precursors are fully dissolved, which 

usually takes less than 15 min. Separately, a solution of 1 M OLA/DDT-Se is made (e.g., 

by mixing 79 mg Se powder per 0.75 mL OLA and 0.25 mL DDT) at room temperature 

under argon. The flask is then heated to 170 – 210 °C, depending on the desired 

composition, under argon atmosphere, and 0 – 3 mL of the 1 M OLA/DDT-Se solution is 

added dropwise for coarse control of composition in such a way that the temperature of 

the reaction mixture does not vary by more than ~3 °C. The temperature is maintained at 

the injection temperature for ten minutes to allow for nanocrystal nucleation, and then it 

is set to 230 °C for 1 – 60 min, depending on the desired size of the QDs (typically 10 min 

for ~3.5 nm face height). After that, the heating element is removed and the QDs are 

allowed to cool. The resulting CuInSeS QDs are purified by repeated dissolution in 

chloroform and precipitation with methanol, and then stored in chloroform, octane, 

hexane, or octadecene under inert conditions (typically argon atmosphere). The reaction 

is scalable, and typically results in more than 90% chemical yield of QDs (relative to Cu 

and In precursors). CuInS2 QDs are prepared the same way, except of the omission of 



188	
	

adding OLA/DDT-Se to the flask. Core/Shell QDs were synthesized by growing ZnS 

shells onto core-only QDs following the procedure outlined in Chapter 2, Section 2.1.4. 

TR-SEC & Linear Optical Characterization. An Indium-tin-oxide (ITO) glass slide was used 

for the working electrode, platinum wire as a counter electrode, and a silver wire as a 

pseudoreference electrode connected to a potentiostat (CH Instruments). CIS QDs were 

diluted to 5 mg/ml in air-free chloroform in a Nitrogen glove box. 0.1 M 

tetrabutylammonium perchlorate (TBAClO4) was weighed in the glove box before adding 

to the QD solution. The CIS:TBAClO4 molar ratio was roughly 1:5 so that the electrolyte 

salt can effectively passivate the QD surface. SEC measurements were conducted by 

holding the potential for each step for 3 minutes, and recording the spectral dynamics 

with a TCSPC detector probing at the PL peak. This insured that a considerable fraction 

of the QDs was charged/discharged before each optical measurement. Visible PL spectra 

were recorded using a Horiba Scientific Fluoromax-4 spectrometer. Absorption spectra 

were taken with an Agilent 8543 UV-Vis spectrophotometer.  

Transient Absorption Spectroscopy Measurements. TA spectra were collected using 

a LabView-controlled home built setup with a standard pump-probe configuration. The 

excitation source was the frequency tripled (3.61 eV), or frequency doubled (2.41 eV) 

output of a Pharos amplified Yb:KGW laser (<190 fs pulse duration), and a broad-band, 

white light supercontinuum probe. For each sample, a pump-fluence-dependent 

measurement was conducted to determine the absorption cross-section, and all of the 

spectra shown in the main text reflect the dynamics collected at different carrier densities 

with <N> determined by the laser fluence and absorption cross-section at the specific 

excitation energy of the measurement.  
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Time-Resolved PL Dynamics Measurements. The second harmonic of the 800 nm 

output (400 nm) of a regenerative Ti:sapphire amplifier (Spectra-Physics Spitfire) was 

used to excite QD solutions. Measurements were conducted at a 1 KHz repetition rate 

and the dynamics were collected with a superconducting nanowire single photon detector 

(SNSPD). 

DFT Calculations. DFT calculations were conducted also using the procedure outlined 

in Section 2.2.4, but on ZCIS supercells instead of CIS clusters (see main text for details). 

Supercells were 2X2X2 dimensions (128 atoms) of the CIS unit cell, and the Brillouin 

Zone was sampled using 2X2X2 Γ-centered K-Points. To construct a charge balanced 

supercell, we replaced 1 Cu and 1 In atoms with Zn in the 16 atom CIS unit cell, before 

expanding into the supercell. Hence, ~25% of the cations in the structure were Zn. 
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5.1. Charge Transport Mechanisms in CuInSexS2-x Quantum Dot Films 

5.1.1. Introduction 

Colloidal quantum dots (QDs) have been used to demonstrate the viability of 

various QD-based electronic devices such as field-effect transistors (FETs),1-3 

complementary metal-oxide-semiconductor (CMOS) inverters,4 logic gates,5 and 

wearable electronics.6 One potentially beneficial distinction of QDs from traditional bulk 

semiconductors is their amenability toward solution-based processing such as spin 

coating,2, 6 inkjet printing,7 and doctor blading,8 which could enable low-cost, highly 

flexible (e.g., bendable or foldable) and disposable electronics. Realization of such 

devices is further simplified by the availability of demonstrated procedures for tuning both 

transport polarity and carrier mobility via relatively simple and noninvasive post-

preparation chemical treatments.2, 4, 8-16  

The majority of published charge-transport studies of QD solids have focused on 

CdE and PbE QDs (most often, E = S or Se). Due to well-developed methodologies for 

synthesis and assembly of these materials, they are ideally suited for gaining fundamental 

insights into mechanisms for charge conductance in QD-based mesoscale solids. 

However, the presence of highly toxic heavy metals (Pb or Cd) limits their practical utility 

in prospective real-life electronic devices. Copper indium selenium sulfide (CuInSexS2-x; 

abbreviated here as CISeS) QDs represent an environmentally benign alternative to Pb- 

and Cd-based QD materials.17-22 The available literature studies indicate the feasibility of 

realizing both p- and n-type transport polarities in films of CISeS QDs with fairly high 

mobilities for both electrons and holes (up to ~0.02 cm2 V-1 s-1)19, 21 and even ambipolar 
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conductance.19 These initial observations suggest the considerable potential of these 

QDs as electronic materials. However, fully exploiting this potential requires a much 

deeper understanding of their charge-transport properties.  

An important distinction of CISeS QDs from PbE and CdE QDs is the presence of 

two cations and two anions, which makes them prone to a variety of defects that do not 

occur in binary materials. These defects can affect charge transport by both creating intra-

gap traps and acting as electronic dopants. For instance, metal vacancies (VCu
’ and VIn

’’’) 

and a Cu1+ cation residing on an In3+ site (an anti-site CuIn
’’ defect) represent acceptor 

states that can enable p-type transport.23, 24 On the other hand, anion vacancies (VS
�� and 

VSe
��), an In3+ cation occupying a Cu1+ site (an anti-site InCu

�� defect), or an interstitial In 

cation (an Ini
��� defect) create donor states promoting n-type transport.24 If properly 

controlled, the abundance of these native defects can allow for manipulating doping levels 

and transport polarity. This method of “defect control” can potentially complement or even 

replace more traditional approaches involving incorporation of impurities25-27 and/or 

various types of surface treatments.1, 3, 8, 14 It can also allow for the realization of 

designated transport channels involving engineered defect bands.28, 29 

Here we investigate carrier transport in films of CISeS QDs with a varied Se/(Se+S) 

ratio (fSe = x/2) incorporated into FETs as a conducting channel. We observe that as-

prepared QDs exhibit a p-type behavior, while moderate-temperature annealing in the 

presence of indium imparts n-type transport characteristics. Further, we find that 

increasing fSe leads to improved carrier mobilities in both n- and p- type QD films, and 

explain this result using a two-state conductance model, in which charge carriers are 

transported within a QD solid through a high-mobility band formed by intrinsic band-edge 
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states and a low-mobility band created by intra-gap defects. The fSe-dependent mobility 

is a result of the fSe-dependent energy spacing between the high- and low-mobility bands, 

which controls thermal distribution of carriers between them. In addition, we demonstrate 

that carrier mobilities, the contrast between the ON and OFF currents, and the air stability 

of CISeS QD-FETs can be improved by infilling QD films with amorphous Al2O3 via atomic 

layer deposition (ALD).  

5.1.2. Results & Discussion 

QD Samples and Spectroscopic Studies. We synthesize CISeS QDs with fSe 

from 0−0.8 following a previously described procedure.21 According to transmission 

electron microscopy (TEM) studies (Figure 5.1.2.1a and Figure S6.6.1), the QDs have a 

tetrahedral shape as previously observed.17, 21, 30 Based on X-ray diffraction (XRD) 

measurements (Figure S6.6.2), the prepared QDs exhibit a chalcopyrite crystal structure, 

with the diffraction peaks shifting towards lower angles with increasing fSe. This can be 

explained by the lattice expansion driven by the increased fraction of larger selenium 

anions. Elemental analysis by inductively coupled plasma optical emission spectroscopy 

(ICP-OES) indicates that the QDs are anion rich; however, establishing to what degree is 

complicated by the presence of sulfur in the 1-dodecanethiol (DDT) ligands. The 

fabricated samples exhibit a Cu:In ratio of 0.95. To focus on the effect of composition 

without complications due to a varied size, in our studies we use samples with a similar 

average QD height (h) of 5.0 - 5.7 nm (Figure S6.6.1).  

As typical for CISeS QDs, absorption spectra of the synthesized samples do not 

exhibit a sharp band-edge peak but instead show a smooth step (blue lines in Figure  
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Figure 5.1.2.1. Transmission electron microscopy (TEM) images of CuInSexS2-x QDs and their 
optical spectra. (a) TEM images of CuInSe1.6S0.4 QDs with a mean height of 5.5 nm and a standard 
deviation of 1.8 nm. (b) Optical absorption (blue solid lines), photoluminescence (PL; red solid 
lines), and early-time TA (green circles, 1-ps pump-probe delay; Gaussian fits are shown by black 
dashed lines) spectra of CuInSexS2-x QDs with a varied Se fraction; all samples have 
approximately the same height of 5.0 - 5.7 nm. (c) Schematic representation of optical transitions 
responsible for the VB-to-CB absorption (blue arrow) and intragap PL (red wavy arrow); the latter 
transition involves a native Cu-related defect (Cu*). 

5.1.2.1b). Therefore, in order to determine the QD band gap (Eg), we apply a transient-

absorption (TA) spectroscopy and use the position of the lowest-energy (band-edge), 
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early-time bleach (green dots in Figure 5.1.2.1b; the pump-probe delay is ~1 ps) as a 

measure of Eg.31 This yields the band gap of 1.80 to 1.34 eV for fSe changing from 0 to 

0.8. Consistent with previous observations, the observed photoluminescence (PL) (red 

lines in Figure 5.1.2.1b) is characterized by a broad spectral profile (~250 meV full width 

at half maximum, FWHM) 32, 33 and exhibits a large Stokes shift (∆,) of ~300 to 500 meV 

vs. Eg. As fSe increases from 0 to 0.8, the PL peak shifts from 1.3 to 1.0 eV. 

In literature, the large PL Stokes shift in CISeS QDs has been explained several 

ways, including invoking the peculiar electronic structure of chalcopyrite nanocrystals, 

which features low-oscillator-strength band-edge states,34 exciton “self-localization”,35 

and finally, the involvement of an emissive intra-gap hole-like state associated with a Cu-

related native defect.23, 24, 36 According to a recently refined Cu-defect model, altering the 

QD stoichiometry and thereby the amount of Cu2+ vs. Cu1+ defects impacts the dominant 

emission mechanism.33 Specifically, in stoichiometric QDs (i.e. Cu:In = 1), where the 

prevailing defect is an anti-site InCu-CuIn pair, the copper ion is the Cu1+ state with a fully 

occupied d-shell (d10). In order to become PL active, it must first trap a valence-band (VB) 

hole, and only after that, it can capture a conduction-band (CB) electron via a radiative 

transition. On the other hand, Cu-deficient QDs (Cu:In < 1) are characterized by a large 

abundance of Cu2+-defects created as a means to compensate for copper vacancies. 

Since the d9 Cu2+ ion can be considered to have a hole in its d-shell prior to excitation, 

such defects are immediately emission ready, and can participate in radiative 

recombination without capturing a VB hole. As the samples we study here are only slightly 

Cu-deficient, both of these pathways are likely viable. Accordingly, we simplify our 
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schematic representation of the emission mechanism in Figure 5.1.2.1c by labeling the 

Cu-related emissive defect as Cu* (where * can be either 1+ or 2+).  

Cyclic Voltammetry Measurements. To quantify absolute energies of electronic 

states in synthesized QDs, we conduct cyclic voltammetry (CV) measurements (see 

Methods for experimental details). Figure 5.1.2.2a shows an example of CV traces taken 

for the QD sample with fSe = 0.8, which exhibits the highest p-type carrier mobility, as 

detailed later in this work. Additional CV measurements for samples with varied fSe are 

shown in Figure S6.6.3a. Following the methodology of previous CV studies of QDs,33, 37, 

38 we determine energies of redox-active states from onset potentials of observed CV 

waves inferred from extrapolations of linear fits (red dotted lines in Figure 5.1.2.2a). For 

a “forward” scan, when the electrochemical potential (VEC) is swept to progressively more 

oxidative values, we detect two distinct oxidation waves. Based on our previous 

analysis,33, 37 the first wave (+0.13 V vs. Ag/Ag+) can be ascribed to the Cu* defect (ECu*) 

and the second wave (+0.57 V vs. Ag/Ag+) to the VB edge (EVB). In principle, we should 

be able to determine the CB-edge position (ECB) in a similar manner from the reverse 

scan. However, as shown in Figure S6.6.3b, the parasitic background current from the 

electrolyte observed at large reductive potentials masks QD related features. Therefore, 

we find the CB energy from the sum of the measured VB-edge energy and the optical 

band gap inferred from the TA spectra (Figure 5.1.2.1b, green circles).  

In Figure 5.1.2.2b, we present a summary of CV and optical measurements of 

energies of the redox-active intragap state (presumably a Cu* defect) and the VB and CB 

edges for samples with different Se fractions plotted as a function of fSe. The energies are 

shown vs. both vacuum (left vertical axis) and the Ag/Ag+ potential (right vertical axis). 
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Figure 5.1.2.2. Electrochemical studies of CuInSexS2-x QDs and energies of optically and 
electrically active states as a function of a varied Se content (fSe). (a) Cyclic voltammograms (CVs) 
of CuInSe1.6S0.4 QD colloidal solutions; mean QD height is 5.5 nm. The potential is scanned from 
0 to 2 V (forward scan), then to -2 V (reverse scan) and finally back to 0 V. An intra-gap wave with 
onset at -5.14 V (obtained from the intersection of the red dashed lines) observed during the 
forward scan is ascribed to oxidation of Cu1+ to Cu2+. The second oxidation wave with onset at -
5.58 eV is due to hole injection into the QD VB. The position of the CB level is obtained as a sum 
of the VB energy and the optical band gap. (b) Energies of the CB (blue solid circles) and VB 
(green solid squares) levels for CuInSexS2-x QDs with different fSe based on CV and optical 
measurements. The purple open diamonds (Cu*

EC) show the redox potential of the intragap 
feature ascribed to the Cu* defect, and the red open squares (Cu*

PL) correspond to the energy of 
the intragap state obtained based on the apparent Stokes shift from the optical measurements 
(Figure 5.1.2.1b). The energies of native donor and acceptor defect states obtained from transport 
measurements are shown by orange open up-point triangles and yellow open down-point 
triangles, respectively.  

We observe that increasing fSe leads to a drop in ECB (blue solid circles), which is 

accompanied by an increase in EVB (green solid squares). The energy of the intragap 



204	
	

state is determined from both CV measurements (purple open diamonds) and the Stokes 

shift of the PL band  (red open squares).33 The two data sets are in excellent agreement 

and indicate that ECu* is nearly independent of fSe. Furthermore, the absolute value of ECu* 

(ca. -5.22 V; average of the PL and CV measurements) is consistent with the Cu1+/2+ 

redox potential,39-41  confirming the assignment of the intragap state to the Cu-related 

defect.33 

Charge Transport Studies. To investigate charge transport characteristics of 

CISeS QD films, we incorporate them into FETs fabricated on heavily doped p-type silicon 

wafers with a thermally grown silicon oxide (300 nm thickness) using a bottom-gate, 

bottom-source/drain contact configuration (Figure 5.1.2.3a). Source and drain electrodes 

are applied to the wafer surface via thermal evaporation, and colloidal QDs are deposited 

onto the pre-patterned substrate by spin coating. The typical thickness of the QD layer is 

~100 nm. In some cases (as specified below), long native oleylamine and 1-dodecanethiol 

ligands are replaced with shorter molecules such as 1,2-ethandithiol (EDT) by solution 

treatment after deposition. Additionally, for some of the measurements, the FET films 

have undergone thermal annealing according to protocols described later in this work.  

Representative output curves (source-drain current, IDS, vs. source-drain voltage, 

VDS) of FETs fabricated with gold contacts and QDs with fSe = 0.8 without ligand exchange 

are presented in Figure 5.1.2.3b. Despite a large average interparticle distance of ~1.5 

nm defined by long native ligands (Figure 5.1.2.1a), the QD films shows fairly good p-

type conductance that is well modulated by gate voltage (VGS). Based on the measured 

IDS-VDS characteristics, we obtain that the hole mobility in the linear regime2 (µh,lin) is 4.33 

× 10-5 cm2 V-1 s-1. These results are distinct from previously studied FETs based on PbE 



205	
	

Figure 5.1.2.3. Charge transport measurements of CuInSe1.6S0.4 QD films incorporated into FETs. 
(a) A schematic representation of a bottom-gate, bottom-contact QD-FET. (b) Output 
characteristics (IDS vs. VDS) of a gold-contact FET made of as-synthesized CuInSe1.6S0.4 QDs with 
long native ligands (the mean QD height h = 5.5 nm), which shows a p-channel behavior. (c) 
Output characteristics for a gold-contact FETs based on QDs treated with EDT ligands. (d) A top-
view SEM image of an In-contact CuInSe1.6S0.4 QD-FET along with the plot of the In/(Cu+In) ratio 
as a function of location along the channel before (red symbols) and after (blue symbols) heat 
treatment at 250 oC, as determined by EDS. (e) Output characteristics of the In-contact 
CuInSe1.6S0.4 QD-FET after thermal annealing, which show a nondegenerate n-channel behavior. 
(f) Transfer characteristics (IDS vs. VGS) of the device shown in ‘e’ measured at VDS = 20 V, which 
corresponds to the saturation regime. Solid and dotted lines are the forward and the reverse scan, 
respectively. The linear extrapolation of the (IDS)0.5 transfer curves measured for large positive 
voltages are used to determine a threshold voltage, Vth (blue lines); values Vth,F and Vth,B are 
obtained from the forward and reverse (backward) scans, respectively.  

and CdE QDs, wherein the films of as-deposited QDs are insulating and non-gatable prior 

to ligand exchange. The “gatable” behavior of the as-deposited CISeS QDs supports our 

earlier assertion that native defects inherent to these quaternary materials can serve as 

electron donors or acceptors. Due to this self-doping effect, the Fermi level shifts closer 

to high-mobility band-edge states which helps access them by applying gate bias. In this 

specific case, the observed p-channel transport can be ascribed to, for example, metal 

vacancies and/or antisite CuIn
’’
 defects. 
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After ligand exchange with EDT, the film mobility increases to µh,lin = 1.65 × 10-3 

cm2 V-1 s-1; (Figure 5.1.2.3c, gold-contact FET), which is likely a direct result of decreased 

inter-QD spacing.11 At the same time, we observe a weakened modulation by VGS, 

suggesting an increase in hole concentration caused likely by the increase in the QD 

density, which translates into increased dopant concentration (by volume) even if a per-

dot number of dopants remains constant. Specifically, based on the dimensions of our 

QDs and the lengths of the original (oleylamine and 1-dodecanethiol) and final (EDT) 

ligands, the dot concentration can increase by a factor of ca. 1.6−2 following surface 

treatment with EDT. Additionally, the increased hole density can be a result of the “doping 

effect” of EDT, which is known to impart p-type behavior in PbE QD films.42, 43 Our present 

observations for CISeS-QD FETs with gold contacts are in agreement with results of ref. 

19 for similar devices, which also revealed p-type conduction in both as-prepared and 

EDT-treated films. 

It was previously shown that the use of indium source and drain electrodes, 

followed by thermal annealing after EDT-ligand exchange, leads to devices that exhibit 

non-degenerate n-type transport.19 Accordingly, we apply indium contacts to a wafer, then 

spin-coat QDs and after that, treat the QD film with EDT. Afterwards, we anneal the 

complete device at 250 oC for 2 hours. Figure 5.1.2.3d shows a top-view scanning 

electron microscopy (SEM) image of the device channel (QDs with fSe = 0.8) along with a 

compositional profile obtained using energy-dispersive X-ray spectroscopy (EDS) before 

(red squares) and after (blue circles) heat treatment. Before annealing, the average In 

content (as a fraction of the total number of cations, Cu+In) is 52%, which is in agreement 

with the ICP-OES results for the QDs themselves. On the other hand, the In content 
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increases to 65% after annealing, which indicates the diffusion of In throughout the entire 

device channel. This does not significantly affect the optical absorption of the QD films, 

and specifically, does not alter the position of the band-edge feature used to quantify the 

QD band gap (Figure S6.6.4). This suggests that the annealing procedures do not lead 

to sintering of the CISeS particles, which thus preserve their quantum-confined nature.    

As seen in the representative output and transfer (IDS vs. VGS) characteristics 

(Figure 5.1.2.3e and f, respectively), thermally annealed, In-contact-based QD-FETs 

show well-modulated n-type transport with μe,lin of 4.27×10-3 cm2 V-1 s-1. The indium-

contact annealed devices exhibit a considerable improvement in the ON/OFF current ratio 

(Ion/Ioff ≈ 10; Figure 5.1.2.3f) compared to the p-type gold-contact based FETs (Ion/Ioff ≈ 3; 

Figure S6.6.5). We interpret the switch from p- to n-conductance as being due to thermal 

diffusion of In into the QD solid, resulting in removal of acceptor-type metal-vacancies 

and/or formation of In-related defects (InCu
�� or Ini

���) acting as donor states.23, 24 For 

example, as was suggested earlier, a possible source of p-doping in as-prepared QDs as 

well as EDT-treated dots is copper vacancies that trap electrons from the VB leading to 

generation of VB holes. During annealing in the presence of metallic indium, indium atoms 

can fill copper vacancies by losing three electrons, one of which reduces the VB hole, 

while two others are released into the CB. The net result of these processes is the 

transport polarity switching from p- to n-type.  

Charge Transport Model. Examination of p- and n-channel devices based on 

QDs with a varied Se fraction indicates a dramatic effect of fSe on transport characteristics, 

and in particular, carrier mobilities. Figure S6.6.6 shows output characteristics of the n-

type FETs (indium contacts, annealed) made of QDs with fSe = 0, 0.25, 0.5, 0.6, and 0.7. 
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Figure 5.1.2.4. The two-state conductance model for explaining the dependence of carrier 
mobilities in CuInSexS2-x QD films on the Se/(Se+S) ratio and temperature. (a) Electron (blue) and 
hole (red) mobilities obtained from FET measurements of, respectively, n (indium contacts; EDT-
treated, annealed QD films) and p (gold contacts; EDT treated QD films) type devices (symbols) 
in comparison to fit lines produced by a two-state conductance model (lines). Based on the fits, 
gC,D = 1.76, µD = 7.2×10-6 cm2 V-1 s-1, µCB = 9×10-3 cm2 V-1 s-1, ΔEe,S = 416 meV,  ΔEe,Se = 17 meV 
(n-type films) and gV,A = 0.5, µA = 4.6 × 10-6 cm2 V-1 s-1, µVB = 6.4 × 10-3 cm2 V-1 s-1, ∆Eh,S = 330 
meV, ∆Eh,Se = 10 meV (p-type films). The energy gap between the band-edge and the defect 
states as a function of fSe is displayed in the inset by solid blue (n-type films) and open red (p-type 
films) symbols. The absolute energies of defect states derived from charge transport studies are 
shown in Figure 5.1.2.2b by orange open up-point triangles (donors) and yellow open down-point 
triangles (acceptors). (b) A schematic depiction of the two-state conductance model for the 
CuInSexS2-x QD films. In this model, carriers are transported via two thermally coupled states. A 
higher-mobility state is ascribed to the intrinsic CB (n-type) or VB (p-type) levels (blue), and the 
lower mobility state to the native donor (n-type) or acceptor (p-type) defects (red). In thermal 
equilibrium, the relative occupancies of these states and the resulting apparent mobility are 
defined by the fSe–dependent inter-state energy gap (ΔEe or ΔEh) and temperature according to 
eq 3. (c) Temperature-dependent electron mobility measured in the linear regime for the n-type 
CuInSe1.6S0.4 QD film (h = 5.5 nm) (symbols) along with a fit (line) using the two-state conductance 
model. The ΔEe energy produced by this fit (16.9 meV) is virtually identical to that obtained from 
the room-temperature fSe-dependent measurements (17 meV; the inset of panel ‘a’).  

Electron mobilities derived from these measurements along with the data point for the fSe 

= 0.8 device (Figure 5.1.2.3e) are plotted in Figure 5.1.2.4a (blue solid circles). These 
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data reveal a dramatic, three-orders-of-magnitude increase in mobility as fSe changes 

from 0 to 0.8. To explain this observation, we propose a two-state conductance model, 

wherein carrier transport occurs via two distinct states with drastically different mobilities 

that are separated by a fSe–dependent energy gap (Figure 5.1.2.4b). We assume that 

the higher-energy state is associated with the intrinsic CB-edge level, while the lower 

energy state is due to a native donor-like defect. This latter state can donate electrons 

into the CB band via thermal excitation. Assuming Maxwell-Boltzmann statistics, we can 

relate electron occupancies of the CB and donor states (nCB and nD, respectively) by: 

<=9 = <∫f=,∫_
k
∆¡S
¬d√                                                                                     (1) 

where ΔEe is the energy spacing between the CB and the donor level (the donor ionization 

energy), gC,D is the ratio of the degeneracy factors of the CB (gCB) and the donor (gD) 

states (gC,D = gCB/gD), T is temperature, and kB is the Boltzmann constant. The intrinsic CB 

wave function has a considerable extent outside the dot, and as a result the CB state is 

characterized by a fairly high mobility (µCB). On the other hand, lower-energy defect-

related states are more localized and thus have a poorer mobility (µD << µCB). The 

effective carrier mobility of this system (µe) can be found as a weighted average of the 

CB- and the defect-state mobilities:  

òL = 	
A“d”“dáA‘”‘

A“dáA‘
                                                        (2) 

Combining eqns. 1 and 2, we obtain the following expression for the T-dependent µe:  
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#
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∆¡S
¬d√ + ò∫                                            (3) 
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Next, we use eqn. 3 to analyze electron mobility data (Figure 5.1.2.4a, blue circles) 

assuming a linear relationship between ΔEe and fSe: ΔEe = ΔEe,S + fSe(ΔEe,Se - ΔEe,S), 

where ΔEe,S and ΔEe,Se are the energy separations between the CB and the electron-

conducting defect level for purely Se- and S-based QDs, respectively. The saturation of 

µe for fSe below 0.3 suggests that in this range of compositions, ΔEe is much greater than 

kBT, and hence, µe ≈ µD = 7.2×10-6 cm2 V-1 s-1 (based on the measured saturated value of 

µe). After quantifying µD, we are left with four unknown parameters: µCB, gC,D, ΔEe,S and 

ΔEe,Se. To find them, we solve the system of four equations obtained by substituting µe 

and fSe in eq 3 with experimentally measured values. This yields gC,D = 1.76, µCB = 9×10-3 

cm2 V-1 s-1, ΔEe,S = 416 meV,  ΔEe,Se = 17 meV. The dependence of µe on fSe calculated 

using these values and eqn. 3 is shown in Figure 5.1.2.4a (blue solid line), and the fSe-

dependent donor-state energies are displayed Figure 5.1.2.2b (orange open up-point 

triangles). Given this analysis, a quick increase in µe with increasing the fraction of Se in 

the QDs is due to the reduction in the spacing between the CB and the intragap donor 

states, which leads to the increase in the relative electron occupancy of the high-mobility 

band-edge state.  

To corroborate this model, we have conducted temperature dependent 

measurements of the output characteristics of the indium-contact CuInSe1.6S0.4 QD-FETs 

(Figure S6.6.7). The mobilities derived from these experiments exhibit a temperature-

activated behavior as shown in Figure 5.1.2.4c. By fitting these data to eqn. 3, we obtain 

∆Ee = 16.9 meV. This value is close to one obtained from the fSe-dependence of the 

electron mobility (17 meV, inset of Figure 5.1.2.4a).  
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To study hole transport, we use EDT-treated CuInSexS2-x QD-FETs with Au 

contacts that exhibit p-type channel characteristics (Figure S6.6.8). The measurements 

of these devices reveal a strong dependence of hole mobility (µh) on fSe (red open circles 

in Figure 5.1.2.4a), which is similar to that of µe (blue solid circles in Figure 5.1.2.4a). In 

fact, the observed dependence can be quantitatively described by the same model as 

that presented by eqn. 3, assuming that the higher-mobility state is associated with a VB-

edge hole (mobility µVB) while the lower mobility state is ascribed to a native acceptor-

type defect (mobility µA). We denote the energy separation between these states as ∆Eh 

and the ratio of their degeneracy factors as gV,A. Applying the two-state model we can 

perfectly describe the hole-transport data in Figure 5.1.2.4 (red line) using the following 

set of parameters: gV,A = 0.5, µA = 4.6 × 10-6 cm2 V-1 s-1, µVB = 6.4 × 10-3 cm2 V-1 s-1, ∆Eh,S 

= 330 meV, and ∆Eh,Se = 10 meV. As in the previous analysis of electron mobilities, we 

determine µA based on the data for the low-Se-content samples (fSe < 0.4), and then find 

other parameters (gV,A, µVB, ∆Eh,S, and ∆Eh,Se) by solving the system of four equations 

wherein we use four experimental data points for samples with fSe > 0.4.  

The fSe-dependent acceptor-state energies obtained from this analysis are 

displayed in Figure 5.1.2.2b by yellow open down-point triangles. As in the case of 

electron transport, a decrease in the energy spacing between the hole-donating defect 

and the band-edge state (∆Eh) with increasing fSe (compare green squares and yellow 

open down-point triangles in Figure 5.1.2.2b) leads to a quick (exponential) increase in 

the apparent hole mobility.  
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Interestingly, the fSe–dependence of the hole mobility closely follows that of the 

electron mobility. Furthermore, the µe and µh values for a given Se fraction are also very 

similar to each other. This close correspondence between electron and hole transport 

characteristics, while stemming from still unclear reasons (or perhaps being even 

accidental), is useful from the standpoint of practical applications, as a number electronic 

devices (e.g., inverters) require electron- and hole-transporting materials with closely 

matched carrier mobilities. 

ALD Infilling. Previously it was shown that ALD infilling of PbSe QD films with 

amorphous Al2O3 could boost carrier mobility and greatly improve air stability of QD 

samples.44-46 To test the effect of the ALD treatment on CISeS QD FET performance, we 

have infilled them with alumina following published procedures.44 A cross-sectional 

scanning electron microscope (SEM) image of one such In-contact device fabricated from 

CuInSe1.6S0.4 QDs and encapsulated with a ca. 20 nm-thick layer of Al2O3 is displayed in 

Figure S6.6.9. Following alumina infilling the QD-FET preserves its n-type polarity but 

shows a considerable improvement in both electron mobility (2.5 × 10-2 cm2 V-1 s-1
 vs. 

4.27 ×10-3 cm2 V-1 s-1 before ALD) and the ON/OFF current ratio (~100 vs. ~10 before 

ALD); compare Figures 5.1.2.3f and 5.1.2.5b. Further, we observe an inversion in the 

sign of the threshold voltage (Vth) and a considerable reduction in its absolute value (Vth 

= 0.2 V for the ALD-treated device vs. -14.5 V before the treatment; VDS = 20 V). These 

results indicate that the ALD procedure enhances the QD film charge transport 

characteristics in the manner similar to that previously observed for PbSe QD solids.44, 45 

One possible effect of ALD infilling is to facilitate dot-to-dot transport by introducing 

electronic states in the inter-dot space that are energetically close to the QD band-edge	
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Figure 5.1.2.5. Effect of ALD treatment on characteristics of the n-type CuInSe1.6S0.4 QD FET. (a) 
Output characteristics of the ALD-treated indium-contact CuInSe1.6S0.4 QD-FET (h = 5.5 nm). (b) 
Transfer characteristics of the same device. Charge transport parameters are significantly 
improved upon ALD treatment as discussed in the text.  

levels. These states can be associated with intra-gap defects in the Al2O3 matrix and/or 

an interfacial layer produced by a chemical reaction of alumina precursors with the QD 

surface ligands. Another effect is passivation of QD surface defects, which allows for a 

more complete depletion of a conducting channel under the condition of a lowered Fermi 

level. This leads to the reduced OFF-current (and hence the improved ON/OFF current 

ratio) and a considerable reduction of |Vth|. The ALD-treated devices also exhibit 

enhanced air stability compared to non-infilled FETs. The ALD-infilled devices maintain 

their charge-transport characteristics for at least seven days under ambient conditions 
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(Figure S6.6.10), which is a considerable improvement vs. non-infilled FETs that undergo 

similar conditions, which remain stable only for a few minutes.  

The ALD infilling also improves the performance of Au-contact QD-FETs (Figure 

S6.6.11). These devices are originally p-type, and interestingly, they maintain their p-type 

characteristics following the ALD procedure. This represents an interesting departure 

from the case of PbSe QD films, in which Al2O3 infilling changes the polarity of PbSe QD-

FETs (from degenerate p-type to well-modulated ambipolar), presumably due to 

passivation of sulfide acceptor states on the QD surfaces.44 This suggests that the p-type 

transport polarity of CuInSe1.6S0.4 QD films is not due to surface defects, but is instead 

due to internal acceptor-type states. While not changing transport polarity or the 

degenerate character of p-doping, the ALD treatment boosts hole mobility to 1.55× 10-2 

cm2/Vs, which is almost a 10-fold improvement compared to non-ALD devices. As in the 

case of n-type FETs, the improvement in carrier mobility likely results from lowering the 

inter-dot tunneling barrier. 

5.1.3. Conclusions 

QD Samples and Spectroscopic Studies. To summarize, we have studied 

charge transport characteristics of CISeS QDs incorporated into FETs as a function of a 

varied anion composition (Se-to-S ratio), identity of surface ligands,  and device type (gold 

vs. indium source and drain contacts). Gold-contact FETs made of as-fabricated CISeS 

QDs with long native ligands exhibit degenerate p-type transport due to native acceptor-

like defects such as metal vacancies and/or anti-site defects (Cu1+ on an In3+ site).  The 

transport polarity is not altered by either ligand exchange or ALD infilling, supporting the 
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assessment that the p-type doping is not due surface states but rather is due to native 

lattice defects. The transport type can be switched to nondegenerate n-type by thermal 

diffusion of indium throughout the conductive channel realized via thermal annealing of 

indium-contact FETs. This change in transport characteristics likely occurs due to 

formation of donor-type InCu
�� or Ini

��� defects. The electron and hole mobilities of CISeS 

QD films show a dramatic, orders-of-magnitude increase with increasing the Se/(S+Se) 

ratio fSe.  To explain this behavior, we propose a two-state transport model wherein charge 

conductance involves two thermally coupled states with strongly different (by ca. a factor 

of 103) mobilities separated by the fSe-dependent energy gap (DEe and DEh). The higher-

energy, higher-mobility state is ascribed to the intrinsic QD CB- or VB-edge levels, while 

the lower-energy, lower-mobility states are associated with native donor (n-type films) or 

acceptor (p-type films) defects. The increase in the fraction of Se leads to a reduction of 

DEe and DEh which increases the occupancy of higher mobility intrinsic band-edge levels 

and produces the increase in the apparent carrier mobility. We also demonstrate that 

transport characteristics and environmental stability of both p- and n-type films can be 

enhanced via Al2O3 ALD infilling without altering the transport polarity. The overall 

conclusion of these studies is that CuInSexS2-x QD films represent a viable, 

environmentally-friendly alternative to films based on Pb- and Cd-containing QDs for 

applications in solution-processible electronic and optoelectronic devices. 

5.1.4. Methods 

Chemicals and Materials. The following chemicals were purchased and used as 

received. Anhydrous copper (I) iodide (CuI, 99.995 %), 1-dodecanethiol (CH3(CH2)11SH, 
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DDT, ≥ 98 %), selenium (Se, 99.99 %), anhydrous octane (CH3(CH2)6CH3, ≥ 99 %), 

anhydrous methanol (CH3OH, ≥ 99 %), anhydrous acetonitrile (CH3CN, ACN, 99.8 %), 

1,2-ethanedithiol (HSCH2CH2SH, EDT, ≥ 98 %), tetrabutylammonium perchlorate 

(CH3CH2CH2CH2)4N(ClO4), TBAClO4, ≥ 99 %), and ((3-Mercaptopropyl)trimethoxysilane 

(HS(CH2)3Si(OCH3)3, MPTS, 95 %) were obtained from Sigma-Aldrich. Anhydrous indium 

(III) acetate (In(CH3COO)3, In(Ac)3, 99.99 %) and oleylamine 

(CH3(CH2)7CH=CH(CH2)7CH2NH2, OLAm, 80~90 %) were purchased from Acros 

Organics. 2-Propanol ((CH3)2CHOH, IPA, 99.5 %) and acetone (CH3COCH3, 99.5 %) 

were purchased from Fisher Scientific. 

Gold (99.99 %) and indium (99.99 %) evaporation pellets were obtained from Kurt J. 

Lesker Company. Highly doped p++ Si substrates with thermally grown SiO2 (300 nm) 

were purchased from Ossila Ltd. 

Synthesis of CuInSexS2-x QDs. Typically, 1 mmol of CuI and 1 mmol of In(Ac)3 were 

dissolved in 5 mL of DDT and 1 mL of OLAm in a 50 mL round-bottom flask, and the 

mixture was degassed under vacuum at 100 °C for 30 min. Separately, a solution of 1 M 

Se-OLAm/DDT was prepared by dissolving 1.58 g Se powder in mixture of 15 mL of 

OLAm and 5 mL of DDT at room temperature in a N2 glove box. The temperature of the 

reactants was raised to 140 °C until all solid precursors were fully dissolved, which usually 

took less than 10 min. Then, the temperature was raised to 170 oC and 1 M Se-

OLAm/DDT (0.5 ml for CuInSe0.5S1.5, 1 ml for CuInSe1.0S1.0, 1.3 ml for CuInSe1.2S0.8, 1.7 

ml for CuInSe1.4S0.6, and 2 ml for CuInSe1.6S0.4 QDs) was added dropwise such that the 

temperature of the reaction mixture did not vary by more than 3 oC. For nucleation and 

growth, temperature was set to 230 °C for 60 minutes. The heating element was then 
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removed and the QDs were allowed to cool. For synthesizing CuInS2 QDs, the injection 

of the Se precursor was skipped, and the temperature was raised to 230 oC. The 

synthesized QDs were purified by iterative dissolution in chloroform and precipitation with 

methanol and then size-selected by centrifugation at 8000 rpm for 5 minutes. The 

resulting QDs were stored in octane under an N2 atmosphere. 

Fabrication of CuInSexS2-x QD-FETs. A heavily p-doped silicon wafer with a thermally 

grown silicon oxide (300 nm thickness) was sonicated in DI water (5 minutes), acetone (5 

minutes) and isopropanol (5 minutes), then immersed in the MPTS solution (5% in IPA) 

and held there for 16 hours. The MPTS-treated substrates were rinsed with toluene and 

then sonicated in IPA for 5 minutes. Metal (Au for p-type and In for n-type) source and 

drain bottom contacts (3 mm channel width and 100 μm channel length) were deposited 

by thermal evaporation (deposition rate of 1 Å s-1) through a shadow mask to achieve a 

100 nm thickness. CuInSexS2-x QDs dissolved in octane  (concentration ~20 mg/ml) were 

spin-coated onto the pre-patterned substrate at 1200 rpm. The film was then heated to 

150 °C for 10 min in a N2 glove box to evaporate the residual solvent. For the EDT 

treatment, the QD film was immersed in a 1% (by volume) solution of EDT in ACN for 2 

minutes, followed by rinsing with ACN. These QD deposition-ligand-exchange steps were 

repeated 3 times to yield a total thickness of the QD film of 100 nm. The fabrication of p-

type FETs was completed by annealing the devices at 100 oC for 30 minutes in an N2-

filled glove box to remove any organic residuals. To achieve n-type transport polarity, the 

fabricated indium-contact FETs were annealed at 250 oC for 2 hours in an N2-filled glove 

box to facilitate indium diffusion throughout the QD film. For avoiding any deleterious 
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chemical reactions involving oxygen, the O2 content in the glove box was thoroughly 

monitored to ensure it was below 0.1 ppm.  

Amorphous Al2O3 was deposited in a homemade, cold-wall, traveling-wave ALD system 

in a glove box using trimethylaluminum and water as precursors. The substrate 

temperature was 75 °C and the operating pressure was ~0.1 Torr. The pulse and the 

purge times were 40 ms and 90−120 s, respectively. With these parameters, the 

preparation of a 20 nm ALD film required �10 hours.  

Characterization. Transmission electron microscopy (TEM) images were recorded using 

a JEOL 2010 TEM equipped with a SC1000 ORIUS CCD camera operating at 120 kV. A 

top-view scanning electron microscopy (SEM) and an energy-dispersive X-ray 

spectroscopy (EDS) measurements of CuInSexS2-x QD-FETs were performed using a 

JEOL JSM-IT100 TEM. Cross-sectional SEM studies of ALD-infilled films were conducted 

on a FEI Magellan 400 XHR SEM. The crystal structure of the QDs was examined by high 

resolution X-ray diffraction (XRD, Bede D1 System) with the CuKa X-ray source (1.54 Å 

wavelength) operating at 40 kV and 40 mA. Optical absorption spectra were recorded 

using a UV/Vis/NIR spectrophotometer (Lambda 950, Perkin Elmer). Near-IR PL spectra 

were collected using a custom-built apparatus comprising a mechanically chopped 808 

nm laser, a grating monochromator, and a liquid N2-cooled InSb detector coupled to a 

lock-in amplifier. Elemental analysis was carried out using a Shimadzu ICPE-9000 

inductively-coupled plasma optical emission spectrometer (ICP-OES).  

FET characterization was conducted in an N2-filled glove box at room temperature using 

a semiconductor device parameter analyzer (B1500A, Agilent). The probes were placed 

on top of FET electrodes using a DC probe positioner.  
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TA spectra and dynamics were measured in a standard pump-probe configuration using 

a LabView-controlled home-build setup. The measurements were conducted using 515-

nm, 200-fs pump pulses at a 500-Hz repetition rate (second harmonic output of an 

amplified Yb:KGW laser, Light Conversion Pharos) and a broad-band, white-light super-

continuum probe. The excited-spot diameter was ~200 òm at the 1/e2 level, and the 

excitation flux was (1.5−9)×1014 photons/cm2s, which corresponded to an average per-

dot excitonic occupancy of 0.02 – 0.1. All measurements were conducted under oxygen-

free and moisture-free conditions using airtight quartz cuvettes with vigorous stirring of 

the sample to minimize photocharging. Samples were prepared in an inert atmosphere in 

a glove box. 

For electrochemical analyses, an indium-tin-oxide (ITO)-coated glass slide was used as 

a working electrode, platinum wire as a counter electrode, and a silver wire as a 

pseudoreference electrode. CuInSexS2-x QDs were diluted to 5 mg/ml in air-free 

chloroform in a N2 glove box. 0.1 M of TBAClO4 was weighed in the glove box before 

adding to the QD solution. The QDs:TBAClO4 molar ratio was ca. 1:5 so that the 

electrolyte salt could effectively passivate the QD surface. Cyclic voltammetry (CV) 

measurements were conducted by loading a QD/electrolyte solution into a quartz cuvette 

and placing inside it electrodes connected to a computer-controlled potentiostat (CH 

Instruments). The cuvette was masked with a black tape to eliminate exposure to ambient 

light. The scan rate was 0.1 V s-1 and data were collected for every 0.001 V for the scan 

range of 2 V to -2 V. 
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6. Appendix 

6.1 Supporting Information for Chapter 2, Section 2.1 

 
Figure S6.1.1. (a) An example of a transmission electron microscopy (TEM) image for 
intermediately-sized core-only stoichiometric CuInS2 (CIS) quantum dots (QDs). As observed 
previously, CIS QDs are characterized by tetrahedral shapes. (b) The distribution of QD sizes 
(apex-to-apex side length) from the TEM images. The average size is 2.74 ± 0.44 nm. (c) The QD 
crystalline structure investigated by high-resolution (HR) TEM imaging and selected-area electron 
diffraction (SAED). The top and bottom insets are, respectively, the fast Fourier transform (FFT) 
taken for the HR-TEM image of a QD and the inverse FFT. (d) The line-profiling of the inverse 
FFT indicates the 3.82 Å lattice constant, which corresponds to the (112) direction in the 
chalcopyrite structure. 
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Figure S6.1.2. Time-resolved photoluminescence (PL) measurements (solid black lines) for core-
only stoichiometric (a) and Cu-deficient (b) QDs, as well as the stoichiometric core/shell CIS/ZnS 
sample (c); low intensity excitation (sub-single-exciton regime) at 445 nm, 50 ps pulse 
duration,1.5 ns temporal resolution of the detection system. Fits are shown by solid red lines. 
Stoichiometric QDs were fitted to a tri-exponential decay, Cu-poor QDs to a bi-exponential decay, 
and CIS/ZnS core/shell QDs to a single-exponential function. Labels in the panels show average 
PL lifetimes (<τPL>) and PL quantum yields (Φ). 
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Figure S6.1.3. (a) The full scan range for the cyclic voltammetry (CV) measurements of sample 
C from the main text. The dashed red lines represent the linear fits (described in the main text) 
used to determine the onset potential for oxidation via hole injection into the QD valence band 
(VB). (b) The full scan range for the CV measurements for samples of varied sizes (denoted A-D 
in the main text). The band edges are marked by the solid colored lines and the Cux state is 
marked by the dashed color lines. The electrochemical (EC) Stokes shift is denoted as ∆,. (c) The 
linear-sweep voltammetry (LSV) measurements at positive potentials for sample C is compared 
to a solution of the electrolyte and 1-dodecanethiols (DDT) without the QDs. A small, relatively 
weak shoulder appears for DDT at ~0.2 V, which is almost indistinguishable from the background 
electrolyte in the case of the CIS QD measurements. The considerably larger current obtained for 
~0.65 V for the QDs is absent in the DDT measurements. This indicates that this feature is from 
the Cux state and not DDT. (d) The positions of the VB, Cux, and CB energy levels described in 
the main text. All voltages are reported versus vacuum. Measurements by Zhong et al.1 for CIS 
QDs with band gaps (as determined from optical absorption spectra) are shown in red; an asterisk 
is used in the Cux column as this publication did not report the observation of the Cux feature. 
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Figure S6.1.4. (a) Absorbance as a function of EC potential (VEC) versus the Ag wire 
pseudoreference electrode. Notably, no significant changes are observed from 0 V to +1 V (intra-
gap to VB-edge regime). However, optical scattering sharply increases once the Fermi level is 
pushed just below the VB edge (+1.2 V and higher) and continually increases up to +2 V. (b) A 
comparison between the Cux redox waves from the large scan window (blue lines) and after 
repeating the experiment (red lines) where the positive scan range is limited to the VB-edge 
(+0.96 V for sample C). Clearly, no significant changes occur. (c) LSV measurements on CIS QDs 
are then compared to the background electrolyte at negative potentials. These traces are also 
nearly indistinguishable. Thus, the current increase at -1.2 V is not due to the CB of the QDs. (d) 
CV measurement on CIS QDs (red line) are compared to measurements on DDT (black line). The 
shoulder at -0.3 V described in the main text for the CIS QDs is absent in the LSV measurements, 
and only appears on the reverse scans in the CV measurements as shown in the inset. This 
suggests that the feature is from an intra-gap trap state Tc (dashed red circles in the figure inset), 
which is further supported by in situ SEC measurements discussed in the main text.  
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Figure S6.1.5. Absorption (blue) and emission (red) spectra of Cu-deficient core-only CIS QDs 
with different sizes. The emission peak position ranged from 640 nm to 690 nm and the position 
of the lowest-energy absorption feature varies from 478 nm to 520 nm. The Stokes shift (∆S) varies 
from 590 to 760 meV. 

References 
1. Zhong, H.; Lo, S. S.; Mirkovic, T.; Li, Y.; Ding, Y.; Li, Y.; Scholes, G. D., 
Noninjection Gram-Scale Synthesis of Monodisperse Pyramidal CuInS2 Nanocrystals and 
Their Size-Dependent Properties. ACS Nano 2010, 4, 5253-5262. 
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6.2 Supporting Information for Chapter 2, Section 2.2 

Figure S6.2.1. TEM images for CIS QDs with different copper to indium ratios. As observed 
previously, QDs have a tetrahedral shape based on (112) facets. 

	

Figure S6.2.2. MCD measurements for Cu0.85In1Sy QDs. The top panel shows the magnetic field 
dependence (solid black lines represent 0 T, blue 2 T, green 4 T, and red 6 T) at 3 K. The bottom 
panel shows the temperature dependence (blue represents 20 K, green 10 K, and red 3 K) at 6 
T. For both panels, the linear absorption spectra is shown as dashed black lines.  
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Figure S6.2.3. DFT calculation on a bulk CIS unit-cell. (a) shows the optimized cell, while (b) 
represents the electronic structure. The band gap in (b) is marked in yellow. The table below 
shows the optimized lattice parameters determined by PBE, and the calculated band gap using 
HSE06. In all cases, experimental values are represented in parentheses. 
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6.3 Supporting Information for Chapter 3, Section 3.1 

 

Figure S6.3.1. TEM images for CIS QDs with different copper to indium ratios. As observed in 
section 6.2, QDs have a tetrahedral shape based on (112) facets. 

 

Figure S6.3.2. Linear absorption spectra for Cu0.85In1Sy (solid green line) and Cu0.47In1Sy (solid 
red line), and their second derivatives (dotted lines with corresponding colors). The figure inset 
shows the “subtraction spectrum” where the linear absorption spectrum of Cu0.85In1Sy is 
subtracted from Cu0.47In1Sy. The negative peak represents a decrease in the relative intensity of 
the band-edge transition whereas the positive peak represents an increase in the intensity of Cu-

a bCu0.64In1.26Sy Cu0.92In1.08Sy Cu1.12In0.88Sy

2.22	± 0.26	nm 2.28	± 0.33	nm 2.47	± 0.59	nm

c
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defect absorption as QDs become closer to stoichiometric, or Cu-rich. The energy separation 
between the two transitions (~260 meV) is near identical to the separation predicted by transient 
absorption and 3D-PLE measurements discussed in the main text.  

 

Figure S6.3.3. Time-correlated single photon counting (TCSPC) measurements of the PL 
dynamics for the samples described in the main text. Solid black lines represent the data collected 
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from the spectrometer, and the solid red lines represent triexponential fits to the data. The long 
component (~230 ns) corresponds with the PL lifetime, and is listed in the figure inset for each 
sample along with its respective QY.  

	

Figure S6.3.4. The raw data for the 3D-PLE measurements described in the main text are shown 
as contour plots for Cu0.85In1Sy in (a), and Cu0.47In1Sy in (b). The y-axis represents the PLE for the 
sample, and the x-axis represents the PL resonant with the PLE. (c) The PL spectra at different 
excitation energies for Cu0.47In1Sy is extracted from the data in (b) in 0.1 eV increments. The 
bottom panel shows colored arrows corresponding to the probe energies for the PLE spectra 
shown in the main text. 
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6.4 Supporting Information for Chapter 3, Section 3.2 

 

Figure S6.4.1. (a) The density of states (DOS) for a ZnSe unit cell calculated at the HSE06 level. 
The corresponding band gap is listed in (b) next to the lattice parameters determined by the PBE 
functional. Experimental values for the lattice parameters and band gap are listed in parentheses.1 

 

 

Figure S6.4.2. (a) DOS for a ZnSe supercell doped with Cu1+ (blue) and Cu2+ (red) impurities. (b) 
The charge density distribution is shown for each state with turquoise corresponding with 
occupied, and yellow with unoccupied states. M refers to the magnetization of the system. 
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Figure S6.4.3. The PDOS for a ZnSe unit-cell is shown in (a). The Zn (d) DOS is replotted in (b) 
on a smaller energy scale to highlight the VB features. There is a near perfect match between the 
overall Zn (d) DOS and the DOS for (d) orbitals with t2 symmetry (dxy, dxz, and dyz), and nearly 
zero contribution from the other two (d) orbitals. The corresponding MO diagram is shown in (c) 
with all bonds from hybridized (d) and (p) orbitals, and non-bonding Zn (d) orbitals marked with 
dashed black lines, while (s) orbitals with a1 symmetry are marked with dashed red lines.  
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Figure S6.4.4. (a) The orbital PDOS for the Sub QD described in the main text. The contribution 
of the Cu (d) orbitals with t2 and e symmetry are shown in (b). 

 

 

Figure S6.4.5. Spatial distribution of the square wave function for the Sub DOS between the VB 
and IG (for full DOS, see the main text). The charge density is mostly distributed on the surface, 
and is indicative of “trap-like” states. 



240	
	

 

 

 

 

Figure S6.4.6. (a) Split-DOS for the different Cu atoms in Cu4. The colors represent the Cu atoms 
labelled in (b) where 1-3 are “Sub” Cu impurities, and 4 indicates the only surface Cu (Surf4 
configuration). In (c) we plot the orbital contribution of each Cu to the total Cu DOS marked in (a) 
with each color corresponding to the labels in (b). 
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Figure S6.4.7 PDOS for Surf3 with Cu1+ impurities.  
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Figure S6.4.8 Bader charges for Sub (shown in (a) and Surf3 (shown in (b)) QDs. Closed (open) 
symbols represent QDs with (without) an electron added into the system. There is no significant 
change in the charge of Zn or Se. (c) Charge density difference plot for Sub with Cu2+. 
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Chemical Bond qx 
Cu+-Se (Sub) -2.20 
Cu+-Se (Surf4) -2.91 
Cu+-Se (Surf3) -2.67 
Cu2+-Se (Sub) -1.67 
Cu2+-Se (Surf3) -2.13 
Zn2+-Se (Avg., Sub) -1.04 
Zn2+-Se (Avg., Surf) -1.54 
	

Table S6.4.1 Bader charges for different chemical bonds where qx indicates the charge ratio of 
Selenium (Se) and the metal (M), or Se/M.  

	

References  

 

1. Theis, D., Wavelength-modulated reflectivity spectra of ZnSe and ZnS from 2.5 to 
8 eV. Phys. Status Solidi b 1977, 79, 125-130. 
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6.5 Supporting Information for Chapter 4 

 

Figure S6.5.1. TEM images for CIS/ZnS core/shell QDs with 85% QY. The average size of the 
tetrahedral nanocrystals is ~2.94±7.7% with a Cu:In ratio of 0.94:1. 

	

Figure S6.5.2. Time-resolved PL measurements of CISe/ZnS core/shell QDs with 75% QY using 
an SNSPD detector at low excitation density ( j = 0.15). 
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Figure S6.5.3. Probe energy dependent PL decay dynamics at low fluence ( j = 0.15) using an 
SNSPD detector. The color of the lines used in the normalized decays represent the probe 
energies marked in the figure inset, and the 3 decay components are 920 ps (0e), 27 ns (09:), 
and 281 ns (0=>) as determined by a global tri-exponential fit. Similar to the probe energy-
dependent decay of the core-only QDs, the amplitude of the BE decay (turquoise closed circle in 
figure inset) decreases from ~21% to 10% as the probe is shifted from the blue (2.05 eV) to red 
(1.65 eV). This is distinct from the trapping and Cux PL (purple open squares and orange closed 
squares, respectively) where trapping is strongest on both the red and blue side of the spectra, 
and weakest at the PL peak. On the other hand, Cux PL exhibits the opposite relationship with 
probe energy where it is strongest at the peak, and weakest on the red and blue side of the 
spectra. 
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Figure S6.5.4. Non-normalized, pump-fluence-dependent time-resolved spectra of high QY 
CIS/ZnS (a,b) and CISe/ZnS (c,d) core/shell QDs. (a) TA measurements at 3.61 eV excitation for 
CIS/ZnS QDs. (b) SNSPD measurements at 3.1 eV excitation also for CIS/ZnS QDs. (c) TA 
measurements at 3.61 eV excitation for CISe/ZnS. (d) SNSPD measurements at 3.1 eV excitation 
also for CISe/ZnS. 
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Figure S6.5.5. (a) Normalized TA spectra at 2.41 eV excitation for CISe/ZnS QDs. The inset 
shows the subtracted spectra and the 30 ps biexciton. Notably, in this case 2.41 eV is non-
resonant excitation due to the smaller band gap for Se-alloyed structures. (b) The same procedure 
for determining multicarrier lifetimes is repeated, but by measuring PL dynamics with an SNSPSD. 
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6.6 Supporting Information for Chapter 5 

 
Figure S6.6.1. Representative transmission electron microscopy (TEM) images of (a) CuInS2, (b) 
CuInSe1.0S1.0, (c) CuInSe1.2S0.8, and (d) CuInSe1.4S0.6 QDs. The average QD height for each 
sample along with the corresponding standard deviation are shown in the figure.   
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Figure S6.6.2. X-ray diffraction (XRD) patterns of CuInSexS2-x QDs with a varied fraction of Se 
(fSe = x/2). They show a chalcopyrite crystal structure typical of I-III-VI2 semiconductors. The 
diffraction peaks shift to smaller angles (2θ) with increasing fSe indicating lattice expansion. 
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Figure S6.6.3. (a) Cyclic voltammograms (CVs) of CuInSexS2-x QDs with different Se fractions. 
The horizontal solid lines mark the positions of the conduction and valence bands (CB and VB, 
respectively). The horizontal dashed line shows the energy of the Cu-related defect (Cu*). (b) The 
CV scan of DDT in an electrolyte (black) in comparison to that of CuInS2 QDs (red). 
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Figure S6.6.4. (a) The absorption spectra and (b) the spectra of the absorption second derivative 
of the as-prepared CuInSe1.6S0.4 QD film (green) and the same film after treatment with EDT 
(yellow) and then annealing (red). The positions of the minima in the second derivative spectra 
(marked by vertical bars) are used to quantify the QD band gap (Eg). 
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Figure S6.6.5. Transfer characteristics of the CuInSe1.6S0.4 QD-FET with gold contacts.  
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Figure S6.6.6. Output characteristics of the indium-contact FETs made of QDs of (a) CuInS2, (b) 
CuInSe0.5S1.5 (c) CuInSe1.0S1.0, (d) CuInSe1.2S0.8, and (e) CuInSe1.4S0.6. 
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Figure S6.6.7. Output characteristics of the indium-contact CuInSe1.6S0.4 QD-FET cooled down 
to (a) 80 K, (b) 100 K, (c) 120 K, and (d) 140 K.  
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Figure S6.6.8. Output characteristics of the gold-contact FETs made of QDs of (a) CuInS2, (b) 
CuInSe0.5S1.5 (c) CuInSe1.0S1.0, (d) CuInSe1.2S0.8, and (e) CuInSe1.4S0.6. 
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Figure S6.6.9. The cross-sectional SEM image of the ALD-infilled CuInSe1.6S0.4 QD film. 

 

 
Figure S6.6.10. Air-stability studies of the non-ALD and the ALD-infilled QD-FETs. The inset 
illustrates very fast degradation of the non-ALD QD-FET in air.   

 



257	
	

 
Figure S6.6.11. (a) Output and (b) transfer characteristics of the gold-contact ALD-infilled FETs 
based on EDT-treated CuInSe1.6S0.4 QDs. 

 

 




