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State of the Art and Future
Research Needs for Multiscale
Analysis of Li-Ion Cells
The performance, safety, and reliability of Li-ion batteries are determined by a complex
set of multiphysics, multiscale phenomena that must be holistically studied and optimized.
This paper provides a summary of the state of the art in a variety of research fields
related to Li-ion battery materials, processes, and systems. The material presented here
is based on a series of discussions at a recently concluded bilateral workshop in which
researchers and students from India and the U.S. participated. It is expected that this
summary will help understand the complex nature of Li-ion batteries and help highlight
the critical directions for future research. [DOI: 10.1115/1.4036456]
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1 Introduction

Li-ion batteries are a technologically important class of electro-
chemical energy conversion and storage devices that offer very
large energy density and power output. The performance and
safety of Li-ion batteries are based upon a remarkably compli-
cated set of highly coupled transport processes that occur over
multiple lengthscales. As a result, a systematic analysis of these
phenomena and their coupling with each other as well as measure-
ment of transport parameters and experimental validation of theo-
retical/numerical models are very important not only for ensuring
high performance and safety of present Li-ion cells but also for
guiding materials choices and cell design for future devices. Due
to the technologically important nature of Li-ion cells, as well as
the scientific richness of underlying physical processes, a signifi-
cant amount of research has been carried out worldwide. Figure
1(a) shows a tremendous increase in the number of journal papers
related to Li-ion batteries published since 1990, based on the data
from the website.2 Figure 1(b) shows the geographical breakdown
of these papers, indicating the largest fraction of contributions
from Asian and Oceanic countries.3

Research progress is often reported in a wide variety of profes-
sional society meetings. In an attempt to bring together experts
from a variety of different technical backgrounds related to Li-ion
batteries, the Indo-US Workshop on Recent Advances in Multiphy-
sics Analysis of Li-Ion Cells was organized in Mumbai, India on
June 17–19, 2016. This workshop was co-organized by the Univer-
sity of Texas at Arlington, Arlington, TX and Indian Institute of
Technology, Bombay (IITB), Mumbai, India. A total of ten institu-
tions from the U.S. and ten institutions from India participated in
technical seminars and discussions during the workshop. The range
of technical expertise represented in the workshop included materi-
als scientists, chemical engineers, mechanical engineers, physicists,
chemists, and others with multidisciplinary affiliations. There was a
strong student participation from both countries.

This review paper summarizes the wide variety of technical dis-
cussions during the workshop through brief discussions of recent
progress and future research needs in several technical directions
relevant to the analysis and optimization of Li-ion batteries. These
topics include future materials, modeling techniques, visualization
tools, etc.

2 Thermodynamics, Grain Structure, and Ion

Transport in Block Copolymer/Salt Mixtures

Phase-separated block copolymer/salt mixtures in which one
phase is mechanically rigid and the other phase solvates and

transports ions from the salt are promising materials for a wide
range of applications including high-energy density lithium metal
battery electrolytes, fuel cells, and photoelectrochemical fuel pro-
duction. Ion transport in these materials is strongly dependent on
the thermodynamics of phase separation and the grain structure of
the block copolymer morphology, neither of which are well-
understood in salt-containing block copolymers.

A model material for lithium battery electrolytes is lamellar
polystyrene-block-poly(ethylene oxide) mixed with lithium
bis(trifluoromethanesulfonyl) imide salt (SEO/LiTFSI). The poly-
styrene (PS) block is mechanically rigid and the poly(ethylene
oxide) (PEO) block solvates and transports LiTFSI salt. We report
on the progress toward understanding the relationships between
ion transport, thermodynamics, and grain structure in this system.

In electrolytes consisting of homopolymer/salt mixtures, the
relationship between ionic conductivity and salt concentration
exhibits a simple maximum. In PEO/LiTFSI, the maximum occurs
at a salt concentration around r¼ 0.1, where r is the ratio of salt
molecules to ethylene oxide repeat units. Most literature on SEO/
LiTFSI has therefore focused on low salt concentrations around
r¼ 0.1 [1]. We recently reported on characterization of grain size
and conductivity in SEO/LiTFSI over a wider range of salt con-
centrations, up to r¼ 0.4. [2]. Surprisingly, in SEO/LiTFSI, the
relationship between ionic conductivity and salt concentration
exhibits two maxima (Fig. 2), and the global maximum in ionic

Fig. 1 (a) Yearwise publication trend and (b) demographic distribution of Li-ion battery
research

Fig. 2 Relationship between ionic conductivity, r, and salt
concentration, r, in SEO/LiTFSI and PEO/LiTFSI mixtures at
90 �C. The molecular weights of the polystyrene and poly(ethyl-
ene oxide) blocks are given in kilogram mole in parentheses.
Ionic conductivity in PEO exhibits a simple maximum, whereas
ionic conductivity in SEO has two local maxima.

2www.scopus.com
3Source: www.scopus.com
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conductivity occurs at r¼ 0.21, double the concentration that
maximizes ionic conductivity in PEO.

Using small angle X-ray scattering (SAXS), we determined that
the grain size decreases as a function of salt concentration (Fig.
3), and that this decrease correlates with an increase in ionic con-
ductivity. We discovered that the dependence of ionic conductiv-
ity on salt concentration is fundamentally different in block
copolymer electrolytes than in homopolymer electrolytes due to
salt-induced changes in grain structure. Salt has complex effects
on block copolymer grain structure and ion transport.

Salt-containing block copolymers often have inaccessible
order-to-disorder transitions (ODT) due to the high Flory–
Huggins interaction parameters in these systems. However, most
studies on grain structure in block copolymers focus on systems
that can be disordered. We explore grain evolution in an SEO/
LiTFSI mixture that remains lamellar at all the temperatures. Two
techniques commonly used to study grain structure in block
copolymers are SAXS and depolarized light scattering (DPLS)
[3]. DPLS has not previously been used to characterize grain evo-
lution in fully ordered block copolymers. We published a study
comparing SAXS and DPLS observations of grain evolution dur-
ing the annealing of a fully ordered SEO/LiTFSI block copoly-
mer. In SAXS, grains up to around 80 nm can be observed, and
the upper bound is set by the minimum spot size that can be
achieved in the X-ray beam [4]. In DPLS, grains above approxi-
mately 500 nm can be observed, and the lower bound is set by the
wavelength of visible light used to probe the sample. Combining
techniques allows changes in grain size to be monitored over a
broad range of length scales.

The changes in grain size with annealing time observed by
SAXS are qualitatively different from changes in grain size
observed with DPLS (Fig. 4). In the SAXS regime, grain size
increases with annealing temperature, and in the DPLS regime,
grain size decreases with temperature. To explain this surprising
observation, we propose that two populations of grains exist in the
sample: a small population under 80 nm that grows with annealing
(observed by SAXS), and a larger population above 500 nm that
remains static or grows slowly with annealing (observed by
DPLS). As more grains from the small population grow and enter
the large population regime, the average size in the large popula-
tion regime is observed to decrease. As further evidence that the
size regime of the experimental technique impacts the observed
grain size, DPLS was performed using two different wavelengths
for the light sources, 640 nm and one at 473 nm. The average grain

size observed using the 640 nm light source is larger than the aver-
age grain size observed using the 473 nm light source (Fig. 5), as
smaller grains can be observed with the 473 nm source. By com-
bining data from multiple techniques, a more complete picture of
grain structure in a block copolymer electrolyte was developed.

3 Carbon Xerogels as Anode for Lithium-Ion Bat-

teries: Present Status and Future Perspectives

Since their introduction by Pekala and coworkers in 1989 [5],
resorcinol–formaldehyde (RF)-based organic gels have received a
considerable attention in literature to synthesize a wide variety of
materials: highly porous aerogels to moderately porous cryogels
to nearly nonporous xerogels, as per the drying pattern [6]. The
same has been pyrolyzed at high temperature (e.g., 900 �C) in the
inert atmosphere to yield correspondingly carbon gels. Owing to
their high porosity and specific surface area, RF-derived carbon
aerogels and cryogels have been used for many applications
including as thermal insulator and electrode materials in electro-
chemical double-layer supercapacitors [6]. On the other hand, RF-
derived carbon xerogels have not been explored to their full
potential until very recently, primarily due to their nonporous
characteristics. In the last decade or so, there are many studies
which suggest that it is possible to fine tune the structural proper-
ties of RF-derived carbon xerogel including making them porous
simply by altering the RF sol chemistry and controlling the syn-
thesis conditions [7–15]. Further, it has been demonstrated that
RF-derived carbon xerogel can be intercalated reversibly with
lithium ions [16,17], this unwraps the tremendous potential of RF-
derived carbon xerogels as anode materials for lithium-ion bat-
teries and other similar energy storage devices. We here present
the current status of this material for its application as anode and
pitch in for its further perspectives to explore its full potential.

RF xerogels are formed by the polycondensation of resorcinol
with formaldehyde in alkaline conditions followed by subcritical
drying. There are few reports in which acidic catalysts are also
used in organic solvent media [6]. In subcritical drying, solvent is
evaporated by air oven drying at ambient pressure that changes
the solvent surface tension drastically, thereby inducing large cap-
illary forces at the liquid–vapor interfaces [18]. This phenomenon
leads to shrinkage followed by collapse of porous structure yield-
ing dense RF xerogel structures. There are now few reports avail-
able in literature on RF xerogels with moderate porosity also by

Fig. 3 (a) Grain size, Lr, expressed as a number of lamellae per grain, is plotted as a function
of salt concentration, r. Grain size decreases as salt concentration increases, in SEO/LiTFSI
of two different molecular weights. (b) Conductivity of SEO/LiTFSI normalized by the conduc-
tivity and volume fraction of PEO/LiTFSI, rn, is plotted as a function of Lr. The marker shows
the concomitant changes in r. Larger markers represent higher values of r. Normalized con-
ductivity decreases as grain size increases.
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either tailoring the pH conditions of the RF sol [7,9] or by surface
activation [19,20].

In the last decade or so, to explore the use of RF xerogels for
different applications, there were many studies to synthesize a
wide variety of morphologies that include hollow and solid micro-
spheres, nanospheres, hierarchical microstructures, bowl-like,
capsules, and high external surface area folded, needlelike, and
fractal-like structures [7,8,10,11,13,14,21]. Most of these studies
were based on modifying the RF sol precursor chemistry by tun-
ing the experimental parameters, such as catalyst concentration,
pH, temperature either during the sol–gel polycondensation or
varying the surfactant concentration, type of surfactant and
stirring conditions used in the next step, inverse emulsion poly-
merization. RF sol has also been electrosprayed to produce sub-
100 nm xerogel particles [22] while it is mixed with other polymer
carrier to generate ultrathin electrospun fibers [23].

Pyrolysis at elevated temperature is the next step to transform
RF xerogels into carbon gels. The pyrolysis profile and tempera-
ture also affect the physiochemical properties of the final product,
RF-derived carbon xerogel, which is an example of hard carbon.

As hard carbons are structurally compared as “house of cards”
comprising randomly arranged graphene sheets, they allow
adsorption of lithium ions other than only intercalation, RF-
derived carbon xerogels were therefore tested for its electrochemi-
cal performance as an anode material for lithium-ion batteries.

RF xerogel in the form of monoliths and powder form exhibits
lower specific capacity besides large irreversible capacity
[15,16,24]. RF xerogel derived carbon thin films have also exhib-
ited only moderate reversible capacity [25]. To address this, many
strategies have been suggested such as activation or nanostructur-
ing in recent past [26,27]. RF xerogel derived interconnected
nanoparticles as obtained after repetitive sedimentation and
inverse emulsion polymerization showed much improved reversi-
ble capacity which was stabilized at 385 mAh/g after 100 cycles
of charge/discharge [27]. In another recent study, ball milled RF
xerogel derived carbon nanoparticles also showed large reversible
capacity, however, there was a significant capacity fade [28]. In
yet another approach, RF xerogels were synthesized in the form
of composites either by coating with SnO2 or encapsulating SiO2,
SnO2 nanoparticles in the matrix [16,24,29]. This improved initial
capacity significantly, however, cyclic stability was poor in all
these cases. Graphitization using transition metal (TM) as cata-
lysts while synthesizing RF xerogel facilitated ordering of gra-
phene layers that resulted in a much stable cyclic performance
[30].

Thus, it is quite evident from the ongoing efforts about the
potential of RF-derived carbon xerogels as promising alternative
to graphite and other hard carbons used as anode for lithium-ion
batteries, however, what still remains is to fully understand the
structural and porous textural properties and correlate them with
their electrochemical performance. This understanding will help
in guiding the synthesis processes for more efficient anode materi-
als for lithium-ion batteries in near future. As also suggested in a
recent study by Job and coworkers [31,32], higher electrical con-
ductivity, presence of wide pores, and low to moderate external
surface area of carbon xerogels may address the large irreversible
capacity and thus positively influence the electrochemical per-
formance of these materials. Activation other than engineering RF
sol chemistry to tailor the microstructure combined with doping
of foreign elements like nitrogen and higher temperature treat-
ment including graphitization may be the key factors for the best
performance of these materials.

4 Nanostructured Carbon in Li-Ion Battery

In the past few years, carbon nanotubes (CNTs) and graphene,
either as individual components or as composites with

Fig. 4 (a) Grain size measured by small angle X-ray scattering, L, is plotted as a function of
temperature during the anneal. (b) Grain size measured by DPLS, w, is plotted as a function of
temperature during the anneal. The data in (a) show an increase in grain size upon heating,
and the data in (b) show a decrease in grain size.

Fig. 5. Azimuthally averaged scattering intensity, C0(q), as a
function of scattering vector, q, for a sample probed with two
different wavelengths, 473 nm and 640 nm. The scattering inten-
sity decays more slowly for samples with smaller grains. A
larger average grain size is observed using the 473 nm light
source.
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nanostructured Si or different oxides (Sn-oxide, Ti-oxide, etc.),
have demonstrated excellent gravimetric capacity, energy density,
and capacity retention ability [33,34]. It was shown by Lahiri
et al. that multiwall carbon nanotubes (MWCNTs), directly grown
on copper current collectors, have excellent specific capacity, sta-
bility, and cycling ability [33] (Fig. 6). Moreover, these directly
grown MWCNTs were demonstrated to have better adhesion with
the current collector [35], making application of organic binders
irrelevant and improving device life time. However, as discussed
earlier, factors like reversibility, cycle life, and shape of the bat-
tery emerge out as vital issues. It is important to note that revers-
ibility and cycle life of most CNT [33] or graphene based
batteries are good.

Apart from these factors, future research directions in energy
storage would be highly influenced by the type of application and
properties required for any particular use. A battery used in elec-
tric vehicle (EV) and plug-in hybrid electric vehicle (PHEV)
should deliver at least 16 kWh energy [36] and thus, factors like
total weight and size of the battery become important issues.
These factors can be optimized through proper design, high pack-
ing density electrode material, higher electrode thickness, new
battery architecture, and obviously minimizing the cumulative
weight of current collectors, electrolyte, separator, binder, connec-
tors, packaging, and safety features. Carbon appears to be in a
favorable position as carbon could offer almost similar gravimet-
ric and volumetric capacity [34]. However, nanostructured carbon

is poor in packing density and scalable production is often an
issue. Hence, new research should focus on these two critical
issues. The issue of packing density can be addressed in quite a
few diverse ways, e.g., by incorporating thicker battery electrodes,
without restricting kinetics and conductivity of the battery [37];
compositing high-capacity nanostructured materials (e.g., Si,
SnO2, etc.) with CNT or graphene [38], and three-dimensional
architecture [39–41]. Kang et al. have demonstrated the benefit of
introducing three-dimensional architecture of MWCNT-based
electrode in offering improved capacity (Fig. 7). These
approaches, either individually or collectively, have huge poten-
tial to overcome the limitations of today’s CNT or graphene elec-
trode based Li-ion batteries.

New methods also need to be developed to achieve sufficient
packing density for high-energy applications. New architectures
(e.g., 3D electrodes, scoop, scaffold, or porous structures), novel
synthesis techniques to grow high density CNTs, and design con-
siderations like preparing novel composites of CNT/graphene
with optimized quantity of nanostructured oxides or silicon could
offer attractive properties and help us to reach the goal. In all the
high-energy applications, scalability of electrodes to industrial
level is an important factor and needs to be demonstrated to have
real impact on future energy storage technologies. With these inte-
grated approaches, it might be possible to reach to a more efficient
and versatile energy storage platform, using nanostructured car-
bon based materials systems.

Fig. 6. Electrochemical characteristics of MWCNT-based anode: (a) charge–discharge performance in first two cycles, (b)
rate capability, (c) stability, and (d) Coulombic efficiency of the MWCNTs grown directly on copper current collector. (Reprinted
with permission from Lahiri et al. [33]. Copyright 2010 by American Chemical Society.)
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5 Lithium–Manganese Rich (LMR-NMC)-Based

Cathodes for High-Energy Density Lithium-Ion

Batteries

The U.S. Department of Energy (DOE) and United States
Advanced Battery Consortium (USABC) 2020 vision documents
predict that the next generation lithium-ion batteries should have
almost double the energy density (235 Wh kg�1) of the currently
available lithium-ion batteries based on lithium transition metal
oxides, olivine cathodes, and graphite anodes for electric vehicles
[42]. The batteries should have also reduced cost, improved
safety, and cycle life. State-of-the-art lithium-ion cells use layered
transition metal (TM) oxides (LiCoO2, LiNi1/3Mn1/3Co1/3O2

(NMC), or LiNi0.8Co0.15Al0.15O2) or phosphates (LiFePO4 and
LiMnPO4) and Mn-based spinels (LiMn2O4 and LiMn1.5Ni0.5O4)
as cathodes and graphitic carbon as anode. The nominal capacity
of most of these cathodes ranges between 140 and 180 mAh g�1

when cycled up to 4.2 V [43,44]. This is only half the specific
capacity of graphite anode (372 mAh g�1). Thus, there has been
an intense research activity during the last decade to develop
high-capacity or high-energy cathodes and anodes for lithium-ion
batteries [43,44].

Lithium and manganese rich TM oxide composite cathodes are
given by the generic formula, xLi2MnO3. (1�x)LiMO2 (LMR-
NMC) has almost double the capacity (300 mAh g�1) of layered
TM oxides but needs to be electrochemically cycled to a voltage
>4.4V to achieve this high capacity [44–55]. The high capacity is
achieved by activation of Li2MnO3 component above 4.4 V form-
ing Li2O and MnO2 [46]. This contributes to the high irreversible
capacities of >25% for LMR-NMC electrodes. Besides, LMR-
NMC electrodes have the limited capacity retention upon pro-
longed high voltage (>4.4 V) cycling, due to significant reduction
in the electronic conductivity [47–49]. The insulating surface
films are formed on the electrode surface because of electrolyte
decomposition and reaction products [48]. Besides, LMR-NMC
cathodes suffer from poor electronic as well as ionic conductivity,
which contributes poor rate or power capability of LMR-NMC
and capacity fade. The capacity fade is also associated with Mn
dissolution from the host structure upon continuous high voltage
cycling. Besides, the electrochemical stability of carbonate-based
electrolyte with LiPF6 salt will be a serious concern that can sus-
tain high voltage cycling (up to 5 V). LMR-NMC primarily
belongs to an a-NaFeO2 structure (O3 structure) with a small
monoclinic phase (C2/m), originating from the Liþ ion ordering
in the transition metal layer. During high voltage cycling >4.4 V,

LMR-NMC undergoes a structural transition from layered to the
spinel phase when continuously cycled at above 4.4 V [47–50]
resulting in significant loss of energy. The loss of energy is due to
significant voltage fade, i.e., discharge profile gradually moving
below 3 V plateau from 3.8 V when cycled >100 times [50]. Dur-
ing cycling, practical energy density of LMR-NMC cathodes is
reduced from 1000 Wh kg�1 during initial cycles to �750 Wh
kg�1 during the 100th cycle upon subsequent cycling which
makes LMR-NMC practically impracticable.

Researchers at the Argonne National Laboratory, Lemont, IL,
have extensively worked on LMR-NMC cathode material. The
researchers have conducted many fundamental and experimental
studies in order to improve the performance of the LMR-NMC.
Besides, researchers at the Oak Ridge National Laboratory
(ORNL), Oak Ridge, TN, have thoroughly worked in this material
in order to improve the electronic conductivity and interfacial sta-
bility of LMR-NMC. Researchers at ORNL found that carbon
nanofiber (CNF) and nanotubes graphene additives into the active
mass improve the capacity, cyclability, and rate capability,
because CNFs provide an effective electronic wiring around the
surface of the LMR-NMC forming an interconnected conducting
pathway across the bulk of the electrode despite the formation of
a surface passivation films due to electrochemical cycling
[47–49]. The cells can retain capacities >80% of the original
capacity around 500 charge–discharge cycles in coin type cells.

Besides, improved electrochemical performance of LMR-NMC
can be obtained by a nanometer layer coating of lithium conduct-
ing solid electrolyte, such as lithium phosphorus oxynitride (lipon)
[49] on to LMR-NMC. Studies show that a few nanometers thick
lipon film is very effective toward improving the interfacial stabil-
ity against high voltage cycling leading to better high-rate per-
formance, cycle life, and higher useable capacity [49]. Besides,
there are many studies on Al2O3, RuO2, TiO2, AlPO4, CoPO4,
AlF3, LiFePO4, LiV3O8, Li4Mn5O12, VO2, etc., surface coatings
in order to improve the interfacial stability and cyclability
[50–55]. Although the surface coatings or conducting diluents
improve the rate performance and cycle life to some degree in
relation to pristine LMR-NMC but it cannot address issues of volt-
age fade or suppression of the discharge profile which gradually
moves to below 3 V plateau when cycled >100 times as shown in
Fig. 8.

The structural transition to the spinel phase is an intrinsic/bulk
phenomena associated with transition metal ions that migrate to
the lithium layer during high voltage cycling (>4.4 V). The migra-
tion takes place because of vacancies created by oxygen release as
Li2O from Li2MnO3 component during high voltage cycling.
Because of migration, the layered structure slowly transforms to
spinel during the course of cycling due to which there is decay in
the voltage plateau from 3.8 V region to 2.8 V region which
decreases the energy density.

So, it is necessary to move away from Mn rich phase and revisit
the transition/alkali metal compositional space. There may be pos-
sibility that isovalent doping with transition metal/alkali ion such
as Cr and Mg will stabilize the structure, may prevent structural
transformation, and could lead to capacity drop. Besides,
F-substitution or coating helps in the improvement of electro-
chemical performance at high cut-off voltages, improves thermal
stability, and reduces charge transfer resistance. Many researchers
have postulated that substituting oxygen by fluorine is an highly
advantageous method to improve electrochemical performance.
F-doping in LiNi0.5Mn1.5O4 (NMS) resulted in improvement of
electrochemical performance like increase in initial capacity and
high-rate capability �10% and also shows better thermal stability
[56]. Manganese dissolution is also reduced (�30%), as electrode
surface is less prone to HF attack. In general, 2–5% of fluorine is
recommended for best electrochemical performance of Li-ion
cells.

Here, at the Indian Institute of Technology (IIT) Hyderabad,
Hyderabad, India, we are extensively focusing on cation (Mg, Cr,
etc.) and anion dopings, such as fluorine to stabilize the interface.

Fig. 7 Effect of three-dimensional electrode design on the
capacity of CNT-based Li-ion battery anode (MWCNTs/2D Cu:
MWCNTs on copper foil; MWCNTs/3D Cu: MWCNTs on copper
foam; and a-Si/MWCNTs/3D Cu: amorphous Si-coated MWCNTs
on copper foam). (Reprinted with permission from Kang et al.
[41]. Copyright 2012 by Elsevier.)
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Moreover, F-coating or doping partially replaces M-O bonds with
M-F bonds on the surface [54,56]. The M-F bond is stronger and
thus stabilizes the structure during cycling. F� doping in LMR-
NMC delivers high capacity (10–20% greater than conventional
electrodes), �300 mAh g�1 at C/10 rate, and have high discharge
plateau voltage and low charge plateau voltage compared to con-
ventional electrodes (Fig. 9). More than 200 mAh g�1 capacity is
obtained below 4.4 V for F-doped LMR-NMC compared to the
conventional electrodes where �200 mAh capacity is obtained
>4.4 V. Results indicate that F-doped LMR-NMC cathodes stabi-
lize structure and reduce the voltage drop, thereby reducing
energy loss along the cycles.

Beside, we stabilize the layered LMR-NMC structure by simul-
taneous doping with trivalent Cr3þ and divalent Mg2þ at Ni site or
with both cation and anion dopings at Ni and oxygen sites, respec-
tively. Cation doping increases the average oxidation state of Mn,
thereby reducing Jahn Teller distortion and dissolution. Beside,
cation dopings reduces the migration of metal ions from octahe-
dral site (Oh) to the surface through the tetrahedral site (Th),
thereby increases structural stability and significantly reduces
energy loss during the prolonged cycling.

It is believed that the study will open a new realm of possibility
for LMR-NMC cathode material which has almost double the
capacity of currently available cathodes and could be the possible
cathode material for next generation lithium-ion batteries.

6 Three-Dimensional Imaging Challenges in Li-Ion

Batteries

Enhancing the performance (e.g., simultaneously thermal,
mechanical, and electrochemical function) of materials whose
microstructures consist of structural networks relies on a well-tuned
microstructural economy. In order to understand structure–property
relationships in these materials, it is essential to characterize the fea-
tures of their microstructural networks that directly influence the
density of active sites as well as the efficiency and robustness of
transport pathways. A body of literature is emerging that is focused
on the development of 3D imaging techniques for the characteriza-
tion of materials whose performance depends upon distinctly com-
plex microstructural features [57]. In surveying these works,
authors commonly cite several motivating factors for direct 3D
imaging. These factors are detailed below with specific examples
relevant to Li-ion batteries highlighted.

Three-dimensional imaging provides a means to directly
observe a material’s heterogeneity/anisotropy, which, using estab-
lished techniques, is quantifiable only in abstraction. In other

words, the use of 3D imaging methods affords the investigator the
invaluable ability to identify the specific features that contribute
to a structure’s heterogeneity/anisotropy. For example, in the
characterization of a Li-ion battery’s negative electrode by Shear-
ing et al. [58], the group found that the structure’s tortuosity,
porosity, and volume-specific surface area were highly heteroge-
neous in three dimensions. Such studies exemplify how 3D imag-
ing can complement microstructural characterization results
provided by established techniques in a powerful way, which, in
the future, could inform the rational design of materials with
highly reticulate microstructure.

Three-dimensional shape influences material performance in at
least two ways: (a) it establishes driving forces that initiate mate-
rial phenomena [59] and (b) it dictates the manner in which micro-
structural networks aggregate, i.e., the microstructural economy.
A highly complex geometry can be characterized by its local cur-
vature distribution, which provides a means of visualizing the fre-
quency of various interface shapes within a structure [60].

Three-dimensional imaging can also offer a means for validat-
ing models that make use of stochastic structures such as those
based on sphere packing. For example, Thiedmann et al. [61]
assessed the validity of their stochastic model of the Li-ion bat-
tery’s negative electrode microstructure using 3D images obtained
by X-ray microtomography, which was performed by Shearing
et al. [58]. The group found that the geometric tortuosity of

Fig. 8 Cycling behavior at C/10 rates of charge–discharge for the (a) 1 h and (b) 3 h lipon-coated
Li-rich NMC composite electrodes (as indicated) in the potential range 2.0–4.9 V, in ethylene
carbonate-dimethyl carbonate (EC-DMC) 1:1/LiPF6 1.2 M solutions at 25 �C. Cycling protocol was
constant current–constant voltage providing potentiostatic steps at desired higher cut-off
potential until the current reaches value of C/50. The lower cut-off potential was 2.0 V versus Li/
Li1. The discharge profiles for the 1 h and 3 h lipon-coated LMR-NMC composite electrodes
move to lower voltage (2.8 V) plateaus showing significant loss of energy. (Reprinted with per-
mission from Martha et al. [49]. Copyright 2013 by Royal Society of Chemistry.)

Fig. 9 Voltage profiles for the LMR-NMC and doped cathodes
during first cycle. Doped cathodes deliver 20% more capacity
than pristine LMR-NMC cathodes and have high plateau
voltage.
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structures generated by the model differed significantly from that
of the actual structure. This observation is important because tor-
tuosity directly relates to the electrode’s ability to efficiently
transport lithium and is therefore relevant to its performance.

Three-dimensional imaging of Li-ion batteries can be per-
formed using a variety of techniques, including X-ray tomography
and focused ion beam-scanning electron microscopy (FIB-SEM)
[57]. FIB-SEM serial sectioning involves the imaging (by SEM)
and then milling away (by FIB) of successive, closely spaced sli-
ces of material to obtain a series of micrographs, which, when
aligned and stacked, form a 3D image of the material’s micro-
structure. Chemical detection can be achieved by exploiting sec-
ondary electron contrast using an Everhart–Thornley (ET), in-lens
or energy selective backscattered (ESB) electron detector.

X-ray tomography is a transmission X-ray microscopy (TXM)-
based technique that can be used to map three-dimensional
structures at the micro- and nanoscales [62]. For example, a
surface-meshed structure of a lithium cobalt oxide cathode from
[63] is shown in Fig. 10. When applied with a synchrotron X-ray
source, this technique is capable of spectroscopic chemical detec-
tion. Specifically, the ability to tune the energy of the X-rays pro-
vided by a synchrotron enables the collection of tomographic
images across the elemental absorption edges of the sample’s
components/phases. The characteristic contrast difference exhib-
ited by particular elements/chemical species in images collected
at various points across the absorption edge then permits elemen-
tal and/or chemical mapping of the sample [64,65]. By segment-
ing the images collected across an absorption edge (or multiple
absorption edges), a digital representation of the structure with
discrete labels for each of the material’s elemental and/or chemi-
cal components (plus pore space) is obtainable. Subsections of the
segmented structures, termed “representative volume elements”
(RVEs), are then extracted and characterized computationally
[66,67] using a variety of algorithms [68,69].

An array of properties can be calculated from segmented 3D
images of a material’s microstructure [68,69], i.e., from digital
representations of the microstructure with each phase labeled by a
discrete value. For example, a size distribution is obtained as
described in detail in Ref. [70]. Interface area can be measured by
scanning through the structure in three dimensions, counting and
classifying voxel faces across which a label change is detected.
Connectivity (sometimes used in the literature interchangeably
with “contiguity”) can be measured using a numerical painting
scheme as described in Ref. [71]. Three-dimensional measure-
ments of each phase’s contiguity make possible the specification
of “connected” interface area and reaction site density, i.e., areas
and boundaries that are connected by continuous pathways to the
volume’s exterior. These areas and boundaries are most relevant
to performance because they represent active sites that belong to a

connected network. Tortuosity measurements, which describe the
twistedness or windiness of transport pathways, will be based on
solutions to the Laplace equation within 3D domains of each
material component obtained directly from TXM or FIB-SEM
images [72].

Local curvature measurements [73–76] are useful in character-
izing the complex geometries exhibited by reticulate microstruc-
tures. Measurements of 3D curvature require first the generation
of meshes on each phase’s surface. Typically, quadric surfaces fit-
ted locally over groups of triangles known as surface patches are
solved for their eigenvalues, from which the local surface normal
vector as well as the principle, mean, and Gaussian curvatures can
be computed (this approach is used, for example, in the software
AVIZO [77]). For analyses, local mean, Gaussian, and principal cur-
vature measurements can be summarized into probability density
distributions (weighted by each surface patch’s area). The proba-
bility density distributions provide information about the spectrum
of interface shapes that occur over the surface [59].

Primary factors relevant to the performance of the LiMnO2

cathode include the rate of Li transport in LiMnO2 and the materi-
al’s electronic conductivity. Visualization of the 3D network may
be beneficial to obtain fundamental insight necessary to enhance
electrochemical reactions, reduce capacity loss, and enhance ion
diffusion [78,79].

7 Thermal Transport Modeling

Thermal transport in Li-ion batteries continues to be an impor-
tant area of research, with direct applications on the performance,
safety, and reliability of energy conversion and storage devices.
Fundamentally, heat generated during charge or discharge due to
Ohmic and non-Ohmic mechanisms must conduct through the
various materials and material interfaces within the cell before
being convected to the ambient from the outer surface of the cell.
Both heat generation and heat conduction processes must be ana-
lyzed in an integrated fashion, also considering the interaction of
these processes with other transport phenomena, such as electro-
chemical and charge transport.

Thermal processes in a Li-ion cell occur over multiple length-
scales starting from the atomistic scale, through the scale of elec-
trode materials all the way to large-sized energy storage devices
[80]. The multiscale nature of thermal transport necessitates the
consideration and analysis of heat transfer processes at each of
these scales as well as the development of multiscale thermal
models. Empirical or semi-empirical models may be relevant and
useful for representing detailed heat transfer characteristics into
equations that are more readily usable in real-time applications.
The following subsections list key research needs in the modeling
of thermal transport at each lengthscale relevant for the analysis
of Li-ion cells.

7.1 Atomistic-Level Thermal Transport Modeling. A vari-
ety of molecular dynamics (MD)-based approaches have been
used for atomistic-level modeling of thermal transport through
materials and interfaces of relevance to engineering applications
[81–83]. However, there is a lack of work on MD simulations for
thermal transport through electrochemical materials and interfa-
ces. It is critical to apply existing tools and develop new ones for
analysis of heat transfer in electrochemical systems. Such tools
need to be computationally optimized in order to compute coupled
thermal and electrochemical transport. Constitutive relationships
that connect the two transport processes need to be developed for
such simulations. Insights into the nature of thermal transport at
the atomistic scale in electrochemical materials must be integrated
with electrochemical transport and eventually with manufacturing
and assembly. This will aid in optimization of materials for future
Li-ion and other battery chemistries. It is critical for such tools to
be used early in the materials discovery process, so that materials
with co-optimized thermal and electrochemical transport charac-
teristics may be developed. This is particularly important for

Fig. 10 Three-dimensional imaging of lithium cobalt oxide
cathode material using X-ray tomography. The colors (online)
represent lithium cobalt oxide particles that have been individ-
ually surface-meshed. (Reprinted with permission from Roberts
et al. [63]. Copyright 2016 by ASME.)
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high-rate applications where large amount of heat generation is
expected.

Since atomistic modeling techniques can only handle a small
number of molecules, it is important to develop reduced-order
models based on detailed MD simulations that can be used as an
input for thermal computations at larger lengthscales.

7.2 Material-Level Thermal Transport. Thermal transport
through Li-ion battery materials is a considerably complicated
process due to several reasons. Typically, Li-ion electrodes are a
heterogeneous mixture of multiple materials including the active
material, binder, etc. The nature of thermal transport through these
individual materials is not well known. Further, the nature of ther-
mal transport through mixtures of these materials is also largely
unexplored. It is important to develop analytical models for pre-
dicting thermal conductivity of such heterogeneous systems. In
conjunction with electrochemical models, such thermal models
may aid in multiphysics codesign and co-optimization.

Another key research direction at this scale is the development
of analytical heat transfer models to be used in conjunction with
experiments for the measurement of thermal properties of elec-
trode and other materials of relevance to Li-ion cells. Due to the
thin and heterogeneous nature of electrodes, thermal property
measurement is challenging. Further, in situ measurements pres-
ent additional difficulties, due to which the development of new
measurement methods aided by analytical model development is
critical, particularly for the characterization of heat transfer in
new Li-ion and other cell chemistries.

In addition to materials, material interfaces at the scale of elec-
trodes also play a key role in thermal transport [84]. The domi-
nance of interfacial thermal transport is not entirely surprising,
but this has not been investigated much in the context of Li-ion
cells. While some work has suggested that a large portion of total
thermal resistance occurs at interfaces in a Li-ion cell [84,85], a
detailed study of the various factors affecting thermal transport at
interfaces is missing. Theoretical and numerical models are
needed for understanding how interfacial thermal transport is
affected by the electrochemical ambient, nature of surfaces, and
the presence of intermediary molecules. Such theoretical models
need to be integrated with experimental measurements for valida-
tion and development of design tools for end-use.

Finally, at the scale of electrodes, analytical heat transfer mod-
els must be used for examining the relationship between manufac-
turing, assembly, and thermal performance. A theoretical and/or
numerical study of such processes will help develop an under-
standing of these relationships, and hence of the optimization of
manufacturing and assembly to obtain thermally optimized elec-
trode materials and assemblies.

7.3 Cell-Level and System-Level Thermal Transport. At
the lengthscale of single cells and battery packs, thermal transport
is governed by well-known energy conservation equations that
can be solved to determine the temperature field either analyti-
cally when possible [86,87], or in the case of more complicated
geometries, in a numerical fashion, for example, using finite ele-
ment simulation tools. Analytical solutions can be easily com-
puted and integrated with other battery management tools,
whereas finite element simulations typically need to be carried out
in separate, commercial software that are difficult to integrate.
Due to these advantages, a shift away from finite element simula-
tions should be explored. Real-time computation of temperature
field in a single cell or in a battery pack will directly enable proac-
tive, thermally smart battery management to maximize perform-
ance and prevent undesirable scenarios such as thermal runaway.

Due to the large scale and complexity of cells and battery
packs, detailed thermal modeling is often not possible, in which
case, reduced-order models and parameterized models offer a
compromise between computation time and accuracy. These
tradeoffs need to be studied in detail in the context of heat transfer

computation for large electrochemical systems. Novel approaches
for thermal parameterization of complex geometries will help
develop rapid thermal computation tools for cells and battery
packs.

There is also a need for developing analytical models for study-
ing the effect of various thermal management strategies for cool-
ing large electrochemical systems [88]. Specifically, theoretical
models for development and optimization of advanced thermal
management techniques, such as liquid cooling and two-phase
cooling, are needed.

The modeling of long-term, thermally driven aging and reliabil-
ity of cells and battery packs is also needed. Such models that
have been developed extensively for other engineering applica-
tions could also be useful in understanding the factors that affect
reliability of Li-ion based systems.

Finally, it is important to develop analytical thermal models for
studying extreme events such as thermal runaway. Predictive tools
for thermal runaway are expected to be critical for future battery
management systems. Such analytical thermal tools will require
close interaction with experiments, which will provide the values
of various parameters needed for accurate thermal runaway
prediction.

8 Time-Stepping Methods and Solvers for Battery

Models

Wide range of phenomenon in different scales necessitates mul-
tiscale models for batteries. Models for batteries vary from empir-
ical models to kinetic Monte Carlo (KMC) or atomistic models as
shown in Fig. 11 [89]. In our view, at least pseudo-2-dimensional
(P2D) models should be used for modeling Li-ion batteries. Any-
thing less than that would mean a significant compromise on the
accuracy and fidelity leading to overdesign and under-utilization
of batteries to enable safer operation.

P2D models involve two spatial coordinates. There are various
methods to discretize the spatial coordinates: finite differences
[90,91], finite volume [92], and other collocation-based methods
[93,94]. Different approaches have been pursued to efficiently
simulate the battery models by using spectral methods (Galerkin-
based collocation [93], orthogonal collocation on finite elements
[94], orthogonal collocation with co-ordinate transformation [95],
and reformulation in the solid phase [96–99]). Significant gain in
CPU time is obtained by approximations in the pseudodimension
(r) and liquid phase (x). Use of reformulated models for Li-ion
battery control applications is discussed elsewhere [100]. In this
section, we focus on numerical issues and approaches for simulat-
ing battery models in time domain. Battery models result in differ-
ential algebraic equations in time. First, different methods are
classified and introduced.

Fig. 11 Wide range of physical phenomena dictates different
computation demands [89]
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There are explicit and implicit methods to solve ordinary differ-
ential equations (ODEs). Battery models are stiff in nature and can-
not be solved by nonstiff methods and stability of the numerical
scheme is important. Numerical methods can be broadly classified
as two types: (1) Runge–Kutta (RK) methods and (2) multistep
methods. Instead of describing each of them separately, different
numerical methods are introduced first and then analyzed. A scalar
differential equation defined by ðdy=dtÞ ¼ f ðyÞ. In particular, a sim-
ple example is given by ðdy=dtÞ ¼ ky with yð0Þ ¼ 1. Index-1 dif-
ferential algebraic equations (DAEs) arising from battery models
are in the form ðdy=dtÞ ¼ f ðy; zÞ; 0 ¼ gðy; zÞ, where y is a differen-
tial variable and z is an algebraic variable.

8.1 Euler Forward (EF) Method. This is probably the easi-
est method to implement. If the values of y are known, then the
slope at t¼ 0 is known and y1 (at the next time step) is easily
found. This way one can march forward easily in time.

8.1.1 Disadvantages. EF method is accurate to the only first
order in time step, h. This means that very large number of steps
are needed for simulating ODEs with this method. The order of
accuracy can be increased by using higher order methods (for
example, RK fourth-order method implemented as ODE45 in
MATLAB [101]). When solving stiff ODEs, very small time step
(sometimes even 10�15 or smaller) needs to be taken for simulat-
ing models in time from 0 to 1. EF method is stable only inside a
small circle defined by 0< hk< 2. Stability of EF methods can be
studied by applying the method a single step to find the stability
function R. EF method is not A-stable as the stability region does
not cover the right-hand side of the complex plane [102].

EF method (and similarly all the explicit multistep and RK
methods) cannot be directly used for DAEs. Even if y1 is found
from f0; z1 needs to be found from the nonlinear algebraic equa-
tion which will require Newton Raphson iterations, thereby losing
the advantage of being an explicit method.

8.2 Euler Backward (EB) Method. This method requires a
nonlinear solver to find y1 if f1 is nonlinear. For a system of
ODEs, even for a linear system, this will involve inversion of a
matrix. Typically, direct inversion is avoided and efficient linear
solvers are used to facilitate the Newton–Raphson method.

8.2.1 Disadvantages. Just like EF method, EB method is
accurate to the only first order in time step, h, and requires
Newton–Raphson approach for solving nonlinear algebraic equa-
tions arising from nonlinear ODEs or DAEs.

8.2.2 Advantages. Stability of EB methods can be studied by
applying the method a single step to find the stability function R.
EB method is both A-stable and L-stable and the most stable
method. EB can be directly used for DAEs. This set of nonlinear
algebraic equations can be solved for both y1 and z1 directly. Note
that for EB method, the initial condition of z, z0 is irrelevant and
only serves as a guess for getting z1. While theory may exist for
this statement, our experience suggests that if an optimization
problem is solved (say maximize charge stored), EB method for
discretization will never overpredict the objective. Other methods
might converge faster, but at lower number of node points might
overpredict the objective. Simulating models with EB method will
at least give a qualitative estimate for optimization of index-1
DAEs. Without going to theory, it should be noted that EB
method might damp out oscillations faster than reality.

8.3 Runge–Kutta (RK) Methods. Both EF and EB methods
are accurate only to first-order. When solving an equation, we
take half the step with EF method and get the value at the end of
the first step called as the explicit midpoint method. One can show
that this method is indeed second-order accurate. In general, RK
methods can be conveniently represented by the Butcher tableau.
Explicit methods are easy to implement (ODE45), however,

satisfying order conditions is difficult for higher order. They are
not good for stiff problems. For implicit methods, order conditions
are easy to satisfy. Note that implicit midpoint method (IMP) is
also the Gauss Runge–Kutta method of order 2 (single stage). For
a s stage Gauss method, one can get an order of 2s method. There
are subtle variations between methods yielding the same stability
function. An advantage of single step (RK methods) is that it is
easy to adjust time steps for adaptive time-stepping integrators.
For RK methods, it is not possible to increase the accuracy for
DAEs beyond order 2 without increasing the number of variables
solved. One can show that the RADAU IIA scheme of order 3 for
the DAEs gives third-order accuracy for both y1 and z1, but we
double the number of variables to solve. There are ways to get
more than second-order accuracy without increasing the number
of variables. One such method is backward differentiation formula
(BDF) method, more details can be obtained elsewhere [103].
This algorithm is implemented in various solvers, such as DASSL

[104], DASPK [105], and IDA [106]. Note that BDF methods have
great stiff decay property enabling them as a good choice for
DAEs and stiff models. However, BDF methods (and any multi-
step) methods are A-stable only up to order 2. When adaptive
solvers are implemented in production codes that are used, error
estimates are obtained often times using an inferior estimate in
terms of stability. Adjusting the step size restricts stability crite-
rion for BDF methods.

The key features of some of the methods are discussed in a tab-
ular form for easier comparison and are summarized in Table 1.

Other methods of relevance include diagonally implicit Runge–
Kutta (DIRK) [107], MEBDF [108], mono-implicit Runge–Kutta
(MIRK) [109], and second derivative methods.

Even when we have good solvers in time, unknown initial con-
ditions for z variables might stop the solver from simulation. An
example of a two equation system representing a thin film nickel
hydroxide electrode described in [110] is studied during the charg-
ing process. This system can cause difficultly in determining con-
sistent ICs [111]. When deviating from the consistent ICs, many
initialization routines and solvers fail to obtain a solution [112],
which shows the range of possible ICs for the algebraic variable
that provide a solution for different solvers and approaches includ-
ing the proposed single-step approach.

9 Critical Issues in Identifying Ideal Electrolytes for

Lithium Batteries: An Atomistic Perspective

Transformative changes are required in battery technology for
addressing current challenges in advanced electric vehicles
[113–119]. In particular, the requirements to develop safe, low-
cost battery of sufficient energy storage capability have catalyzed
a wide range of research efforts to both improve existing lithium-
ion (Li-ion) batteries as well as to explore novel chemistries such
as in lithium–sulfur (Li–S) batteries [120,121]. Regardless of the
specific chemistry, one of the common challenges remains identi-
fying an electrolyte with high ionic conductivity, robust thermal
and electrochemical stability, and low vapor pressure to allow for
safe operations. Various research efforts have been directed
toward identifying novel electrolytes, based on ionic liquids,
glymes, sulfones, nitriles, polymers, and gels, to name a few
[122]. These electrolytes have several promising properties, and
in conjunction with additives, can serve as excellent electrolytes
in lithium batteries. However, electrolytes are often incompatible
with high capacity and high voltage electrodes that are presently
being developed in order to enhance energy densities of batteries
for automobile applications. In particular, using electrolytes in
high voltage lithium cells requires wide electrochemical stability
windows to maintain improved performance over several
charge–discharge cycles. Additionally, formation of optimal
solid-electrolyte interphase (SEI) layer and low interface imped-
ance are very important aspects in developing robust batteries
[123]. Therefore, developing enhanced electrolytes should go
hand-in-hand with designing novel electrode materials in order for
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these components to be compatible. Given the wide variety of
electrode structures that are currently being explored, developing
compatible electrolytes purely on an experimental basis will
require extensive trial-and-error efforts that are both expensive
and time-consuming. Therefore, an integrated experimental and
theoretical modeling approach, particularly at the molecular scale,
will be extremely effective in designing molecularly tailored
electrode–electrolyte interfaces that enhance electron transfer,
reduce interface impedance and dendritic growths, and improve
chemical and electrochemical stability.

Safety is one of the critical aspects in developing improved lith-
ium batteries. The safety concerns are directly related to the high
vapor pressure of currently used electrolytes based on organic
liquids. Therefore, a wide range of liquid and solid electrolytes
based on ionic liquids, glymes, sulfones, nitriles, ceramics, poly-
mers, and gels are currently being explored as alternate electro-
lytes [122]. Reviewing the modeling work that has been reported
for all these classes of electrolytes is beyond the scope of this arti-
cle. Therefore, we pick ionic liquids as model chemical species
and discuss various aspects of atomistic modeling that can help
with selection of ionic liquid based electrolytes [124]. Unlike con-
ventional electrolytes, ionic liquids are nonhazardous, have low
vapor pressures, and are nonflammable, and are therefore suitable
candidates for electrolytes in lithium batteries [125,126].
Furthermore, the physicochemical and electrochemical properties
of ionic liquids can be tailored by combining cations based on aro-
matic and saturated cyclic amines, sulfonium (½R3S�þ), tetralky-
lammonium (½R4N�þ), and phosphonium (½R4P�þ) groups, where
R represents alkyl groups, with inorganic and organic anions
such as hexafluorophosphate (½PF6��), tetrafluoroborate (½BF4��),
½CF3CONCF3SO2��, and ½NðCF3SO2Þ2�

�
[127]. Developing

structure–function relationships is extremely important to effi-
ciently screen ionic liquid based electrolytes with desired proper-
ties, as illustrated in the schematic in Fig. 12 [128]. Another route
for tuning properties is through use of additives.

Here, we review N-methyl-N-propylpyrrolidinium bis(trifluoro-
methanesulfonyl)imide (mppyþ TFSI�) ionic liquid [129], which
has been widely explored as potential battery electrolyte. One of
the major disadvantages of this electrolyte is that it has a rela-
tively low ionic conductivity. Strong coordination of Liþ with
TFSI� ions [130] results in the occurrence of negatively charged
clusters in the homogeneous and isotropic ionic liquid [131],
which leads to reduced mobility of Liþ [130] that lowers the

overall ionic conductivity of the electrolyte. Various research
efforts have attempted to synthesize low viscosity ionic liquids
with improved ionic conductivity [132,133]. Another relatively
simple route to address this issue is to include small amounts of
molecular additives that can improve the transport properties of
ions [130] as well as help form an SEI layer [134]. Several
research efforts have studied organic additives [135] to improve
the properties of ionic liquids [136] while maintaining their non-
flammability characteristics [137]. Molecular simulation methods,
such as molecular dynamics (MD), directly account for interac-
tions between the various ions and molecules and are therefore
very effective in evaluating diffusivity of ions within electrolytes
comprising mixed ionic liquid-additive systems. For instance, MD
simulations reported by Deshpande et al. have shown that small
amount of ethylene carbonate additive is extremely effective in
enhancing the ionic conductivity [138]. Radial distribution func-
tions of lithium ion with respect to the atoms of the ionic liquid
anion and additive molecules indicated that the negative charges
on the oxygen atoms of the additives reduce the formation of neg-
atively charged clusters by preferentially coordinating with Liþ

ions. Of the additives simulated, ethylene carbonate, due to its
highly electronegative oxygen, is the most effective in reducing
the coordination between Liþ and TFSI�. The self-diffusion coef-
ficient of Liþ is increased by around 249%, in the presence of eth-
ylene carbonate at 0.2 mole fraction, when compared to that of
pure ionic liquid electrolytes. These results are in agreement with
Raman spectroscopy based study that also indicated reduced asso-
ciation of Liþ with the anion of ionic liquids [130] when ethylene
carbonate or vinylene carbonate is added. Further studies based on
MD simulations, including those of interfaces, rely on the devel-
opment of reliable force fields.

High current density is another requirement for improved per-
formance of batteries. In particular, the current density at the
anode is directly dependent on the rate constant for the electron
transfer reaction as evident from the Butler–Volmer equation
[139–141]. Lithium metal is oxidized at the anode during the dis-
charge cycle producing positively charged Liþ ions [142],
Li! Liþ þ e�, while the reverse reaction happens during charg-
ing [143]. Even though the molecular structure of electrolytes has
profound impact on the kinetics at the electrode–electrolyte inter-
face, very few modeling based studies have investigated the effect
of electrolytes. As part of a recent study, Kazemiabnavi et al. per-
formed first principles calculations to investigate the effect of

Table 1 Comparison of different numerical techniques for time stepping for DAEs

Method Explicit/Implicit RK/Multistep Stability function Order of accuracy Software codes/solvers

Euler forward Explicit RK/MS 1þ z y: O(h), z: NA

Euler backward Implicit RK/MS
1

1þ z
y: O(h), z: O(h) ODE15S (max order 1)

and DASSL (order 1)

Implicit midpoint Implicit RK/MS
1þ z=2

1� z=2
y: O(h2), z: O(h) NA

Trapezoidal Implicit RK/MS
1þ z=2

1� z=2
y: O(h2), z: O(h2)

RadauIIA (order 5) Implicit RK
1þ 2

5
zþ 1

10

z2

2!

1� 3

5
zþ 3

10

z2

2!
� 1

10

z3

3!

y: O(h5), z: O(h5) RADAU5 [102]

BDF Implicit MS Depends on the number
of steps

A-stable only up to order
2.

1–5 for y and z

DASSL [104], IDA [106],
and ODE15s (MATLAB)

Rosenbrocka Semi-implicit MS Depends on the
number of stages

Order dependent on the
number of stages

A and L stable third order
possible with three stages

M. Roche [117]

aDAEs with Rosenbrock methods need exact initial conditions for AEs to start with, unlike BDF and Radau methods.
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ionic liquid based electrolytes on the electron transfer rate [144]. In
order to correlate the chemical structure of ionic liquids with the
reaction kinetics, the rate constant for electron transfer was calcu-
lated in the presence of 1-alkyl-3-methylimidazolium (CnMIMþ)
TFSI� ionic liquids with varying length n of the side alkyl chain.
The transition state theory (TST) [145] and other variants of TST
[146–148], widely applied for calculating chemical reaction rates,
are not viable since characterizing the transition state in this type of
reactions is not straight-forward. Therefore, Banerjee et al. applied
the Marcus theory [149,150] to evaluate the rate constant using cal-
culated thermodynamic parameters, such as the inner and outer
sphere reorganization energies, Gibbs free energy, and the elec-
tronic coupling energy. The first ionization energy and vaporization
energy of lithium calculated from density functional theory (DFT)
matched with the experimental values very well. The calculated
Gibbs free energy of the overall reaction decreased linearly with the
inverse of the static dielectric constant of the ionic liquid which in
turn corresponded with increase in the length of alkyl side chain of
the ionic liquid cation. Consistent with this trend, the electron trans-
fer rate constant was seen to increase with decreasing size of the
alkyl side chain on the imidazolium cation. The electron transfer
rate at the cathode–electrolyte interface has also been calculated
using similar theoretical approach [151].

In conclusion, prior work on modeling ionic liquids demonstrates
that atomistic simulations are powerful tools that can be used for
screening electrolytes as well as to provide detailed insight into the
fundamental mechanisms that govern the kinetics and thermodynam-
ics of charge transfer and transport through electrolyte and
electrode–electrolyte interfaces. Ab initio quantum mechanical meth-
ods as well as classical MD have been employed for studying electro-
chemistry and transport at various length scales. However, there are
some key issues that still need to be addressed and atomistic simula-
tions can play a valuable role. In particular, disruptive improvement
in performance can only be attained through concerted efforts to
design novel electrode architecture and identify compatible electro-
lytes. While recent studies have modeled chemistry at the
electrode–electrolyte interface including the growth of the SEI layer,
additional work is necessary to completely understand the influence

of chemistry on the mechanics of dendrite growth and ion transport
through the SEI layer of realistic composition. Furthermore, deter-
mining interface impedance for a wide range of electrode–electrolyte
combinations can be extremely valuable in developing lithium bat-
teries with significantly improved energy densities. It is noteworthy
that further efforts in developing reactive and polarizable force fields
are necessary to access larger length scales through classical MD
simulations. Finally, close collaboration between modeling and state-
of-the-art experimental characterization is required to study the com-
plex phenomena described above.

10 Microstructure–Transport Interaction in Lithium-

Ion Batteries

Lithium-ion batteries have emerged as a key enabler for vehicle
electrification and renewable energy integration into the electric grid
[43,152,153]. Nanomaterials and nanostructures [43,154–156] in par-
ticular have been targeted for electrode development in order to
improve the performance (energy and power density), life, and safety
of Li-ion batteries. A typical electrode is a composite structure consist-
ing of an electrochemically active intercalation compound, inactive
materials, and electrolyte [157,158]. Inactive materials include a con-
ductive additive and a polymeric binder. Polyvinylidene fluoride
(PVDF) and carbon black are typical binder and additive materials,
respectively. The active material provides lithium storage sites, the
binder holds the active material and conductive additive together with
the current collector, while the conductive additive enhances the over-
all electronic conductivity of the composite structure. In this regard,
porous electrode microstructures have profound influence on the
underlying electrochemical and transport interactions, which ulti-
mately affect the performance, durability, and safety attributes of Li-
ion batteries. In this section, we demonstrate, via illustrating examples,
the importance of electrode microstructure–transport interplay and the
impact on performance, degradation, and safety of Li-ion batteries.

10.1 Illustration of Electrode Microstructure Effect on
Performance/Degradation/Safety. The importance of nano-
particle morphology and assembly on lithium transport and

Fig. 12 The schematic, adopted from Banerjee and coworkers [128], depicts atomistic model-
ing based screening of ionic liquid electrolytes based on their oxidation and reduction
potentials
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electrochemical performance for the lithium-ion battery cathode
has been demonstrated [159]. In this context, it is important to
mention that the importance of lithium transport along preferential
crystallographic h010i directions has been demonstrated for nano-
crystallite LiFePO4 electrodes [160]. The assembly and columnar
stacking of the LiFePO4 nanocrystallites tend to hinder lithium
transport in the active material, with a resultant penalty in the rate
capability, as shown in Fig. 13(a) (discharge capacity versus dis-
charge rate) [159]. The shaded area shows pronounced columnar
stacking of the nanoplatelets leading to performance deterioration.
Figure 13(a) also shows a potential pathway for the mitigation of
columnar order via mixing of LiFePO4 nanoplatelets with isomet-
ric additive nanoparticles (labeled as C1 mix).

The secondary phase composition, consisting of the conductive
additive and binder, also affects the electrochemical properties and
performance of LIBs [79]. Figures 13(b)–13(d) demonstrate the
effect of secondary phase composition, with the same electrode
porosity, on the cell properties and performance. Figure 13(b) shows
that the interfacial area between the active material and the electro-
lyte increases substantially with the decreasing secondary phase
fraction. The active material to secondary phase ratio illustrates a
significant impact (shown in Fig. 13(c)) on the pore phase tortuosity
which affects the electrolyte transport and also on the effective elec-
tronic conductivity. This leads to reduced overpotential and better
performance as active material fraction increases. The active mate-
rial (NMC in this case) has also poor intrinsic electronic conductiv-
ity and electron conduction practically results from the conductive
additive network, thus with decrease in secondary phase amount,
effective electronic conductivity drops appreciably. This negatively
affects cell performance at higher rates of operation (see Fig. 13(d)).

Figure 14(a) demonstrates [161] the impact of microstructural
variation (e.g., active particle size distribution and electrochemi-
cal interface area in this case) on the impedance characteristics,

namely, charge transfer and solid-state diffusion resistances, rep-
resentative of LIB electrodes, which were stochastically recon-
structed. Clearly, the particle size distribution and interfacial area
not only affect the charge transfer resistance but also influence the
active material network formation, which reflects on the solid-
state transport resistance (e.g., slope of the low frequency tail).

Another important inference that can be obtained from the
impedance response and capacity fade is that due to the chemome-
chanical degradation phenomena in the electrodes, such as the SEI
formation and microcrack formation in the active particles due to
lithium diffusion induced stress. Electrode microstructural attrib-
utes play an important role in the chemomechanical degradation
aspects [162–164]. For example, a typical graphite electrode with
smaller particle size tends to have a larger electrochemically active
area which may lead to enhanced SEI formation and hence more
profound capacity fade [164]. This is apparent from the simulated
electrochemical impedance spectra (EIS) for stochastically recon-
structed electrodes with different mean particle sizes after cycling
(see Fig. 14(b)). The first semicircle on the EIS spectra corresponds
to the evolution of the SEI resistance. The difference in the low fre-
quency tail is attributed to different particle size and equivalently
different diffusional resistance. In a nutshell, the electrode micro-
structure also strongly affects the cell degradation.

Thermal safety due to anomalous temperature excursion locally
can be influenced significantly by the electrode microstructural attrib-
utes. For example, if the electrode porosity is decreased, it may lead
to increased electrolyte transport resistance and subsequently higher
Joule heating. Temperature also affects the underlying transport prop-
erties. Figure 14(c) representatively demonstrates the influence of
electrode microstructures, especially with varying porosity, on the
maximum temperature rise and performance based on coupled
electrochemical–thermal simulations. The results reveal a nonmono-
tonic dependence on electrode porosity. Maximum cell temperature

Fig. 13 Illustration of microstructure–performance interplay in typical Li-ion battery electrodes. (a) Effect of packing order of
LiFePO4 on cell performance [159]. (Reproduced with permission from Smith et al. [159]. Copyright 2012 by Royal Society of
Chemistry.) The plots (b) and (c) display the variation in microstructural properties as different electrode realization are obtained
by keeping the same porosity and different active material weight percentage. Corresponding microstructures are presented in
(e) through (g). Subfigure (d) relates the electrochemical performance of Li | NMC half cells with these different porous cathode
structures. For lower rates of operation ( £ 1 C), higher active material leads to better performance but at higher rates (e.g., 3C),
higher active material at the expense of conductive additive leads to limitations arising from electron conduction.
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is related to time integration of heat source terms. This example high-
lights that by tuning the electrolyte transport resistance via the elec-
trode porosity within a limited window, the internal heat generation
and electrochemical utilization can be controlled to achieve cell oper-
ation within the safety bounds.

The aforementioned examples, based on a comprehensive set of
mesoscale simulations, demonstrate the profound role of electrode
microstructures on the performance, degradation, and safety of Li-
ion batteries. We would like to proffer the tremendous need for a
concerted effort involving physics-based simulations, detailed
experiments, and three-dimensional microstructural characteris-
tics to advance the field of electrode science and engineering in
lithium-ion battery chemistry and beyond.

11 Conclusion

Based on a recently concluded bilateral workshop on multiphy-
sics phenomena in Li-ion batteries, this paper summarizes the
state of the art and future research needs in a wide variety of disci-
plines relevant to Li-ion batteries. Due to the multiphysics nature
of phenomena and processes in Li-ion batteries, a holistic and
cross-disciplinary research approach is critical. It is expected that
this review article will be useful for researchers in a wide variety
of fields relevant to Li-ion batteries.
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