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ABSTRACT OF THE DISSERTATION

Study of Fields Structure at Strong Shock Front in Low-density System

by

Rui Hua

Doctor of Philosophy in Engineering Sciences (Mechanical Engineering)

University of California, San Diego, 2019

Professor Farhat N. Beg, Chair

Shocks are essential components in astrophysical systems and inertial confinement

fusion (ICF). In recent decades, with the development of the proton probing technology,

the fields associated with shock fronts have attracted great attention. However, the tiny

scale of ICF relevant shocks and the finite resolving power of proton probing highlights

the difficulty of measuring and differentiating between electric and magnetic fields.

Besides, the hydrodynamic treatment, which is frequently used to predict the evolution

of plasmas in inertial confinement fusion (ICF), may not be sufficient in simulating

the shock convergence phase of the implosion, as the plasma can become kinetic in

the high temperature, low-density conditions. Therefore, the quantitative experimental
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measurement of the strong shock structure and the associated fields in the low-density

plasma system is crucial for further understanding the shock physics and benchmarking

the theoretical and numerical models.

This thesis proposes the experiments to study shock propagation in a cylindrical

gas-tube along the central axis. This series of experiments were conducted on the

OMEGA EP Facility. strong shocks were generated using long pulse beams from their

laser system. Two primary diagnostics, proton radiography and a soft-X-ray spectrometer,

were fielded to probe the field structure and plasma conditions at the shock fronts. Another

short-pulse laser was used to generate protons for the proton radiography.

Given the difference in responses of charged particles to magnetic and electric

fields, protons were designed to project the shock front region from multiple angles to

distinguish the magnetic field from the electric field. For a Mach 6 shock propagating in

pure helium gas, the oblique incident protons revealed the domination of the magnetic

field on the order of couple tesla, while the normal incident protons disclosed the electric

field on the order of couple hundreds of volts. Simulations indicate the Biermann battery

effect and the electron pressure gradient at the shock front respectively accounts for the

generation of the magnetic field and electric field.

In addition to the field structure, spatial profiles of density and temperature of

strong shocks including the entire precursor regions are also measured by the soft x-ray

spectrometer respectively in the helium and neon gases. With comparable peak electron

temperatures at the shock fronts, a precursor layer, where electron temperature is far

more than ion temperature, was found to be highly dependent on the atomic number Z as

it extended much longer in the helium gas than in the neon gas.
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Chapter 1

Introduction

1.1 Concept of Fusion

Fusion energy serves as a potentially ideal energy source for humankind with

unlimited fuel reserves on earth. Contrary to fossil fuels that are widely used in the world,

the production from fusion reaction is free from greenhouse gases and pollution, which

are the primary sources causing global warming.

In a fusion reaction, the conservation of mass is no longer obeyed because part of

the mass is converted to energy governed by the mass-energy equation E = mc2. Here,

we introduce the binding energy to help understand the energy released or absorbed in

a fusion reaction. The binding energy is the minimum energy required to decompose

a nucleus into nucleons, namely protons and neutrons. The expression for the binding

energy is written as EB = (Nmp +Zmn−mA)c2, where N is the number of protons in the

nucleus, mp is the proton mass, Z is the number of neutrons, mn is the neutron mass and

mA is the mass of the original nucleus.

A curve of the average binding energy per nucleon (EB/A, where A is the number
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of nucleons) against the number of nucleons in the nucleus is shown in Fig.1.1[1]. The

binding energy increases from hydrogen to 56Fe and then decreases again. As one of

the maximum binding energy, 56Fe is the most stable element. When atoms that are

lighter than iron fuse, the energy required to disassemble reactant atoms is smaller than

that released from reassembling the protons and neutrons into the production atoms.

Therefore, extra energy can be collected from such fusion reactions. Similarly, in the

fission reaction, where elements that are heavier than iron decompose into lighter species,

there will be extra energy released.

However, it is of great difficulty for a fusion reaction to take place due to the

repulsive Coulomb force between positively charged protons. Extreme conditions are

required to overcome such repulsive forces and bring protons as close as 10−15m, within

which the attractive strong nuclear force takes place. The Coulomb force is inversely

proportional to the square of the distance between two charged particles as:

FCoulomb =
e2

4πεr2 , (1.1)

and the attractive strong nuclear force is inversely proportional to the quartic of the

distance as:

Fnuclear =−kN

r4 , (1.2)

therefore, after being brought into the distance where the nuclear force plays a role, the

protons and neutrons are forced together by the strong nuclear forces.

Despite the difficulty in making fusion reactions occur, fusion is superior to

fission reactions in many aspects, such as the availability of the fuel sources, pollution

from the fuel and production, and the efficiency of producing energy. The materials

used for fusion reactions are mostly isotopes of hydrogen, namely deuterium and tritium,
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and the products from them are commonly helium nuclei and neutrons. Two benefits

regarding those fusion reactions are the unlimited reserve for the reaction fuel on earth

and the safety of both the reaction and production materials involved. In contrast, the

most commonly used material for fission reaction nowadays, 236Uranium, has very

limited reserves on earth. Besides, both it and its products, 92Krypton and 41Barium, are

radioactive, therefore harmful for human beings’ health. Besides, the efficiency of energy

production of fusion is more than that of fission by a factor of 6 and is about 107 times

more than that from an equal mass of fossil fuels.

Figure 1.1: Average binding energy per nucleon along the number of nucleons in
nucleus

Because fusion is so promising in providing clean and reusable energy for human

activities, it attracts great attention and has been studied widely. The occurrence of a

fusion reaction requires extreme conditions, where the temperature has to be on the order

of 1010 degrees and the density has to be more than 20 times that of lead. One approach
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to reach the condition is inertial confinement fusion (ICF), for which an overview is

provided in the following section.

1.2 Basics of Inertial Confinement Fusion

Although extra energy can be collected as long as the fusion reaction occurs, the

conditions required for the occurrence of the reaction are different depending on the

elements used.

Among all the candidate reactions, deuterium and tritium are mostly used for

fusion reactions due to their bigger fusion cross-section (as shown in Fig.1.2), which

leads to a higher reaction rate. The reaction expression is as follows:

D+T → α(3.5MeV )+n(14.1MeV ) (1.3)

in each reaction, one deuterium and one tritium are reassembled into an alpha particle

and a neutron.

For the achievement of the desired yield of energy, the heated deuterium, and

tritium fuel are designed to be heated to a temperature in the order of keV and then

be confined as long as possible. Two approaches used for the confinement are mag-

netic confinement fusion (MCF) and ICF. MCF uses a magnetic field to confine the

deuterium/tritium (DT) plasma in a toroidal reactor of a 10 m scale. On the other hand,

ICF uses the inertia of the target itself to provide confinement and can be performed on a

much smaller scale (targets are in the order of millimeters).

Three different schemes have been developed to achieve ignition by the ICF

approach: central hot spot ignition, fast ignition, and shock ignition. In this section, we

only focus on the discussion of the central hot spot ignition which is most relevant to the
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topic of this thesis.

Figure 1.2: The fusion cross sections versus center-of-mass energy for various fusion
reactions. The DT reaction has the largest cross-section among the reactions displayed.
Figure from [2]

In a typical central spot ignition process, a spherical target made of plastic and

filled with DT gas is illuminated by intense drivers uniformly from all directions. The

drivers can either be multiple laser beams, for instance, 192 beams at the National Ignition

Facility, indirect drive ICF shown as Fig.1.3, or x-rays generated by the interaction

between those laser beams with hohlraum walls in indirect drive ICF shown as Fig.??.

Being illuminated and heated by the drivers, a surrounding plasma envelope

can be formed by the blow-off from the target surface, which leads to the implosion

of the remaining target due to the rocket effect. In the process of direct drive ignition,

multiple laser beams illuminate the target shell, forming a surrounding plasma envelope.

The remaining target compresses inward due to the blow-off rocket model. During the

stagnation phase, the hot spot temperature reaches more than keV and the areal density
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reaches more than 0.3g/cm2 [3]. The thermal nuclear burn spreads in the compressed fuel

by the transport of the energetic fusion reaction product alpha particles with an energy of

3.5MeV as described in equation.1.3, which are expected to deposit their energy near the

hot spot and cause a thermal nuclear burn wave propagating through the cold and dense

fuel layer in the target shell for the further fusion reaction. It is expected that the alpha

particles produced by the DT fusion deposit their energy near the hot spot and cause a

thermal nuclear burn wave propagating through the cold and dense fuel layer in the target

shell for the further fusion reaction. The hot spot must be confined for ∼ 100ps before

the expansion of the compressed target.

Figure 1.3: Schematic of the stages of inertial confinement fusion using lasers. The blue
arrows represent radiation; orange is blowoff; purple is inwardly transported thermal
energy. Images from [4]

1.3 Motivation

The current thesis will focus on the study on the structure of a shock propagating

in plasma, especially the self-generated field structure associated with the shock front.

Shocks [5] are essential components in astrophysical systems [6, 7] and inertial

confinement fusion (ICF) [2], especially the shock ignition configuration [8], prompting

recent studies of their roles by the high energy density physics community. Despite their

common occurrence, the precise shock profile - especially the associated field structures -

lacks a detailed investigation. In recent years, as inconsistencies between experiments
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and radiation-hydrodynamic simulations have appeared [9, 10], an appreciation of the

importance of kinetic effects in shock physics [11, 12] has emerged, building on earlier

Vlasov-Fokker-Planck simulations [13, 14] and particle-in-cell calculations [15]. Since

then, the complexity of shocks has been revealed with the discovery of new effects such

as electric current [16], charge separation [17] and electro-diffusion [18] at the shock

front.

Radiation hydrodynamic codes are frequently used to predict the evolution of

plasmas in inertial confinement fusion (ICF) by modeling a single average-ion species

fluid and an electron fluid. However, The hydrodynamic treatment may not be sufficient

in simulating the shock convergence phase of the implosion, as the ion-ion mean free

path in the fuel can be comparable to the target radius because of the high temperature,

low-density plasma conditions. In the case where the Knudsen number (the ratio of

ion mean free path to minimum shell radius) is near unity, the kinetic theory is more

appropriate than hydrodynamics to explain the underlying physics[11, 19]. To investigate

the deviations from the ICF process to the hydrodynamic framework, and the impact on

implosion experiments from those deviations, the development of kinetic models and

new experiments to validate these models are warranted.

Recent experimental studies indicate that single-ion hydrodynamic treatment is

inadequately in simulating the ICF implosions as the plasma condition becomes more

kinetic and ion separation starts to take place. Deviations between experimental results

and the hydrodynamic predictions exist extensively in shock drive implosion experiments.

Experimental observations include unexpected yield degradation as implosion becomes

more kinetic[11], thermal decoupling between ion species[10], anomalous yield scaling

for different plasma mixtures[20, 9], ion diffusion[21], and ion species stratification[22].

This thesis proposes the experiments to study shock propagation in a cylindrical

gas-tube along the central axis. The simplified 1-D geometry has provided valuable
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insights into the underlying physics of the shock development from the observation

of plasma condition, and the self-generated electric and magnetic field. As electric

and magnetic fields evolve self-consistently from the plasma density, temperature, and

applied pressure profiles, measurement of these fields can provide additional information

about shock structures in kinetic and multiple-ion-species plasma. The impact of these

electric and magnetic fields on shock dynamics and implosion performance is potentially

significant but not fully understood.

In recent decades, the electric fields associated with shock fronts have attracted

great attention and are widely studied with proton radiography [23, 24, 25, 26, 27].

Extensive modeling work by hybrid codes with reduced ion kinetic models[28] or kinetic

codes such as LSP[29] and FPION[30], which compute the associated electric fields

self-consistently at shock fronts, have provided valuable insights into the role strong

shock propagation plays in species separation[15, 31] and thermal decoupling between

ion species[32]. Studies using analytical theories were also widely performed for the

structure of plasma shock front[13, 33, 34].

However, the tiny scale of shocks and the finite resolving power of proton probing

highlights the difficulty of not only differentiating between electric and magnetic fields

but also of providing a quantitative description of the field structure. As a result, the

critical role played by the magnetic field has been underappreciated, and only the electric

field has been included in the experimental analysis, which has resulted in an aberration of

up to a couple of orders of magnitude between experiments and simulation [23]. Besides,

the numerical difficulties associated with magnetohydrodynamic simulation (MHD) of

shocks impose limitations on our ability to account for their effect on shock evolution

[35]. Consequently, the magnetic fields associated with shocks remain unexplored both

experimentally and theoretically.
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Figure 1.4: deviation between experimental observation and simulation results of
electric fields in a shock driven implosion experiments in 2008. Image courtesy of
C.K.Li.

These theoretical, computational studies and the gap between experimental obser-

vation and simulation results motivate the development of an innovative experimental

platform for a systematic study of strong shock propagation that allows for quantitative

constraint for both electric and magnetic fields as well as the comparison with simulation

results. This platform has been developed on OMEGA-EP, using long-pulse lasers to

drive a strong shock into a gas-cell target, while using a short-pulse laser to drive a proton

backlighter to side-on radiograph the shock propagation. The gas-cell design used for this

setup emphasizes minimal target mass along the radiography axis to minimize scattering

effects. Similar geometries have been previously used to study shock-compressed aerogel

foam[36], collision-less shocks[37] and implosions[38].
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1.4 Outline of the Dissertation

Chapter 2 provides a theoretical background for the basics of plasma and laser-

plasma interaction in the first section. The underlying physics of shock waves’ propaga-

tion in plasma is discussed in the second section of the chapter.

Chapter 3 provides an overview of the laser facility, Omega EP Laser facility,

where the experiments were performed. The motivation and experimental design are also

discussed, followed by the introduction to the two primary diagnostics in this series of

experiments, Proton Radiography and a soft x-ray spectrometer, VSG.

Chapter 4 mainly discusses the results from experiments on the study of field

generation at the shock front in low-density gas configured in quasi-planar geometry

using broad-energy proton probing. Experiments were conducted using three long-pulse

laser beams with a total energy of 6.4 kJ in 2 ns for shock generation and an 850 J, 10

ps short-pulse laser to produce broadband protons for radiography. Observations of the

deflection pattern of probe protons show the existence of self-generated electric fields at

the shock front with the electric potential in the order of 300 V. Analytical and particle

tracking methods support this conclusion.

Chapter 5 presents the observation of a magnetic field at the front of a Mach

∼ 6 shock propagating in a low-density helium gas system. Proton radiography from

different projection angles not only confirms the magnetic field’s existence but also

provides a quantitative measurement of the field strength in the range ∼ 5 to 7 Tesla.

X-ray spectrometry allowed inference of the density and temperature at the shock front,

constraining the plasma conditions under which the magnetic and electric fields are

generated. Simulations with the particle-in-cell code LSP attribute the self-generation of

the magnetic field to the Biermann-battery effect.

Chapter 6 provides the measurement for spatial profiles of density and temperature

10



of a strong shock including the entire precursor region in a mixed gas of 90 % helium, 10

% neon and a pure neon gas using a 1-D resolved x-ray spectrometer. With comparable

peak electron temperatures at the shock fronts, a precursor layer, where the electron

temperature is far more than that of the ions, extends for ∼ 500µm in the mixed gas

and less than 30 µm in the pure neon case. Because electrons are strongly collisional

with two orders less mean-free path than the characteristic length of the shock, radiation–

hydrodynamic simulation is performed to investigate the heat flow effect, which fails to

reproduce the observed precursor pattern. PIC simulation is also performed because ion

movement falls in the kinetic region. The results indicate that a group of fast-streaming

ions ahead of the shock exists in the helium but not in the neon gas, contributing to

lengthening the precursor layer in the helium shock. The relation between the particle

collisionality and formation of those fast ions is discussed.

Chapter 7 concludes and presents future work.

1.5 Role of the Author

The radiography and spectroscopy data presented in this thesis, mostly in Chap-

ter4, 5 and 6, came from a series of experiments performed on OMEGA EP from 2014 to

2018, which the author attended and became the principal investigator, starting to lead

the experiments from 2016.

The data presented in Chapter 4 was from shots in 2014 and 2015, the time that the

50µm CH ablator was still in use. The author performed data analysis on the radiography

images including quantitatively extracting the electric field from raw data, writing a

particle tracking code using the C language and producing simulated radiography images

for comparison and numerical calculation, performing the 2-D hydrodynamic simulation

using FLASH [39] to model the shock propagation.
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The data presented in Chapter 5 are from shots performed in 2016 and 2017,

for which the author was the principal investigator. The author proposed the idea of

using dual-angle proton radiography to recognize the field types and carried out the

data analysis on the proton radiography, leading to the conclusion of the magnetic field

domination at the low-density plasma shock front studied in Chapter 5.

The author observed the evidence of shock preheat from the soft x-ray data

presented in Chapter 6 and carried out the data analysis, including performing the

radiative atomic simulation using PRISM[40] for the shock-front condition constraints

and constructing the spatial profiles of density and temperature for a plasma shock from

the raw soft x-ray data, performing the 1-D radiative–hydrodynamic code for further

investigation of the formation of the observed preheat region.
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Chapter 2

Theoretical Background

2.1 Physics of plasma basics and laser-plasma interac-

tion

Plasma is one of the four fundamental statuses of matter in addition to solid,

liquid, and gas. It is characterized by the ionized gas that is composed of positively

charged ions and negatively charged electrons. Irving Langmuir, an American chemist,

and physicist is the first one to define it in the 1920s [41]. In this section, we introduce

some of the essential characters of plasma and briefly discuss its interaction with intense

lasers.

2.1.1 Debye Shielding

An essential characteristic of plasma is its ability to shield out the external electric

field by the rapid response of electrons. Here we present an example to show the electric

potential from a charged particle q, which is placed into a static plasma. Assuming the
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initial background electron density is uniform, ne. In the calculation, ions are treated

as fixed background due to their exceedingly large mass compared to electrons. The

electrical potential (E =−∇Φ) is determined by the Poisson’s equation:

∇
2
Φ =−4πqδ(r)+4πe(ne−n0), (2.1)

where δ(r) is the delta function, which equals to 1 at x = 0 and 0 anywhere else. The

charge is placed at origins for the simplicity of the calculation. Under the static assump-

tion, the momentum equation for electron fluid can be expressed as:

neeE =−Te∇ne, (2.2)

where an isothermal equation pe = Tene has been applied. By substituting equation

E = ∇φ to Equation. 2.2, the electron density can be expressed as:

ne = n0exp(
eφ

Te
) (2.3)

Noting that eφ/Te << 1, we applied Taylor expansion formula the above equation to get:

∇
2
φ− φ

λ2
De

=−4πqδ(r), (2.4)

where,

λDe =
√

Te/4πn0e2, (2.5)

defines the electron Debye length. By solving Equation.2.4, there is:

φ =
q
r

exp(
−r
λDe

). (2.6)
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The result indicates that the electric potential induced by the charged particle exponen-

tially decay and becomes significantly small out of the Debye length. The equation

discloses a critical feature of plasma, as mentioned at the beginning of this section.

Any external electric field can be shielded out by the quick response of the electrons,

maintaining the quasi-neutrality character of a plasma on the scale more extensive than a

Debye length. Although ions were treated as fixed background in the derivation, they in

general also contribute to the shielding on a larger time scale.

2.1.2 Plasma frequency

Electrons in plasma tend to oscillate at a particular frequency due to their light

mass. In a quasi-neutral static plasma, all particles move randomly from the micro-level.

If an electron deviates from the uniform ion background, the space separation between

positive and negative charges will give rise to an electric field. The electric force imposed

on the electron tries to drag it back, thus restoring the neutrality of the plasma. Because of

such electric force, the electron moves back to its original position. Then it will overshoot

due to inertia. As a result, the electrons oscillate at a particular frequency called plasma

frequency, which is generally written as ωp. This section provides in detail the derivation

of plasma frequency. A couple of assumptions to simplify the calculation are: (1) the

ions are fixed in space in a uniform distribution. (2) the motion of the electrons occurs in

one dimension. (3) the scale of plasma is significantly larger than the electron movement.

(4) no external magnetic field applied.

Firstly, we apply linearization to the mass and momentum conservation equations

of electron fluid as well as Gauss law:

∂ne

∂t
+∇ · (neve) = 0 (2.7)
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mne

[
∂ve

∂t
+(ve ·∇)ve

]
=−eneE (2.8)

∇ ·E = 4πe(ni−ne) (2.9)

Assuming oscillation is small compared to the collective motion of the electrons. There-

fore parameters ne, ve and E can be considered as compositions of two parts: and equilib-

rium part denoted by subscription ‘0’ and a perturbation part denoted by subscription

‘1’:

ne = n0 +n1,ve = v0 + v1,E = E0 +E1 (2.10)

Substituting Equation.2.10 to the mass, momentum equations and Gauss law formula

gives:
∂n1

∂t
+n0 ·∇v1 +���

��:0
v1 ·∇n0 = 0 (2.11)

m
[

∂v1

∂t
+���

���:0
(v1 ·∇)v1

]
=−eE (2.12)

∇ ·E1 =−en1 (2.13)

The perturbation terms behave sinusoidally:

v1 = v1ei(kx−ωt)x̂,n1 = n1ei(kx−ωt),E1 = E1ei(kx−ωt)x̂ (2.14)

By substituting Equation.2.14 to Equation.2.7 to 2.9 and eliminating n1 and E1, we have:
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ωpe =

√
4πn0e2

me
(2.15)

This frequency, as indicated by Equation.2.15, depends only on the plasma density and

typically very high due to the smallness of electron mass.

With the preknowledge of Debye length and the plasma frequency, we can give

a scientific definition for plasma now. Two essential features are ‘quasi-neutral’ and

‘collective behavior’. ‘Quasi-neutral’ is related to the ability of plasma to shield out the

field induced by the external charged particles or electric potentials. Electrons response

quickly to maintain the plasma free of enormous electric potential on the scale of Debye

length. Typically, it takes only a small charge imbalance to give rise to potentials on the

order of
kT
e

. Therefore, ‘quasi-neutral’ states that on the length scale that is larger than

Dyebe length, the following relation stands: ni ≈ Zne

Collective behavior means motions of plasma depend not only on local condi-

tions but also on the state of the plasma in remote regions. In neutral gases, in which

particle movements are mostly affected by collisions when gravity is neglected due to

its smallness. Consequently, the motion of neutral gases obey the hydrodynamic formu-

las. In contrast in plasma, the local concentration of positive and negative charges can

occur, which give rise to electric field as well as magnetic field by electric current. The

charged particles in the plasma from a remote region could be affected by the electric and

magnetic field as the Coulomb force is a long-distance interaction. Therefore, plasma

on a large length scale can respond collectively to the applied electric and magnetic

forces. For the collective behavior to be valid, two requirements posted are: firstly, the

length scale of the studied plasma is much larger than the Dyebe length; secondly, much

more than 1 particle are required within a Dyebe sphere (a sphere of the radius equal

to the Dyebe length). Those could be written as: (1).λD << L, where λD is the Dyebe
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length and L is the length scale of the plasma. (2).ND >> 1, where ND is the number of

electrons within a Dyebe sphere as ND = ne
4
3

πλ3
D.

Besides, the frequency of collisions with neutral particles has to be smaller than

the plasma frequency to ensure that the electromagnetic rather than hydrodynamic force

governs the motion of the particles. The formal equation is written as: ωpeτ > 1, where τ

is the mean time between collisions with neutral atoms

2.1.3 Laser plasma interaction

We discuss the fundamental physics of laser-plasma interaction in this section.

Though it is not the focus of the current thesis, it plays a crucial role in the study of

inertial confinement fusion. Laser-produced plasmas have many applications. In the

longer pulse regime, there are studies of thermodynamic and optical properties of matter

at very high density and pressure[42, 43], inertial confinement fusion (ICF) [44, 45], the

simulation of astrophysical processes in the laboratory[46, 47], coherent and incoherent

X-ray sources[48]. Plasmas produced by ultrashort and ultraintense laser pulses can

be used as intense sources of particles and photons (relativistic electrons, MeV ions,

positrons, X-rays and gamma-rays, neutrons, etc.) and for particle acceleration[49, 50,

51].

We start with introducing the dispersion relation for electromagnetic waves in a

plasma with a uniform density.

ω
2 = ω

2
pe + k2c2 (2.16)

where ω is the frequency of the electromagnetic wave, ωpe is the electron plasma

frequency defined in Equation. 2.15. k is the wave number, and c is the light speed.

It is worth noting that ωpe defines the minimum frequency of a light wave

18



propagating in a plasma. When ω is smaller than the electron plasma frequency, k

becomes imaginary. Because the characteristic response time of plasma is inversely

proportional to the electron frequency,
1

ωpe
, the electrons in plasma can shield out the

electromagnetic field of a light wave when ω < ωpe.

In other words, since ωpe depends only on the plasma density, the relation ω=ωpe

provides the maximum plasma density in which a light wave can penetrate. This density

is called critical density:

ncrit =
meω2

4πe2 (2.17)

which can be expressed in terms of the free-space wavelength of the light wave in the

units of microns, λµ:

ncrit =
1.1×1021

λ2
µ

cm−3 (2.18)

Because the laser light can not penetrate further into the overdense plasma, where

ne > ncirt , the absorption and reflection happen mostly in the underdense plasma, where

ne < ncrit. The majority of energy carried by the light wave is absorbed near the critical

density. Therefore, the electrons in the plasma near the critical density are heated up by

the interaction with the incoming light wave. Afterward, some of the energy is transported

into the overdense plasma region by electron thermal region. Some of it is transported to

ions through electron-ion equilibration.

2.2 Basics of Shock Waves

The shock phenomenon is a fundamental concept in high-energy-density physics

(HEDP) and is common in astrophysical systems. This phenomenon has been studied
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with significant effort for deep insights into astrophysical and ICF plasmas. Discrepancies

between experimental results and hydrodynamic predictions have been revealed by many

implosion experiments [21, 9], which point toward the underlying kinetic effects in ICF

physics. Besides, it has been suggested that the role of charge separation potentials

is important in supernova remnant shocks[52]. Thus, investigation of a shock wave

propagating in plasma is warranted.

In this section, we provide an overview of a shock wave by deriving its structure

from the traditional hydrodynamic equations. A shock wave forms when the velocity

of the propagating material is faster than the speed of sound in the material. The fast-

traveling sample will rapidly compress material and cause discontinuities in the sample

in terms of density, temperature, and pressure.

To calculate the quantitative math for the structure of a shock, we adopt the

conservation equations of mass, momentum, and energy, which can be formally written

as:
∂ρ

∂t
=−∂ρu

∂x
, (2.19)

∂ρu
∂t

=−
∂
(

p+ρu2)
∂x

, (2.20)

∂(ρε+ρu2/2)
∂t

=−
∂
[
ρu(ε+u2/2+ p/ρ)

]
∂x

, (2.21)

in which ρ is the density, u is the velocity of the shock, p is pressure and ε is then energy

density of the sample.

The condition relationship on the two sides of the shock surface can be derived
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from the above equations as:

ρ1u1 = ρ0u0, (2.22)

p1 +ρ1u2
1 = p0 +ρ0u2

0, (2.23)

ε1 +
p1

ρ1
+

u2
1

2
= ε0 +

p0

ρ0
+

u2
0

2
, (2.24)

where subscript 0 denotes the parameters for the unshocked material (upstream of the

shock) and 1 denotes the parameters for the shocked material (downstream of the shock).

From the relationship defined by the above equation, one can derive the Hugoniot

curve of the shock, describing the relation between pressure and density on both sides of

the shock front. Derivation of the Hugoniot relation requires the preknowledge of other

variables besides pressure and density, which raises difficulties in some real applications.

To simplify the problem, we discuss the shock structure defined by the above

conservation equations in a perfect gas with constant specific heat.

2.2.1 Shock waves in ideal gases

A perfect gas is characterized by known hydrodynamic relations and entropy

expression:

ε = cvT =
1

γ−1
pV,

h = cpT =
γ

γ−1
pV,

(2.25)
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in which h is the specific enthalpy of the ideal gas, cp is the isobaric specific heat and cv

is the isochoric specific heat, γ is the ratio of the specific heats, which equals cp/cv.

Substituting the above relations into equation2.22 to 2.24 enables the derivation

for an explicit formula of the Hugoniot relation in an ideal gas:

p1

p0
=

(γ+1)V0− (γ−1)V1

(γ+1)V1− (γ−1)V0
, (2.26)

as well as density and temperature relations behind and beyond the shock front:

T1

T0
=

p1V1

p0V0
,
ρ1

ρ0
=

γ+1
γ−1

, (2.27)

From these, the shock compression for a monatomic gas with γ = 5/3 can be calculated

to be 4.

In gases, the temperature can be raised to as high as ∼ 100eV when the shock

velocity reaches ∼ 100km/s, which causes ionization of the gas and forms a plasma

environment. In the plasma, electrons and ions behave differently due to the difference in

their masses, which possibly complicates the structure of a shock front and gives rise to

the electric and magnetic fields.

In addition to the confinement fusion system, plasma shock waves broadly exist

in astrophysical environments.

2.3 Shock Wave propagation in Plasma

This section provides the fundamental theory of the current thesis, the shock wave

propagation in plasma and the self-generation of the associated electric and magnetic

fields. For a shock propagating in plasma, some features that are absent from the shock in

neutral gases arises from the unique characters of plasma. Due to the enormous difference
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between an electron and ion mass, they are treated as two different fluids rather than

one and have their behavior independently to some extent. Besides, due to the unique

structure at a shock front, the electric field by charge separation as well as the magnetic

field due to the Biermann Battery effect can be generated. In the condition where shocks

travel at high velocities, the ions gain significant kinetic energies. The ion means free

path can increase significantly accordingly and become comparable to the characteristic

scale of the shock eventually. In such a case, hydrodynamic treatment is inadequate

anymore, and kinetic theory must be taken into account.

Traditional hydrodynamic theory of a plasma shock consists of three layers: the

ion and electron equilibrium layer close to the downstream (hot side), the compression

ion shock layer in which density drops dramatically and the precursor layer which is

featured by heated electrons and cold ions [53, 12]. The length of both the equilibrium

and precursor layes are ∼
√

mi/me λii (where mi and me are the ion and electron masses,

respectively, and λii is the ion-ion downstream mean free path), whereas compression

region is a few ion-ion mean free paths in length.

2.3.1 Shock without electron heat conduction

For simplicity, we first study the case where electron heat conduction does not

differ from ion heat conduction. The studied shocks are assumed to be strong ones, in

which particles have been pre-ionized before shock arrival; therefore ionization process

is not considered in the calculation.

When a piston compresses the plasma with extremely high speed, ions in the

plasma gain kinetic energy on the order of ∼ miU2
shock/k, where mi is the mass of the

ion, Ushock is the shock velocity and k being the Boltzmann constant. The length scale

of the density jump, which makes up the embedded ion shock region is determined by
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the ion-ion collision time τi, being on the order of couple ion-ion mean free path λii.

When encountering cold ions, the hot ions with larger kinetic energies transfer moderate

amounts of energy in each collision and reach equilibrium with the cold ions within a

couple of times of collisions. However, during the equilibration process among ions, they

transfer only a small amount of energy to electrons, due to the exchange time between

ions and electrons τie is on the order of (
mi

me
)1/2τii, which is at least 43 (for protons)

times slower than the ion-ion collision time. Therefore equilibrium between ions and

electrons takes a much longer time than that between ions. Within the embedded shock

region, a nonequilibrium condition between ions and electrons is maintained. Because

of the shock compression, electrons at the shock front get the same amount of velocity

as ions, which is roughly equal to the shock velocity. An increase in electron thermal

energy is meU2
shock/k, which is much smaller than ion thermal energy due to its lightness.

Therefore, electrons at the embedded ion shock layer exhibit a lower temperature in

comparison with ions.

Behind the shock, electron and ions will eventually come to equilibration within

a length scale on the order of (
mi

me
)1/2λii depending on the thermal energy exchange

time τie. The structure of a shock propagating in plasma is shown as Fig.2.1 without

consideration of the electron heat conduction, on which ∆x represents the scale length

(
mi

me
)1/2τii over which ions equilibrate with electrons in terms of temperature.
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Figure 2.1: Ion and electron(dashed line) temperature profiles in a shock front in a
plasma without taking into account electron heat conduction.

In spite of the nonequilibrium over electrons and ions, the plasma remains quasi-

neutral on the scale of comparable or larger than Debye length due to the electric

interaction between ions and electrons together. When electrons try to escape from ions,

even a small displacement gives rise to a large electric field, thus preventing further

separation.

2.3.2 Shock with electron heat conduction

Now we take into consideration the impact of electron heat conduction on the

shock front structure. We start by calculating the thermal diffusivity for both ions and

electrons as well as the scale length over which their impacts are significant.

The transport coefficient, for the atom thermal diffusivity, is on the order of

χ∼ λiivi/3, where χ is the thermal diffusivity, λii is the ion-ion mean free path and vi is

the ion thermal velocity. Therefore the characteristic diffusion length is on the order of

λ∼ χ/Ushock ∼ λiivi/Ushock. As discussed above, the ion thermal velocity is on the order
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of shock velocity. Thus the characteristic diffusion length for ions being on the same

order of the ion-ion mean free path λii.

The coefficient of electron thermal diffusivity χe is on the order of

χe =
leve

3
,

where le is the electron mean free path and ve is the electron thermal velocity. The

mean free path is independent of particle mass and depends only on their temperature

and charge state, which can be expressed as λ ∼ T 3/2/Z2. When the ion and electron

temperature reach equilibration, the electron mean free path is on the same order of (for

ions that charge states are equal to one) or large than (for ions that charge states are larger

than one) ion mean free path.

At temperature equilibrium, the electron thermal velocity is larger than ion ther-

mal velocity by a factor of (mi/me)
1/2. Therefore, the characteristic scale over which the

electron heat conduction can take place is on the order of

λe ∼ Z2 χe

Ushock
∼ (Z2 mi

me
)1/2λii

This length scale is larger by a factor of Z2 than the thickness of the equilibrium layer

over which the electron temperature becomes comparable with ion temperature behind

the shock, which is:

∆x∼Ushockτie ∼Ushock(
mi

me
)1/2τi ∼ (

mi

me
)1/2

Therefore, within the equilibrium layer between electrons and ions behind the

shock front, the electron heat conduction is the same important as the energy exchange

between ions and electrons.

One thing worth noting is that this fact is fundamental because it gives rise to

the existence of a preheating layer ahead of the shock front. With the thermal velocity
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comparable with the shock velocity, the hot ions cannot move too far ahead of the

compression shock layer. However, being extremely light, the thermal velocity of

electrons is much larger than the shock velocity by a factor of (
mi

me
)2, which is at least

36 times. They can travel ahead of the compression shock layer (which is on the order

of couple ion mean free path) and heat the background electrons as well as ions that

before the arrival of the compression shock. A preheating layer is thus formed up. In

this layer, the electron temperature is higher than ion temperature, since the efficiency of

energy exchange between electrons is much higher than that between ions and electrons.

Therefore, a sharp gradient in ion temperature at the front of the compression shock

layer takes place while the electron temperature keeps a more smooth slope due to the

significant heat conduction that prevents discontinuous changes.

Figure 2.2: Ion and electron(dashed line) temperature profiles at a shock front in a
plasma with the electron heat conduction taken into account. Image courtesy of Keenan
[54]
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Fig.2.2 displays a general shock structure in plasma when electron heat conduc-

tion is taken into consideration.

Let’s estimate the scale length of the preheating layer now. For simplicity, we

assume that the gas ahead of is not compressed and the energy transport from the heated

electrons to the ions ahead of the shock is negligible. The electron heat conduction flux

is:

S =−κe
dTe

dx
=−χecev

dTe

dx
, (2.28)

where κe = χecev is coefficient of the thermal conductivity and cev is the isobaric

specific heat. The effective coefficient of electron thermal conductivity is:

κe = ξ
(kTe)

(5/2)k

m1/2
e Ze4lnΛ

(2.29)

where lnΛ is the Coulomb logarithm, and ξ is a number which depends only

weakly on Z;

Given this a quasi-static process, the heat conduction flux in the preheating layer

is equal to the hydrodynamic flux of electron energy:

S =−UshockceTe =−χece
dTe

dx
(2.30)

Noting that χe ∼ vethemalle ∼ T 2
e , which can be written as χe = aT 2

e , where a is a

constant. by integrating 2.30, we have:

dpreheat =
2
5

a
Ushock

T 2
e =

1
2

χe(Te)

Ushock
(2.31)

Te here is the electron temperature at the compression shock layer, which is on the same

order as that in the equilibrium layer behind the shock when electron heat conduction
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is taken into account. Therefore, the thickness of the preheating layer ahead of the

compression shock layer is on the same order of the thickness of the equilibrium layer

behind the compression shock layer:

dpreheat ∼
χe

Ushock
∼ veλee

Ushock
∼ (

mi

me
)1/2λii

2.3.3 Electric field Generation at Shock Front

At a plasma shock front, where dramatic density drop occurs, huge gradients are

also present along with temperature and pressure profiles. Due to the higher mobility

of electrons, they tend to be pushed further along the shock propagation direction due

to the imposed pressure at the shock front. Due to the huge difference in mass, spatial

charge separation between electrons and ions can be built up, consequently giving rise to

an electric field. This electric field tends to keep the electrons from further separation

with ions, thus restoring the quasi-neutrality of the plasma. When it comes to a quasi-

equilibrium state, the electric force by the self-generated field and the imposed pressure

by the shock reach balance on the electrons.
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Figure 2.3: FLASH simulation for self-generated electric field profile (in red) at a shock
front. The shock propagtes from left to right. The black curve plot the pressure profile,
along which a dramatic drop is observed at the shock front.

Fig.2.3 shows an example of a shock front that characterized by the sharp gradient

in electron pressure and a self-generated electric field. On the plot, a shock is propagating

from left to right, and the shock front is recognized by the dramatic drop in electron

pressure, which is plotted in black. The profile of the electric field in V/m is plotted in

red, along which a peak is observed at the shock front.

The generation of such an electric field is attributed to the gradient in electron

pressure present at the shock front. Despite both ions and electrons are imposed by the

considerable pressure. Due to the exceedingly small mass, free electrons can be pushed

slightly ahead of ions, resulting in spatial charge separation. Because of such separation,

an electric field is built up, which tries to restore the neutrality of the plasma. Due to

the self-generated electric field, the electrons cannot go too far from ions because of the

restoring electric force by the field. A balance is reached at some distance. Formal math

for the above description comes from the generalized Ohm’s law, in which plasma is
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treated as two fluids, ions, and electrons:

E + vi×B =
j
σ
− ∇Pe

ene
+

1
ene

j×B+
me

e2
∂

∂t
(

j
ne
) (2.32)

where vi is the ion thermal velocity, σ is the electric conductivity, j is current, Pe is the

electron pressure and ne is the electron density. The terms involving j and B typically

vanish for zero external magnetic fields and do not spontaneously generate a field, leading

to the simplified formula:

E =−∇Pe

ene
(2.33)

Equation 2.33 provides the relation of the electric field intensity at a specific location

given the pressure gradient and electron density there.

Next, we focus on the derivation of the potential of the entire electric field, which

is on the order of electron thermal energy (its temperature). When the electrons of higher

mobility move further along the shock propagation and separate with ions, they are

slowing down by the restoring electric force and lose all their energies at some point.

Therefore, the electric field vanished at the point when the electrons lose all their thermal

energy. In other words, the potential of the self-generated electric field is on the order

of the electron thermal energy. Together with the correction term from diffusion that is

corresponding to the density jump at the shock front, the potential can be written as:

∆φ≈ (kBTe/e) ln(ρ2/ρ1) (2.34)

where, ρ1 and ρ2 are the densities of shocked and un-shocked materials.
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2.3.4 Biermann battery effect and magnetic field generation at shock

front

Figure 2.4: FLASH simulation results for density profile (top) and magnetic map
(bottom) at a shock front. The shock was launched by the expanding plasma from a
carbon rod pushing into the surrounding. The plasma was created by laser irradiating
on the carbon rod. Image courtesy of Tzeferacosa.

Simultaneous generation of the magnetic field takes place in the plasma as well

when un-parallel components between gradients in density and temperature exist. A

mathematical expression can be derived by substituting 2.33 into the Maxwell-Faraday

equation, which states that a time-varying magnetic field always accompanies a spatially
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varying (also possibly time-varying), non-conservative electric field, and vice versa.

∇×E =−∂B
∂t

(2.35)

It produces the Biermann Battery equation:

∂B
∂t

=
1

ene
∇Te×∇ne (2.36)

where pe = ne ·Te. It is worth noting that, the equation is independent of external magnetic

field. Therefore, this source can generate magnetic field as long as there are temperature

and density gradients that are not parallel.

The detailed explanation of this generation mechanism uses the fact that our two

charged species have very different masses. If there is a pressure gradient in the plasma,

the particles become accelerated. The electrons gain greater acceleration than the protons

due to their smaller mass. If the electron density ne is constant in space, the electric field

stays static. However, the spatial dependence of ne gives rise to an electric current and

thus to the generation of a magnetic field [55, 56].

An example of self-generated magnetic field at a shock front is shown in Fig. 2.4

[57]. The images show the results by FLASH simulation for the 2D density and magnetic

profiles. The shock was created by laser illuminating on a cylindrical carbon rod. In the

shock expansion, the density evolution, determined by advection and the temperature evo-

lution, determined by thermal diffusion, obey different physical processes and therefore

eventually evolve into different spatial distributions during the shock propagation. The

unparallel components in density and temperature give rise to the growth of a magnetic

field.

The primary work of this dissertation is concerned with the characterization of
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the electric field as well as the magnetic field at the shock front in plasma to help better

understand the underlying physics of the shocks propagating in plasma.
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Chapter 3

OMEGA EP Laser Facility and the
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Experimental Design

3.1 Overview of OMEGA EP Laser Facility

Figure 3.1: A 3D model of the Omega EP Laser Facility at the Laboratory for Laser
Energetics

The OMEGA EP (extended performance) Laser System is in operation since 2008.

It is an extension of the 60-beam UV OMEGA Laser System. OMEGA EP has four,

frequency-tripled (wavelength ∼ 0.35 µm), kilojoule class, independently configurable

beamlines. Two of these can be compressed to a petawatt-class short pulse. A flexible

diagnostic system is applied to the facility. The combination of high intensity and

high energy in short-pulse and long-pulse operation and the diagnostic systems enables
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a wide range of experimental configurations for cutting-edge plasma, high-field, high-

pressure materials, and high-energy-density (HED) research as well as the development of

advanced radiation sources for applications. A full-system shot cycle takes approximately

1.5 hours. It is typical to have 7 to 8 shots per day. Besides, interleaved beam operation

on a 45-minute shot cycle is possible for compatible experiments with 2× more shots per

day.

OMEGA EP beams 1 and 2 can be compressed for short-pulse operation. From the

fiscal year 2019, these beams can provide 1.053 µm light with different pulse durations:

up to 0.5 kJ in 0.7 ps, 1.25 kJ in 10 ps, and 2.3 kJ in 100 ps The best focus is of

∼ 30 µm diameter containing 80% of laser energy. The peak laser intensity is above 2 ×

1020 W/cm2, with an intensity contrast of approximately 1000. Other pulse durations

between 0.7 ps to 100 ps can also be available. The two short-pulse beams can be operated

together to propagate along two perpendicular off-axis parabolas in the OMEGA EP target

chamber, or combined to co-propagate along a single ”backlighter” axis. OMEGA EP

beams 3 and 4 can provide simultaneous long-pulse operation for target preconditioning

in any short-pulse configuration The short-pulse Beam 2 (and Beam 1 in co-propagation

mode) can also be transported to the OMEGA chamber for joint operation with the

OMEGA 60 laser.

All four OMEGA EP beams can provide long-pulse (0.1 ns to 10 ns) operation to

the OMEGA EP target chamber. In this mode, the beams provide frequency-tripled light

(0.351 µm) in individually configured pulse shapes containing up to 5 kJ. Distributed

phase plates are used to produce smooth super-Gaussian focal spots with diameters of

400 to 2000 µm. The best focus without the distributed phase plates produces a spot size

of 100 µm.

A wide range of flexible diagnostic systems is available for experiments at the

OMEGA EP chamber. Three dedicated Target Positioning Systems enable control for
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multi-target geometries. Five ten-inch manipulators (TIMs) provide a standardized

fielding platform compatible with over 30 instruments, in addition to many fixed-port

diagnostics. Commonly used techniques include gas-jet plasma generation, externally

generated magnetic fields up to 50 T, x-ray imaging, spectroscopy and radiography,

proton radiography, electron/positron, and ion spectroscopy, powder x-ray diffraction,

velocimetry (VISAR) and streaked optical pyrometry (SOP), and 4ω optical probing.

3.2 Experimental design

In this section, we discuss the experimental design of a side-on proton radiog-

raphy platform to study the self-generated electric and magnetic fields at plasma shock

fronts using the OMEGA EP Laser Facility. The deviation between the experimental

observations and simulation results as well as the lack of studies for the associated

magnetic field necessitate the development of such a platform. Details about the design

have been published in Ref.[58].
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3.2.1 Experimental setup

Figure 3.2: Schematic of the proton radiography system setup. The shock is generated
by long pulse laser beams irradiating on the ablator. A beam of protons is generated by
a short pulse laser beam illuminating on a thin metal foil (40µm). They travel through
the objective and deposit on a stack of radiographic films placed on the other side. Two
windows on the gas tube were designed to reduce stopping along the proton path. A
soft-Xray spectrometer was placed to record the self-emission from the plasma at the
shock front through a 1 µm window.

Up to three long-pulse ultraviolet (UV) laser beams are available to drive a strong

shock by the ablation of a piece of plastic or glass foil. For OMEGA-EP long-pulse laser

parameters (using 1-ns duration and 400µm focus), the laser intensity can be as high as

31015W/cm2 using all three long-pulse beams. Using the interaction of the OMEGA-EP

short-pulse infrared laser, a beam of protons can be generated by high-intensity laser foil

interaction through the TNSA(target normal sheath acceleration) mechanism.

A schematic experimental platform studied in this thesis is shown in Fig.3.2.
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Three long pulse UV beams were used to drive a strong shock by the ablation of a piece

of foil located on the left side of the tube. Two options for the foils used in this platform

are either a 50µm thick CH plastic or a 2µm thick SiO2 glass. Details of the gas target

configuration are discussed in section 3.2.3. The proton beam axis is perpendicular to the

gas tube axis. The proton backlighter foil is positioned 7.5 to 8 mm away from the center

of the gas cell and typically driven with the short-pulse laser at best focus, at different

delays relative to the long pulse driver. The radiochromic film (RCF) pack is positioned

8 cm20 cm away from the center of the gas cell on the opposite side, depending on the

desired magnification. The entire RCF pack has a broadband spectral coverage from 3 to

30 MeV. Each film was sampling a different energy range (separated by 1 to 3 MeV) and

having a narrow bandwidth (0.1 MeV). Details is present in Sec.3.3.1.

The proton target is a cylinder containing two foils spaced 1 mm apart. The first

foil, typically 3µm thick tantalum, shields the second foil, typically 40µm copper, from

target plasmas. The short-pulse laser focuses on the second foil to produce the TNSA

protons for radiography.

The gas cell is a 5 mm long, 1.8 mm diameter tube with 50µm thick Kapton wall.

Two 2.5 mm by 1.5 mm rectangular windows along proton trajectories are laser-cut along

the Kapton tube and patched over with 1µm thick Kapton film to minimize stopping to

probing protons. Another 2.5 mm by 0.5 mm window on top is open to increase the

X-ray transmission rate to a soft X-Ray spectrometer. A mesh is attached outside the gas

cell to provide spatial fiducials. At the other end, a gas plug with a tube attached to the

gas station was placed for gas filling before each shot. Gases used were typically helium,

neon, and argon.

Experimental spatial resolution is ∼ 30µm for proton energies ∼ 15 MeV, as

inferred from radiograph images of the Cu mesh attached to the gas cell. The bar width

of the Cu mesh is 55µm, and the whole width of the Cu mesh is 285 m. The resolving
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power increases along with the proton energy. The spatial resolution is estimated from

the full-width-half-maximum of the mesh bars as they appear on proton radiographs of

different energies.

Using this configuration, shock strength (and temperature) can be tuned by either

varying the drive laser energy or changing the ablator material. Variation of the shock

strength allows proton radiography of the shock front as a function of relevant plasma

parameters. Experiments on this platform have radiographed shock-front propagation

in pure helium and neon at different times and different drive intensities. It also studied

shock propagation in binary plasma mixture of helium and neon of different compositions.

Those experimental results will be discussed in details in Chap4, 5 and 6.

41



3.2.2 Gas cell design

Figure 3.3: Cross sectional view of the gas target along proton path.

A cross sectional view along the proton path of the gas cell target is shown as

Fig.3.3. The shielding cone is made of engineering plastic that is of better mechanical and

thermal properties compare to the widely used commodity plastic (such as polystyrene).

A washer housing the ablator is attached to the narrower end of the shielding cone,

connecting it with the cylindrical tube. The ablator is∼ 1.4mm in diameter in adaption to

the inner diameter of the washer. The material of the ablator was improved from a 50µm

CH to a 2µm SiO2 for the generation of stronger shock. The cylindrical tube is made

of Kapton with the outer radius 1.9mm and wall thickness 50µm. A gas plug shown in

green, attached to the other end of the tube, was connected to the gas station for filling
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before each shot. Helium or neon gases were typically filled ∼ 5 minutes before shots to

ensure the required gas pressure

3.2.3 Proton target design

Figure 3.4: Cross sectional view of the proton target.

A cross-section view and a 3D diagram of the proton target is shown respectively

in Fig.3.4(a) and (b). The main components of the proton target are two metal foils

separating from each other by ∼ 1mm. They are housed by a plastic washer shown as

Fig.3.4(c), of which the inner diameter is 2.6 mm and the outer diameter is 3.2 mm. A

rectangular volume cut the washer for alignment purpose. The metal foil for proton

generation usually is a slice of 40µm copper that is suitable for the TNSA mechanism

when illuminated by short laser pulses. The duration of the laser is on the order of ps

and the intensity can reach 1018W/cm2. A shielding foil is placed in front of the copper

to protect it from the debris, which is usually a 3µm titanium. The entire washer was

protected by a Kapton cylindrical tube around 6 mm long with a wall thickness of 50µm.

A stalk connecting the proton target to the OMEGA EP chamber is shown in purple.
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3.3 Diagnostics

This innovative experimental platform adopts two principle diagnostics, proton

Radiography, and X-ray spectrometer. Proton Radiography diagnoses the electric and

magnetic fields as the charged particles are sensitive to the existence of fields. A soft-

Xray spectrometer called VSG (variable line spacing grating) was used to record the

self-emitted X-ray light from the shock front, thus inferring the temperature and density

of the plasma for the generation of the electric and magnetic field. A detailed discussion

of those diagnostics is provided in this section

3.3.1 Proton Radiography

The most important diagnostic is proton radiography in this platform. The proton

beams were generated by the interaction between a short-pulse laser with a piece of

thin metal foil via the TNSA (Target Normal Sheath Acceleration) mechanism. After

generation, the protons were sent to the shock front area to probe the self-generated

electric and magnetic fields. After traveling through the gas-cell area, the protons were

collected by a stack of radiographic films that were placed along their paths at a distance

∼ centimeters from the gas-cell.

Proton radiography is a technique widely used in laser-plasma interaction and

inertial confinement fusion relevant experiments for electric and magnetic field detection.

The whole system is composed of three primary parts: proton source, probing objective

and the detector. Energetic protons are generated via the TNSA mechanism, as discussed

in the following section 3.3.1.1. The probing objective in this study is the self-generated

electric field and the magnetic field associated with a shock traveling in the plasma

environment. Those fields are going to be discussed in details in chapter 4 and 5. The

detector is typically a stack of radiochromic films or CR-39 films[59]. The full discussion,
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including the mechanism for TNSA protons, and calibration of the radiographic films are

provided in this section.

3.3.1.1 TNSA protons

Figure 3.5: A 3D diagram qualitatively showing the TNSA (Target Normal Shealth
Accelaraion) proton scheme.

The mechanism of target normal sheath acceleration (TNSA) for ion beam genera-

tion has attracted significant attention in recent decades. Extensive studies are performed

including experimental demonstration [60, 61] and numerical analyses [62, 63].

When high-intensity laser pulse illuminates on a target, electrons gain energy

and heat up first due to the smallness of their mass. Hot electrons generated by the laser

target interaction can travel through the target and escape from the rear surface with a

large angle. Although some of the electrons become free of the target, most of them are

piled up at the rear surface due to the Coulomb potential. An electron cloud is formed.

The density of these electrons ne is distributed continuously in space and corresponds

to a Boltzmann distribution, ne = ne0exp(
eφ

kBTe
), where ne0 is the electron density in the

unperturbed plasma, Φ is the electrostatic potential, and Te is the electron temperature.
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On the other hand, ions stay in the target without significant movement due to their

exceedingly large mass. Because of the charge separation, a strong electric field sheath

can be built up, and its scale length is on the order of Debye length of the hot electrons

[64] as described by the following formulas.

Esheath =
kBTehot

el
(
MV
µm

) (3.1)

l ∼ λD =

√
kTehot

4πnehote2 (3.2)

At the very front of the expanding plasma, the Debye length of the hot electrons

becomes greater than the scale length of a contaminant layer. The contaminant layer,

composed of hydrocarbon, is generally formed from the air or pump-oil vapor on the rear

surface. This electric field can generally reach TV/m, which is strong enough to ionize

the atoms in the contaminant layer and accelerate the ions.

A large number of protons from the contaminant are accelerated normal to the

target surface by the generated electric field due to their highest charge-to-mass ratio.

This process of proton acceleration is displayed in Fig.3.6.
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Figure 3.6: Cartoon showing target normal shealth acceleration mechanism. Hot
electrons are generated by laser pulse interacting with a piece of thin target. They travel
through the target and form an electron cloud at the rear surface. A strong electric field
is generated on the scale of the Debye length of the hot electron near the rear surface of
the target. The electric sheath field ionizes atoms in the hydrocarbon layer and protons
are accelerated normal to the target surface.

3.3.1.2 Proton stopping

The stopping power on traveling charged particles by matter is inversely propor-

tional to the square root of the particle velocities. When penetrating through a material,

the deeper a charged particle goes, the smaller its velocity becomes; therefore the larger

stopping force it experiences. In other words, the deceleration of a moving particle

increases along with the depth it penetrates through. As a result, a traveling particle

typically loses most of its kinetic energy right before it stops. If we plot the energy loss

per unit distance against the penetration depth of a charged particle, a strong peak appears

at the end of its trajectory, which is called the Bragg peak[65].

Because of the Bragg peak, when penetrating through a material, protons tend

to deposit most of their energies into a narrow layer. The energy intensity (energy/unit

volume) becomes great within the layer of the particle stops. This large energy intensity

could change the chemical character and leads to the color change of some particular

material. If we make this particular material into a thin film and place it along the proton
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trajectory, it can image the distribution of protons of specific energy. With the utilization

of multiple films, each film at different depth can collect protons of the corresponding

energy. The entire film pack can provide proton radiography for the shock front at

different proton energies.

Fig. 3.7 shows the energy lost per micron again the penetration depth of a proton

into a typical film stack. The stack is made of 20 layers of HD-v2 films followed by 8

layers of MD-v2 films. A 100 µm thick aluminum filter is placed in front of the entire

stack. Three representative initial energies, respectively 5MeV , 10MeV and 20MeV are

plotted. The three corresponding Bragg peaks are recognized at different locations.

The radiochromic film composes the particular material, as mentioned before.

When energetic particles hit onto the material, if the energy intensity deposited by the

particles becomes strong enough to ionize the atoms in the material, its color will change.

The radiochromic film can be activated by ions, electron, X-rays, etc. Activation of

different kinds of radiographic film requires a different amount of energy densities. The

three most commonly used films are HD, MD, and EBT. The energy intensities they are

sensitive to are listed as follows:

HD-v2 10 ∼ 1000Gy
MD-v3 10 ∼ 100Gy
EBT-3 0.01 ∼ 40Gy

If the deposited energy intensity is smaller than the lower limit, the corresponding

pixel can not be activated. Otherwise, the deposition of energy intensity greater than the

upper limit results in the saturation of the corresponding pixel. The pixel then can not

reflect the correct number of deposited particles.

Utilization of the radiochromic films is popular in the inertial confinement fusion

experiment for its superior spatial resolution, which reaches 2.5µm [66], and its immediate

response. It allows quick and dirty observation for the results right after a shot in the
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Figure 3.7: Energy loss curve over penetration depth of protons in a typical RCF
stack composed of 20 HD followed by 8 layers of MD. a 100µm aluminum foil was
placed in front of the whole stack. Protons deposit most of their energy onto a highly
localized region due to the Bragg peak. Therefore, each film in the stack displays
the information carried by protons in a narrow energy range. Proton stopping power
curves were simulated for protons with three representitative energies: 5 MeV, 10 MeV,
20 MeV.

high energy density plasma relevant experiment and doesn’t require processing time.

49



Table 3.1: Composition data for GafCrhomic film used in this thesis. Table from [67]

Material Thickness Density Composition(Atom %)
(µm) (g/cm3) H C O N Li Cl Na S Br Al

HD-v2
Active
layer

8 1.2 58.4 27.9 11.7 0.1 0.6 0.6 0.5 0.3

polyester
layer

97 1.35 36.4 45.5 18.2

MD-v3
active
layer

15 1.08 56.8 29.147.12 6.94

Polyester
film

120 1.35 36.4 45.5 18.2

EBT-3
Active
layer

30 1.2 58.3329.6110.790.06 0.82 0.19 0.11 0.03 0.06

Polyester
layer

125 1.35 36.4 45.5 18.2

Typically, a single film is composed of an active layer sandwiched by the protect-

ing plastic. Table. 3.1 provides the composition information of those films.
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3.3.1.3 Radiographic films

Figure 3.8: Schematic of the proton radiography system setup. A beam of protons is
generated by a short pulse laser beam illuminating on a thin metal foil (40µm). They
travel through the objective and deposit on a stack of radiographic films placed on the
other side. The film pack is composed of multiple layers of radiography films. Each of
them corresponds to protons of specific energy in a narrow range. The corresponded
proton energy increases from the front layer to the back layer.

One of the detector pack used in the experiments in the current thesis is made of

28 pieces of film in total, configured as 20 layers of HD-v2 in front followed by another

8 layers of MD-v3 in the back. A 100µm aluminum foil is placed in front of the entire

stack for protecting the films from debris and filtering the co-moving electrons with the

proton beams.

The entire film stack covers proton energy from 3MeV to 22MeV , details of the

corresponding energy by each layer is displayed in Table. 3.2.
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Table 3.2: Proton energy corresponding to each layer of RCF film in the stack. There
are in total 28 layers in the film pack and a aluminum filter in front, covering proton
energy spanning from ∼ 3MeV to ∼ 22MeV .

Layer in the RCF stack Film type Corresponding proton energy(MeV)
Al 100µm

1 HD-v2 3.42
2 HD-v2 4.72
3 HD-v2 5.75
4 HD-v2 6.64
5 HD-v2 7.45
6 HD-v2 8.19
7 HD-v2 8.88
8 HD-v2 9.53
9 HD-v2 10.14

10 HD-v2 10.73
11 HD-v2 11.29
12 HD-v2 11.83
13 HD-v2 12.35
14 HD-v2 12.85
15 HD-v2 13.33
16 HD-v2 13.81
17 HD-v2 14.27
18 HD-v2 14.71
19 HD-v2 15.15
20 HD-v2 15.58
21 HD-v2 16.47
22 HD-v2 17.43
23 HD-v2 18.35
24 HD-v2 19.23
25 HD-v2 20.08
26 HD-v2 20.9
27 HD-v2 21.7
28 HD-v2 22.47

3.3.1.4 Calibration to dose

An Epson XL10000 scanner was used to scan the RCF films. Settings for the

scanning are as follow:
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Table 3.3: Epson XL10000 settings for RCF film scan

Mode Professional mode
Document Type film

Film Type Color Negtive Film
Image Type 16-bit Grayscale
Resolution 800 dpi

Scale 100%

Conversion from the transmission to dose follows the calibration formula derived

in [68], an overview for which is present in the following paragraphs.

The films were scanned into RGB files and calibration of the green channel of

the HD-v2 film was performed. The films were cut to 2 2 cm2 and irradiated with 10

MeV photons with the following doses: 1, 2, 5, 10, 20, 50, 110, 250, 550 Gy.

To convert the raw numbers reading from the green channel of the film to doses,

we first get the transmission using the raw intensity numbers:

Transmission = I/I0 (3.3)

where I is the raw pixel value reading from the green channel and I0 is the maximum

pixel value. Then the optical density can be calculated as:

OD =−log(T ). (3.4)

A plot of the optical density against the doses is shown in Fig.3.9. The curves can be

fitted with the formula as:

OD(Dose) = 0.00832+0.000831x4.410−7x2. (3.5)
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Figure 3.9: Optical density versus deposited dose of the GREEN channel of the irra-
diated HDv2 films with fitting the function of Equation 3.5. The film was scanned in
RGB. Note that the width of the fitting functions is only for illustration purposes and
does not reflect any quantitative values. Image courtesy of Chen.

3.3.2 Xray spectrometer

Another primary diagnostic in this experimental platform is a soft X-ray spec-

trometer. The spectrometer records the self-emission from the hot plasma at the shock

front, thus providing the information of the temperature and density at the shock front. In

general, two types of X-ray spectrometers are widely used: gratings and crystals. The

gratings are used for a soft X-ray spectrometer that covers photons of energy up to 2 keV.

In contrast, the crystals are used for hard X-ray spectrometer that covers photon energy

from 2 keV to 10 keV. In our experiments, a variable-line spacing grating spectrometer

was employed, which allows the spectrum to be recorded onto a flat film.
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3.3.2.1 Variable-line spacing soft-Xray spectrometer

Figure 3.10: 3D model of the VSG soft x-ray grating spectrometer. Image courtesy of
K. V. Cone.

The VSG was designed and built at the Lawrence Livermore National Lab [69,

70]. It has been regularly used at the Omega Laser facility[71] at the University of

Rochester. Fig.3.10 shows the 3-D diagram of the VSG. A horizontal entrance slit 1

mm long and 20µm width positioned at the front tip of the snout provides a line of sight

for x rays from the target onto the grating. A heavy-metal tungsten alloy block at the

front of the aluminum body prevents straight-through x rays from directly illuminating

the detector. A second block is positioned before the detector plane to block the zero-

order diffracted x rays reflected off the grating from illuminating the detector. A filter

composed of 1600Å aluminum-coated onto 5000Å of polypropylene positioned between

the grating and detector reduces the background signal due to scattered optical light

within the instrument.

The grating was designed with variable line spacing to focus the diffracted light

onto a flat field [72] as shown by Fig.3.11. The utilization of the variable line spacing
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grating makes it possible to use a flat detector without suffering a substantial loss of

resolution across the covered spectral range. The VSG records spectra in the range of the

20 to 200 (6 to 60Å) by using a 2400 lines/mm diffraction grating.

Figure 3.11: The use of a concave aperiodic grating allows the spectrum to be recorded
on a flat plane, rather than on a curved surface. Image courtesy of M.-Y. Shen.

3.3.2.2 Calibration of the VSG

The calibration of the dispersion of the VSG is provided in Ref[70]. In this

section, we give a brief review of the reference.

Line emission from the hydrogen and helium-like ions of carbon, nitrogen, oxy-

gen, neon, and aluminum were used for the calibration. The result is shown in Fig. 3.12.

The equation used to fit the curve is the standard grating equation given by:

mλ = d(sinα− sinβ) (3.6)
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where m is the diffraction order, d the line spacing in the center of the grating, α the

normal incident angle 88.7°, and β the dispersion angle given by [arctan(236/(y−y0))−

1.8°] where y is the spectral line position in millimeters and y0 is the offset.

Figure 3.12: Wavelength of the emission lines versus their positions on the detector.
Image courtesy of J.Park

3.4 Simulation tools

In the process of unraveling the self-generated field structure at the shock front,

multiple simulation tools are used. The most important three are rad-hydro simulation

code FLASH, hybrid particle in cell code LSP (large scale plasma) and a particle tracking

code. FLASH is used to give an overview of the shock propagation and provide the

associated plasma parameters, density, temperature and pressure for instances. LSP

is used to simulate the field generation as the Biermann Battery mechanism has not

been fully implemented in FLASH. The particle tracking code is used to simulate the
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proton trajectory and their deposition on the detector given the structure of the electric

and magnetic field, thus to constrain the field by forward fitting the observation from

experimental data. Here we discuss FLASH simulation in more detail.

3.4.1 FLASH

The FLASH code is a parallel simulation code capable of handling radiation-

hydrodynamic problem, for instance, the shock propagation studied in this thesis. A

module of the laser-plasma interaction part, which calculates the laser absorption due to

inverse bremsstrahlung is also included. Therefore, the full process from shock initiation

by laser illuminating on a piece of ablator to the shock propagation into gases can be

modeled by FLASH simulation. For a shock simulation, the primary modules in the

input deck include radiation and opacity parameters, for which EOS tables for various

materials are used, laser parameters, conduction parameters, hydro parameters, initial

conditions, time and mesh parameters. An example of the laser parameters set up is

shown in Fig. 3.13
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Figure 3.13: example of the setup in laser parameter module in flash simulation.

Fig. 3.14 displays an example of the FLASH simulation results. It shows the 2D

density and pressure maps of shocks propagating in silver targets and the snapshots were

taken 5ns after the shock initiation. Initial density of the targets were ∼ 10.5g/cm3. The
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shocks were created at position zero along Z axis by laser illumination onto 500µm thick

silver targets. The laser delivered respectively 200J, shown as Fig. 3.14(a), and 2J, shown

as Fig. 3.14(b), total energy during 5ns onto a 100 m spot.

From the snapshot showing the shock driven by the 200J laser on Fig. 3.14(a), the

shock traveled for ∼ 130µm with a velocity of ∼ 26 km/s. The peak pressure and density

at the shock front reach to 70 Mbar, and ∼ 60g/cm3, resulting in a compression ∼ 6x.

In comparison, the shock driven by the 2J laser traveled for ∼ 45µm with a velocity of

9km/s. Despite its compression, ∼ 6x, being comparable to that by the 200J laser, the

maximum pressure ∼ 6 Mbar is smaller than that by a factor of more than 10.
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Figure 3.14: 2D density (left) and pressure (right) maps for shocks respectively driven
by 200 J, 5 ns laser and a 2 J, 5ns laser. The spot size for the square shaped laser pulse
was 100 m. The snapshots was taken at 5 ns after the shock initiation.

Another example of the shock created by the laser ablation of a piece of foil in

helium gas is shown as Fig. 3.15. The 2D density and electron temperature maps are

displayed.
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Figure 3.15: 2D density (top) and electron temperature (bottom) maps for shocks driven
by 700 J, 0.5 ns laser. The laser comes from the left. The shock is propagating from
left to right in helium gas and a 2µm glass has been placed on the left illuminated by
the laser for the shock initiation. The spot size for the square-shaped laser pulse was
∼ 750µm. The snapshots were taken at 3 ns after the shock initiation.
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Chapter 4

Electric field at the shock front

In this section, we describe results from experiments on the study of field gen-

eration at the shock front in low-density gas configured in quasi-planar geometry using

broad-energy proton probing. Experiments were conducted using three long-pulse laser

beams with a total energy of 6.4 kJ in 2 ns for shock generation and an 850 J, 10 ps

short-pulse laser to produce broadband protons for radiography. Observations of the

deflection pattern of probe protons show the existence of self-generated electric fields at

the shock front with the electric potential on the order of 300 V. Analytical and particle

tracking methods support this conclusion. The content presented in this section has been

published in [27].

4.1 Introduction

Self-generation of electric fields at the plasma shock front is a kinetic effect that

could affect the shock convergence phase[13, 34, 33]. Several candidate mechanisms

explaining the formation of these fields were first proposed by Amendt et al[73], and
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ion-kinetic simulation work was later performed by Bellei et al[31]. These fields, which

are generated on the basis of charge separation[17, 18], are present at the fronts of strong

plasma shocks, where large electron pressure gradients exist[5, 22]. Electrons, being

more mobile than ions, are pushed slightly ahead of the shock, producing a negative

charge surplus in the front of the shock. This creates an electric field pointing along the

shock propagation direction.

Direct observations of the field were made by Rygg et al[26] and Li et al[23] in

implosion experiments using monoenergetic proton radiography. However, limited by the

spherical geometry, detection of the inward propagating shock fronts and the associated

electric fields could not be distinguished from the ablator encompassing them by proton

radiography. Besides, it is difficult to accurately constrain the field strength using the

single energy datum provided by mono-energetic protons.

In this letter, we present results from a recently developed platform[58] using

planar geometry and broadband proton radiography to investigate the shock front on the

OMEGA-EP laser[74, 75]. Data from multiple proton energies are collected for each

shot, which enabled the discrimination of the ablator and the shock front as well as the

quantitative constraining of the field strength. An electric field on the order of a few

microns wide and 300 V potential at the front of a 0.5 Mbar, Mach 10 shock is reported.

4.2 Shock Initiation and Proton Radiography images

A schematic diagram of the experimental setup is illustrated in Fig. 1(a). The

main target was a cylindrical tube of 2 mm diameter and 5 mm length. The tube had 50

lm Kapton walls and two 1 lm thick Kapton windows along the line-of-sight of proton

trajectories towards the radiochromic film (RCF) stack[76]. Pure helium gas filled the

gas tube through the filling tube, which is at the right end of the gas tube in green and
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Figure 4.1: (a) Schematic of the experimental setup. (b) A typical proton radiograph
taken with 7.5 MeV protons at 4 ns after the start of the long pulse. The gas-cell target
was filled with 3 atm helium and driven by three lasers with 6.4 kJ over 2 ns.

purple. A strong shock was created in the gas by laser ablation of a polystyrene (CH)

foil located on the left end of the gas tube. Three synchronized long-pulse laser beams

were used to drive the shock by delivering total energy of 6.4 kJ in a 2 ns square pulse. A

plastic cone was mounted around the CH foil on the left of the gas tube for plasma debris

shielding. A semicircular copper grid with 55 lm wires and 340 lm period was attached

to the bottom of the tube as a spatial reference.

The proton imaging scheme is composed of a back-lighter target and the RCF

stack, respectively located at 7.5 mm and 12 cm on either side of the tube, corresponding

to a magnification of 17 for the radiography. The proton backlighter consisted of a 40

lm copper foil strip protected by a plastic sleeve and a front foil. The front foil was 5

lm copper and separated from the copper foil strip by 1 mm to shield it from the target

plasma. The Cu strip was illuminated by a short pulse laser with 850 J in 10 ps. A

proton beam with energy spanning 20 MeV was generated from the target normal sheath

acceleration mechanism[62].

The film stack had a 100 lm aluminum filter in the front, followed by 20 layers
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Figure 4.2: Shock front area captured by 7.5 MeV protons at 4 ns. A lineout across the
center of the shock is plotted in red. The x-axis represents the distance from the initial
ablator position. The spatial scale is adjusted to the objective plane by dividing the film
measurements by the magnification of 17.

of GAFChromic HD-V2 films and then 8 layers of GAFChromic MD-V3 films[77, 78].

Each film is most sensitive to a specific energy band of 12 MeV. Thus, the entire stack

can produce up to 28 radiograph frames using protons spanning 3 MeV to 22 MeV.

A typical radiograph taken by 7.5 MeV protons 4 ns after the start of the laser

drive is shown in Fig4.1(b). The fill gas was pure helium at 3 atm (corresponding to

an initial density of 0.5mg/cm3). Two dark rings are detected inside the window area,

which are shown on a larger scale and with higher contrast in Fig4.2. In the figure, a 2D

space map of the proton signal is plotted on the grayscale, and a lineout along the center

of the shock is plotted in red. The spatial scale of Fig4.2 is adjusted to the objective plane

by dividing the measurements on the film by the magnification of 17.

The origins of the two rings are identified to be the density scattering effect from

the gas-ablator interface and field deflection at the shock front using the 2-D radiation

hydrodynamic code FLASH[39]. Figure4.3(a) shows simulation results including pro-
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files along the shock propagation direction for density (blue) and the electron pressure

(green). Experimentally, the shock traveling distance at 4 ns is around 1.2 mm from the

radiography measurement, which is in good agreement with the shock front position in

the simulation as shown in Fig4.3(a). The two rings spacing is measured to be around

140µm accounting for the magnification of the radiograph, which is reasonably close

to the separation between the shock front and the gas-ablator interface predicted by

simulation (160µm) as in Fig4.3 (a). Therefore, we attribute the two rings to correspond

to the shock front and the gas ablator interface. In addition to the data point at 4 ns, a

data point from a nominally identical shot with proton probing at 3 ns is also included

in comparison with the simulation as shown in Fig. 4.3(b). At 3 ns, only one ring is

observed by the radiography, whose position is plotted in black. Likely, the shock front

is not sufficiently separated from the ablator such that it cannot be resolved by the proton

radiography at that time. The simulated distances of the ablator gas interface and the

shock front are plotted vs time in solid blue and dashed green lines, respectively. The

experimental data are displayed by circles with error-bars. The shock breakout from the

ablator at an early time and its propagation away from the ablator at a later time are well

depicted in Fig. 4.3(b). Overall, the FLASH simulation is in agreement with all three

data points within the error bars, confirming our identification of the two rings.

We here discuss the calculation of the density scattering by the simulated ablator

gas interface using Highlands formula[79]. In this calculation, the target density is

0.1g/cm3 as in simulation and the target thickness is 1 mm (radius of the tube cross-

section). Using the calculated scattering angle, a proton ring of 70µm wide is expected

on the radiography film, which shows good agreement with the measurement of the inner

rings width. This gives us additional confidence that the FLASH simulation is reasonable

in reproducing our experimental conditions. Therefore, outputs such as pressure and

temperature are used in the analyses described below.
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Figure 4.3: (a) FLASH simulation result for the shot shown in Fig. 4.2, which was
filled with 3 atm and driven by a laser with 6.4 kJ in 2 ns. The x-axis represents the
distance from the initial ablator position (zero point), where the shock was initiated.
The snapshot was taken at 4 ns. The density profile across the shock center is plotted
in solid blue, and the electron pressure is shown by a dashed green line. The pressure
at the shock front is ∼ 0.5 Mbar. (b) Simulated shock front (dashed green curve) and
ablator-gas interface (blue curve) movement as a function of time. The circles with
error-bars correspond to the data. Only one ring is observed at 3 ns, which could be the
combination of both the interface and the shock front, and is plotted in black.

Not all layers in the RCF stack record deflection ring features that can be used for

measurements, limited by the field potential as well as the image quality. The front-most

layers collect signals from low energy protons. The deepest layers, collecting protons

with up to 22 MeV, did not show a detectable ring with good contrast to the background

presumably because these high energy particles were less susceptible to the fields. This

phenomenon is also observed using a ray-tracing program for proton imaging that will

be discussed later.

As there is a density gradient at the shock front, density scattering can also be

a factor for the outer ring generation. To figure out this possibility, we estimate the

scattering angle by the density gradient at the shock front using the Highland formula

again. The densities on the leading and trailing sides of the shock front are 3.3mg/cm3

and 0.5mg/cm3 (compression is about 67 for a single shock with the radiation effect

taken into account), respectively; the scattering effect is only able to make a ring up to 1
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µm wide on the film for protons with energies between 5 and 8 MeV. Compared to the

measurements of 50 µm, density scattering is negligible at the shock front.

4.3 Electric Field Calculation

4.3.1 Analytical method

Now, we will discuss the process used to extract the E field information, which is

obtained by analyzing the outer ring observed in the radiographs. This ring is observed

with the decreasing width for increasing proton energy because slower protons are more

deflected by the field. The analytical solution of the proton deflection angle due to a

radial electric field at a spherical surface was studied by Kugland et al[80]. The process

is described as follows: the deflecting component of a proton traveling in the Z-direction

through a field transversely can be described by the following equation

dVx

dt
=− e

m
∂φ

∂x
(4.1)

where x is along the field pointing direction, vx is the deflecting component caused

by the field, mp is the proton mass, e is the electric charge, and φ is the electric potential.

Based on the relation that dz = vzdt, the deflection angle then can be expressed as

αx =
vx

vz
=− e

2E p
∂

∂x

∫
φ(x,y,z)dz (4.2)

Transforming the equation into spherical coordinates and assuming that the field

profile is a delta function right at a spherical surface (a valid assumption when the field
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width is significantly smaller than the radius) give the deflection angle

α =−4er
E p

∫ dr√
R2− r2

dφ

dr
=

4eφ

Ep

R√
2R∆x

(4.3)

in which R is the spherical radius and δx is the proton displacement along the

deflecting direction in the field. R is 935µm by the measurement and δx is assumed to

be on the scale of the ion ion mean free path at the shock front, 0.4µm[5]. The ring

width is determined by the spread between the protons experiencing no deflection (α = 0

when a proton passed by the sphere) and those experiencing maximum deflection by

the field. Therefore, the potential is calculated using the measured ring widths and

their corresponding proton energies as shown in Fig4.4. The FWHM (full width half

maximum) of the rings is measured from the lineouts from three layers in between 5

MeV and 8 MeV. One example of the lineouts is shown as the red curve in Fig4.2. Data

points are plotted as blue circles, from which the electric potential is estimated to be

320 ∼ 350 V within the measurement errors. The black dashed line shows the expected

behavior using the above equation when potential equals 330 V.

4.3.2 Numerical method

In addition to these calculations, a ray-tracing program to model the proton

trajectories in the presence of electric fields is used to reproduce the images recorded by

the film. In this process, a hemisphere shell-shaped electric field pointing outwards is

implemented with a potential of 330 V. The field is uniformly distributed, and the radius

of the sphere is 935µm. The proton source size is taken to be 10µm[81]. The output

image has been adjusted such that the resolution is about the same as the data. Two

simulated images by protons of 5.8 MeV (a) and 12.3 MeV (b) are displayed in Fig4.5.

As expected, the results show strong energy dependence. In the simulated images, widths
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Figure 4.4: Ring width versus probing proton energies. The dark blue dots with error-
bars are experimental data, and the pink dots are results from a ray tracing program.
The three dashed curves are from Eq. 4.3, which show the result for potentials of 320 V,
330 V, and 345 V

are also measured at the same three proton energies as shown in Fig4.4 and are plotted in

pink dots.

4.3.3 Discussion

Now, we discuss the reasons for these fields. A couple of candidate mechanisms

have been proposed to explain the field existence since its observation. One such

mechanism is attributed to the gradient in electron pressure, which can give rise to an

electric field. In this case, free electrons can be pushed slightly ahead of ions due to

their higher mobility, thus creating the electric field pointing along with the shock. The

field strength can be expressed as E = −∇P/en, where n is the electron density, P is

the electron pressure, and t is the electric charge. With the pressure profile shown in

Fig4.3(a), the electric potential created at the shock front is 600 V.

The second approach compares the potential with the thermal energy[82]. In

this mechanism, the electrons, being more mobile than ions, will diffuse ahead of the
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Figure 4.5: Proton images by the ray tracing program at two energies, 5.8 MeV (a) and
12.3 MeV (b). The electric field was set up to be 330 V, and the energy dependence is
seen.

shocked ions due to the density gradient existing at a shock front, thus giving rise to an

electric field. The potential formed in this process is mostly dependent on the electron

temperature as expressed by ∆φ≈ (kBTe/e) ln(ρ2/ρ1), a simple expression that electrons

can go no further than when they have lost all their thermal energy in overcoming the

field potential. Here, ρ1 and ρ2 are the densities of shocked and un-shocked materials.

As the electron temperature is around 300 eV and the compression is around 67, the field

potential is about 600 V predicted by this model.

These theoretical considerations predict a higher electric potential compared to

the experimental data. There are a couple of possibilities for this difference; first, the

FLASH simulations were conducted in 2D, which might contribute to a sharper jump at

the shock front when compared to the experiment. Further, in the analytical equation,

the proton displacement in the field is considered to be 0.4µm according to the ion mean

free path calculation, which might have underestimated the potential since in reality the

displacement could be longer than the mean free path.

In summary, a strong self-generated electric field at a 0.5 Mbar shock front

created in a low-density system has been both experimentally observed using broadband
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proton radiography and theoretically predicted to be on the same scale. Additionally, 2-D

radiation hydro simulations have been conducted, and the E field inferred from them also

is favorably comparable with the experimental results. Possible reasons as to why the

results are not an exact match are presented.

Chapter 4, in full, is a reprint of the material as it appears in Applied Physics

Letter: R. Hua, H. Sio, S. C. Wilks, F. N. Beg, C. McGuffey, M. Bailly-Grandvaux,

G. W. Collins, and Y. Ping “Study of self-generated fields in strongly-shocked, low-

density systems using broadband proton radiography” Applied Physics Letter, 2017. The

dissertation author is the primary investigator and author of this paper.

73



Chapter 5

Magnetic field at shock front

In this chapter, we discuss the observation of a magnetic field at the front of a

Mach ∼ 6 shock propagating in a low-density helium gas system. Proton radiography

from different projection angles not only confirms the magnetic field’s existence, but

also provides a quantitative measurement of the field strength in the range ∼ 5 to 7

Tesla. X-ray spectrometry allowed inference of the density and temperature at the shock

front, constraining the plasma conditions under which the magnetic and electric fields are

generated. Simulations with the particle-in-cell code LSP attribute the self-generation of

the magnetic field to the Biermann Battery effect. The content presented in this section is

under review.

5.1 Introduction

In recent decades, the electric fields associated with shock fronts have attracted

great attention and are widely studied with proton radiography [23, 24, 25, 26, 27].

However, the extremely small scale of shocks and the finite resolving power of proton
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probing highlights the difficulty of not only differentiating between electric and magnetic

fields but also of providing a quantitative description of the field structure. As a result,

the critical role played by the magnetic field has been underappreciated and only the

electric field has been included in the experimental analysis, which has resulted in an

aberration of up to a couple of orders of magnitude between experiments and simulation

[23]. In addition, the numerical difficulties associated with magnetohydrodynamic

simulation (MHD) of shocks imposes limitations on our ability to account for their effect

on shock evolution [35]. Consequently, the magnetic fields associated with shocks remain

unexplored both experimentally and theoretically.

While the existence of the magnetic field in laser-target interactions has been

reported [83, 84], study of their evolution associated with shock propagation is rare

in current literature. Recently, Rinderknect et al. [85] measured the spatial profiles

of the ion temperature and density in strong plasma shocks; 3-D simulations predict

strong magnetic fields ∼ 10 to 102 Tesla are present during the stagnation phase in ICF

[86], which could reduce the thermal loss from the hotspot [87, 88, 89]. Improved

observations are necessary for comprehensively understanding plasma shocks, as well as

benchmarking codes.

In this Letter, we report the direct observation and quantitative description of a

(Mach ∼ 6) shock-associated magnetic field by varying the projection angle of probing

protons. The experiments were conducted on the Omega-EP facility. The measurement

of the self-generated electric field has been reported in 2017 using the same platform

but with normal incident protons to the apex of the shock front [27]. The explanation

that a magnetic field was diagnosed in the current article using oblique incident protons

whereas an electric field was probed in the previous chapter by normal incident protons

is discussed in detail in Section 5.1.1
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5.1.1 Normal and oblique proton incidences for electric and mag-

netic field

Figure 5.1: Simulated RCF images for protons from behind the apex in (a), normal to
the apex in (b) and beyond the apex in (c). (a) and (c) respectively correspond to the
proton source ‘1’ and ‘2’ in this article while (b) displays the result corresponding to
the proton source position used in previous chapter.

A seeming contradiction arises from an article in 2017 that reported the measure-

ment of the electric field using a similar experimental configuration [27]. A detailed

discussion regarding this problem is provided in this section.

The reason that the field type probed in the previous chapter was identified as an

electric field, whereas it is predominantly a magnetic field in the current article, arises

from the different proton probing angles, which is the result of an improvement in our

technique. In the previous article, the proton source position was perpendicular to the

apex, while in the current study we intentionally explored oblique angles.

The magnetic force exerted on protons strongly depends on the proton incident

angle while the electric force does not. As the radiographic data in Fig. 5.1 show, in

the presence of a sufficiently strong magnetic field, a bright or dark ring respectively

76



forms on the detector plane when probing the shock front from behind or beyond the

apex (Fig. 5.1 (a) and (c)). In contrast, when the protons probe the apex perpendicularly,

the effect of the magnetic field will cancel and only the electric field effect will appear.

Therefore, the magnetic component at the shock front did not reveal itself in the previous

chapter using normal proton incidence. The lack of signal fluctuation in Fig. 5.1(b) is

consistent with the previous article, where only less energetic protons can detect the

electric field due to its weak intensity.

Figure 5.2: Normal proton incidence to the apex and their interaction with the magnetic
field in (a) and electric field as shown in (b). The normal incident protons end up with
no net deflections by the magnetic field due to their nearly symmetric movements at
the near and far sides of the shell, therefore only deflections by electric field can be
disclosed.

Fig. 5.2 sketches how magnetic field (a) and electric field (b) deflect protons in

the case of normal incidence. Under the cross-sectional view, the azimuthal magnetic

field points into the screen on the far side of the shell and out of the screen on the near

side as shown in Fig. 5.2(a), and the electric field points radially outward as shown in
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Fig. 5.2(b).

The perpendicular proton trajectories are nearly symmetric with respect to the

z-axis (the center axis of the shell), on different sides of which the magnetic forces are

opposite. Therefore, the magnetic effect eventually cancels as shown by Fig. 5.2(a), and

the net proton deflection only arises from the electric field as shown in Fig. 5.2(b).

The case of oblique proton incidence is illuminated by Fig.3 in the main manuscript

and a paragraph of the corresponding explanation is presented.

5.2 Shock Creation and Proton Radiography Data

Figure 5.3: (a) Schematic diagram of the experimental setup. Proton source ‘1’ is
located ∼ 800 µm behind the shock longitudinally and 1 mm away from Proton source
‘2’ that is ∼ 200 µm in front.
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Figure 5.4: RCF image from ‘proton source 1’ by (a) and ‘proton source 2’ location by
(b). Shocks were initiated at location ‘0’ along the z-axis by the ablation of a SiO2 foil,
which was placed 200µm inward relative to the left window edge. The images were
captured 3ns after the shock initiation by 15.6 MeV protons. Values in the color-bar
represent the dose in Gy unit (J/kg). The two shocks are of identical conditions, only
the proton source location varied. (c), (d) Simulated images from ‘proton source 1’
and ‘2’ produced by a 3-D particle tracking code. The white dashed lines indicate the
corresponding window boundaries’ position.
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The main target is a cylindrical tube 2 mm wide and 5 mm long, filled with pure

helium gas at 1 atm. The tube is made of 50 µm polystyrene (CH) with three 1 µm-thick

windows along the axis, two of which reduce the stopping of probing protons while the

other minimizes the absorption of emitted light collected by a soft X-ray spectrometer.

A strong shock was created when two synchronized long-pulse laser beams

delivered 1 kJ total energy in 0.5 ns square pulses to ablate a 2 µm SiO2 foil located on

one end of the tube [58]. The shock velocity is ∼ 600 km/s. The calculation of Mach

number as the ratio of shock velocity to the sound speed of the rest medium took into

account the preheat ahead of the shock front, as observed from the VGS spectra shown in

Section 5.4.

The probing protons, spanning 20 MeV [62] in energy, were produced by a short

pulse laser (400 J, 10 ps) interacting with a 40 µm copper strip. This proton side-lighter

target was positioned 7.5 mm laterally from the tube axis and the RCF stack was opposite

it 12 cm from the tube axis, corresponding to a magnification of 17×. Two proton

sources were located 1 mm apart as labeled in Fig. 5.3: ‘proton source 1’ was located

800 µm behind the shock front along the tube axis and ‘proton source 2’ was located

200 µm ahead. Protons from the two sources probed the shock at two different lines of

sight, thereby confirming the structure and magnetic nature of the field by geometrical

considerations. A semicircular copper grid with 55 µm bar and 340 µm gap size was

attached to the bottom of the tube as a spatial reference.

Fig. 5.4(a) and (b) show the RCF images of two identical shocks probed from

proton source ‘1’ and ‘2’, where the color scale represents dose per pixel in Gy unit

(J/kg). Each shock was generated in 1 atm pure helium gas by two 0.5 kJ, 0.5 ns laser

pulses. The white arrow on each image identifies the shock front positions 3 ns after

the shock creation. We analyzed each shot through the entire RCF stack, observing an

energy-dependent change of the ring structure over 7 MeV to 16 MeV. However, because
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the resolving power is better at higher proton energy, we focus our analysis on the image

produced by 15.6 MeV protons, due to their superior contrast. Analysis of radiography

data from lower energy protons provided similar results but of lower precision, examples

of which are provided in the Section 5.6.

The contrary proton flux pattern in Fig. 5.4(a), a higher flux (bright ring) ahead,

and (b), a lower flux (dark ring) ahead, allows us to conclude that the field at the shock

front deflects protons in a manner dependent on their incident angles. This signature

confirms the domination of the magnetic field over the electric field, since electric fields

deflect charged particles independently of their incident angles. Fig. 5.7 displays the

detailed process of how a magnetic field at the shock front deflects protons, in which three

scenarios are discussed under the cross-sectional view. Given the azimuthal symmetry

of the system, the field points out of the paper at the bottom part of the shell (nearer

the proton source) and oppositely into the paper at the top part. Interaction between

protons and the field within the shell can be categorized into two scenarios: one is shown

as Fig. 5.7(a), where the proton trajectories intersect with the shell twice at both the

near and far parts; the other is shown as Fig. 5.7(b) and (c), where the protons interact

only the near or far side of the shell respectively. For the former case, regardless of the

source location, deflections by the two intersections cancel each other, thus unbending

the final proton trajectories. For the latter cases, where a proton grazes only the near

or far part of the shell, as shown by Fig. 5.7 (b) and (c), the signal from source ‘1’ and

‘2’ will be deflected in opposite directions. Consequently, protons from ‘source 1’ are

deflected to the right given the out-of-paper B pointing and produce the bright leading

ring as observed in Fig. 5.4(a); while protons from source position ‘2’ are deflected to

the left and result in the dark leading ring as shown by Fig. 5.4(b). When it comes to the

electric field, protons are deflected to the right regardless of their incident angles due to

the radially outward directionality of the field [27].
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Although both field types must exist simultaneously at the shock front, we will

show later that the magnetic field dominates and the contribution from electric field is

ignorable in the following, where we quantitatively unravel the structure. Before doing

so, it is important to address the effect of density scattering that could also cause proton

deflection due to the sharp density gradient at the shock front. A detailed discussion of

this process is included in Section 5.2.1, which shows that the density effect is negligible

under our condition.
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5.2.1 Density scattering contribution in the radiography data

Figure 5.5: (b) and (c) are the experimental and simulated RCF images for the SiO2
foam target. (a) lineouts from proton radiography of the foam target: solid blue and
dashed red are respectively experimental and simulated proton signals from the edge of
the SiO2 foam target.

Here we show that the observed features in the proton radiographs cannot be

explained by scattering in the vicinity of sharp density gradients. Two sites where such

gradients exist are at the shock front and at the material interface between the ablator and

gas.
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Figure 5.6: Lineouts from proton radiography of the shock: solid blue is the measured
signal across the shock front. Dashed brown is the simulated proton signal by density
scattering.

We employed a 3D particle tracking program to do the estimation, in which High-

land formulation [79] was used to calculate the proton trajectories as they experienced

scattering on a density gradient. To benchmark this method, the predicted scattering was

compared to experimental radiographs of an unshocked density gradient - the limb of

a cylindrical SiO2 foam target of 50mg/cm3. The comparison process is displayed in

Fig.5.5: (b) and (c) respectively show the experimental and simulated RCF images of the

foam target by 3.9MeV protons. The reason for choosing data at 3.9MeV is that during

this shot, the short pulse for proton generation was only 50J instead of 400J, thus the

proton energy only reached to ∼ 5MeV. In the experiment, a shock was launched into

the foam and reached to about half the tube when proton arrived. The unshocked part is

used for comparison. We compared the lineouts across the edge of the cylinder shadow

between experimental data, in solid blue, and simulation result, in dashed red, as plotted

in Fig. 5.5. The good agreement confirms the accuracy of the method.
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Based on this fair agreement, we simulated the density scattering effect for the

shock scenario. The density profile across the ablator and shock is calculated by a

radiative hydrodynamic code FLASH [90]. The reliability of the simulation has been

discussed in [27]. Density drops from 20mg/cm3 in the ablator region to 1.3mg/cm3 in

the shocked gas and then to 0.17mg/cm3 in the un-shocked region. This configuration

was simulated with the tracking code to observe the effect of scattering, and the simulated

dose profile is plotted as the dashed red curve in Fig.5.6. The variation is imperceptible

compared to the observed proton signal across the shock front as plotted in the solid blue

curve.

The Highland formula can provide additional confirmation through consideration

of its scalings: the scattering angle is inversely proportional to the proton energy and

directly to the square root of density. By comparing the condition of the shock with the

SiO2 target, we can make the following estimation. The scattering effect on 13.8MeV

protons by the 20mg/cm3 ablator would be ∼ 5.6× weaker than that to 3.9MeV protons

from the 50mg/cm3 foam edge. Therefore, as the scattering signal (solid blue on

Fig.5.5(c)) from the edge is ∼ 20% of the measured signal (solid blue on Fig.5.6) form

the shock front (by comparing the bumped area), the density scattering from the shock

front would only be ∼ 3.5% of the measured signal, which can be neglected.
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5.3 Data Analysis by 3D particle tracing Program

Figure 5.7: Cross sectional top view of the hemispherical shell model of the shock
front B field. (a) shows the case where a proton intersects the shell twice, resulting
in deflections right then left located at the red and green dashed circles respectively.
Because the deflections are opposing, no obvious variation can be observed on the film.
(b) and (c) show the cases where a proton intersects only the near or far side of the
shell, respectively. The figure conveys the idea of right deflection and left deflection
qualitatively and the incident angles of the proton trajectories are not drawn to scale.

We employed a 3D particle tracking program to simulate the proton probing

scheme and study the field structure by quantitatively matching the experimental data

with simulation results. The geometric diagram in the simulation replicates the proton

probing setup. At the shock region, an azimuthal magnetic field is implemented given

the cylindrical symmetry of the shock. The 3D field has non-zero magnitude only within

a hemispherical shell of 1mm radius and its direction points clockwise as viewed from

the apex. The Leapfrog method [91] was used to compute the proton trajectories as they

experience the Lorentz force in the prescribed fields. By adjusting the field parameters:

magnetic strength, shell thickness, and its spatial distribution along both x and z axes, we

are able to quantitatively forward fit the experimental data.
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Figure 5.8: Lineouts from the center axis of the proton rings both from experimental
and simulated data. The first row of the plots show fittings for ’proton source 1’ image
and second row for ’proton source 2’. On each plot, the dark blue curve represents
the data and the red curve is best fitting. The two additional curves show the misfit
when a certain parameter deviates from its best-fit value: (a) and (c) show the deviation
of magnetic strength. The spatial profile is fixed triangular and the field thickness is
120µm; (b) and (d) show the deviation of the shell thickness. The spatial profile is fixed
as triangular and the peak magnetic strengths are at 5T and 7T respectively; The light
blue curve on (a) and (c) plot the results from the pure electric field of 300 V potential,
which is negligible compared to the measurement.

To include the possibility of both magnetic and electric fields’ influence, an

electric field corresponding to a 300V potential and given varied width is included.

The electric field was obtained from another diagnostic, a 1-D resolved soft X-ray

spectrometer, known as a VSG (Variable line Spaced Grating spectrometer) [70], which

measured the shock temperature and density to be ∼ 140eV and ∼ 1.5mg/cm3. A
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detailed discussion of the measurement process is provided in the Supplementary Material

Section III.

According to the expression ∆Φ≈ ln(ρ2/ρ1)kBTe/e, the electric field potential is

∼ 300 V based on the shock front condition. In contrast to previous work [23] which only

considered the effect of the electric field on the proton trajectories, we find the electric

field’s contribution is always negligible in comparison to the experimental data when

varying the simulated width from a few to hundreds of µm. The 30µm case is shown in

Fig. 5.8. It is clear that the magnetic field dominates the deflection.

Fig. 5.4(c) and (d) show the simulated results by 15.6 MeV protons from source

‘1’ and ‘2’ respectively. From these images, which qualitatively reproduced proton

flux pattern from each proton source, we scanned through the field thickness from zero

to millimeter scale, magnetic strength from zero to hundreds of Tesla and varied the

field spatial profile along the z-axis from a uniform distribution (square) to triangular

distribution until the best match was found. The spatial profile along the shell is assumed

to be uniform in the calculation. Fig. 5.8 here shows the fitting processes for magnetic

strength and the field thickness. Spatial profiles of the fields are also analyzed, details of

which are provided in Section 5.3.2. Before comparison, the raw simulated images were

convoluted with the experimental spatial resolution ∼ 25 µm.

In order to make the best quantitative comparison, we compared experimental

and simulated transverse dose lineouts taken from the center axes (position at x = 0) of

the rings as indicated by the horizontal white dashed line in Fig. 5.4(b). Our best fit to

the data indicates the magnetic field is well represented by the combination of an electric

field of 300 V potential and a magnetic field of triangular-shaped spatial profile that spans

over 120 µm within the shell with a peak intensity of 5 T and 7 T, respectively for the

proton source ‘1’ and ‘2’. In Fig. 5.8 : plots (a), (b) show the fits corresponding to proton

source ‘1’ and plots (c), (d) show those from ‘2’. On each plot, the dark blue curve
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represents the experimental data and the red curve displays the best fit. Two additional

curves describe the sensitivity by showing the deviation in overall fit when a certain

parameter deviates from its best-fitting value. For example, in the plot (a) we fixed the

field spatial distribution and thickness at 120µm then varied the peak magnetic intensity.

The simulation curves noticeably differ from the experimental curves when the field

strength deviates from 5 T to either 3 T or 8 T. Similarly, plots (b) displays the fitting

sensitivity of the shell thickness.

Figure 5.9: The fitting error map. Blue color indicates smaller error, better fitting and
red color indicates larger error, worse fitting.

To confirm the magnetic field extracted by forward fitting the experimental data, a

thorough scan for the field amplitude from 1 T to 14 T and width from 10 µm to 300 µm

was performed and the result is displayed by Fig. 5.9.
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The fitting error from 1600 µm to 1850 µm along z axis is calculated as√
1
nΣ

(Di−Si)2

D2
i

, where Di represents the data, Si is from the simulated image and n is the

number of the sampled points. The region at z < 1600 µm is the ablator area behind

the shock which displays complex 3D structure and is not included in our simple model

of the magnetic field at the shock front. Fig. 5.9 shows the average of four error maps

including the two radiographs of 15.6 MeV protons for both sources discussed in the

section and the other two of lower proton energies, 11.2 MeV from source 1 and 9.5

MeV from source 2. The amplitude and width of the magnetic field determined by the

four radiographs converge to 6±1T, 110±20µm to fit the data within 5%. Each of the

individual fitting error maps and more discussion on the error analysis is provided in

Section5.3.3.

5.3.1 Analytical and numerical calculation for the proton deflection

In this section, we present precise calculation for the proton deflection by the

magnetic field both analytically and numerically. Protons injected into the shock front

from ‘proton source location 2’ is used in the derivation. The incidence angle is 1.53°

according to the geometry. The detailed calculation shows that, though small, this angle

still produces a recognizable change to the shape of the signal on the radiochromic film

(RCF) by the adopted proton imaging system. First, we provide a simplified illustration

for the proton deflection by the analytical method.
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Figure 5.10: (a) Scheme of normal proton probing (b) scheme of oblique proton probing
at 1.53°

Fig. 5.10 shows the scheme of normal incidence proton probing (a) and oblique

proton probing at 1.53° (b). In order to make the small deflection process clear, the figure

is not drawn to scale, although the reported lengths are correct. For simplicity, we assume

the protons intercepting the semi-spherical shell representing the shock front are parallel

with each other based on the fact that the distance to the proton target 7.5 mm is much

larger than the thickness of the shell 120m. In addition, we assume small deflection for

all protons due to their exceedingly large kinetic energies 15MeV.

For the normal incident case, the distances traveled in the near side (bottom

side of the shell) and the far side (top side of the shell) are always approximately equal.

Therefore no obvious deflection would be observed for the illustrated ray nor for rays

further back. For the oblique incident case, the reviewer is right that most of the protons

traveled through both sides of the shell, and only a small amount of them purely interacted
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with the far side (top side of the shell drawing). However, the distance a proton traveled

on each side is different due to the oblique incident angle. By precisely measuring the

proton ray paths using the exact geometry of our model, we find that a large number of

protons travel for a longer distance on the far side (top side) than on the near side (bottom

side) by about 50 to 60 microns. Therefore, the deflection by the near and far side could

not be canceled out.

Figure 5.11: Diagram showing the deflection of the oblique incident proton by the
magnetic field.

As a back-of-the-envelope calculation, the final deflection effect can be considered

the same as if a proton would purely interact with the top part of the hemisphere for a

distance of 50 to 60 microns. According to the Lorentz force formula and the theory of

particle movement in fields, protons will go in a circular path in a magnetic field with
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only direction change. The radius of the circle can be calculated by the equation

qvB = m
v2

R
(5.1)

where q is the particle charge, v is the particle velocity, m is the particle mass and R

is the radius of gyration. The deflection angle by a magnetic field of a particle can be

expressed as:

αde f lection ≈
eB∆l√
2mpEp

(5.2)

where αde f lection is the deflection angle, B the magnetic field intensity, d the distance a

proton traveled within the magnetic field, mp the mass of the proton and Ep the kinetic

energy of the proton. By substituting numbers from the studied case, where Ep is

∼ 15 MeV, B is ∼ 7 T, ∆l is ∼ 60 µm, the deflected angle of a proton by the field is

∼ 0.05° as shown in Fig. 5.11. Given the distance from the target to the radiography

detector plane 12 cm, the displacement of a proton on the detector plane will be∼ 105 µm,

which is larger than the scanning resolution of the film ∼ 30 µm by a factor of more

than 3. Consequently, the protons’ accumulation or depletion due to such a deflection is

observable on the radiography films.

In spite of the qualitative description above, the imagination of the particle tra-

jectory in 3D space is not trivial, and therefore, we present some quantitative results

calculated by the 3-D particle tracking program, which illuminated the details of proton

movements in the field. The tracking program is capable of performing precise calcula-

tions of proton probing at various angles by simulating the trajectories of a large number

of proton rays individually for statistical analysis.

Fig. 5.12 shows the projection of proton trajectories on the x-z plane (detector

plane) by the 1.53° probing angle. A calculation for more than a thousand protons is
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shown. On the scatter plot Fig. 5.12 orange dots represent the undeflected positions of

the protons and blue dots show their positions after field deflection.

Figure 5.12: projection of proton trajectories in the x-z plane for oblique incident angle
1.53°. The orange dots denote the undeflected position of protons and the blue dots
show their position after field deflection. On (b) red arrows indicate the displacements
of several representative protons and the exact deflection values are labeled in the format
(delta x, delta z).

The separation between the orange and blue dots takes place along the boundary

of the semicircle (corresponding to −1° as the reviewer mentioned). In the middle area

within the window (corresponding to close to −6° as the reviewer mentioned), the blue

and orange dots overlap due to negligible deflection. The area surrounded by the dashed

black box is zoomed in on Fig. 5.12(b), where some examples of the displacement values

are labeled, which are consistent with our estimation above. To compare, we present

the displacement plot for the normal incidence (0°) case shown in Fig. 5.13, on which

deflections are too small to be recognized.
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Figure 5.13: Proton displacement plot for the normal incident case.

5.3.2 3-D Magnetic field spatial distribution

According to the geometry of the experimental system, the magnetic field can be

considered as azimuthally symmetric. Here, we investigate the spatial variation of the

field along the other two axes given a spherical coordinate, the radial distance ‘r’ and

polar angle ‘θ’, the angle from the z-axis.

5.3.2.1 Along radius within the shell

Similar to the analysis for the magnetic strength and field thickness, we investigate

the field variation along the radius in the shell by forward fitting the experimental data.

Given the fact that the width of the shell is on the order of 120µm, ∼ 5 times of the

resolution limit, it was expected to sketch the outline of the field spatial profiles without

depicting the detailed structures. Two basic models that were tested are the uniform

distribution and triangular-shaped distribution as displayed in Fig. 5.14(a).
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Figure 5.14: (a1)the azimuthal B field polarity within the shell. (a2) the square and
triangle profiles along the radius in the spherical coordinates, zero in r-axis is the inside
position of the shell. (a3) the uniform field distribution along the polar angle θ (angle
from z-axis). (b) and (c) respectively show for ‘proton source 1’ and ‘proton source 2’
the good agreement between the experimental RCF data and the simulated RCF with a
triangle profile B field.

The latter case, though simple, provides a reasonable approximation. Lineouts

from simulated radiography images in comparison to that from the experimental mea-

surement are plotted in Fig. 5.14(b) and (c) respectively for data from ‘proton source 1’

and ‘proton source 2’. The blue curves in both plots represent the experimental data and

the yellow curves show the results from the square distribution. The sharp edges of the

square profiles lead to much deeper depletion (∼ 1650 in (b) and ∼ 1750 in (c) along the

z-axis) in the simulated proton signal than that in experimental data. This indicates a
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more smooth field variation within the shell and inspires us to test the triangular-shaped

distribution. The results are plot in red in plot (b) and (c) respectively for proton sources

‘1’ and ‘2’, both of which reach good agreements with the experimental profiles. The peak

position of the triangle was also a free parameter in 25µm increments. In Fig. 5.14(b),

the best fit was a triangle with peak 25µm from the outside, while for (c) the best fit was

for a triangle with centered peak. This difference is considered reasonable given the shot

to shot variation.

5.3.2.2 Along the shell (polar angle)

Figure 5.15: (a) the simulated RCF image. (b) the lineout from the center axis of the
ring. The blue curve represents the experimental data and the red curve represents
the simulation result. (c) Normalized peak signal along the longitudinal direction. the
y-axis is the ratio of peak signal to the background signal and x-axis is the distance from
the window edge (as indicated by the arrow in (a))

The field strength along the shell is uniformly distributed in the 3-D particle

tracking program as shown by Fig. 5.14 (a3), on which θ represents the polar angle
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from the z-axis. Within the window size, which corresponds to θ varying from -30°to

30°(sinθ = 500µm/1000µm = 0.5), this simple uniform model is found to be a reasonable

approximation to properly interpret the data. To avoid invoking an infinite axial current

density exactly on the axis, we artificially set the field strength to be zero within a few

steps from the axis, which addressed the concern without posing noticeably impacts on

the particle trajectories because the step size is as small as less than one percent of the

shell width.

The fair agreement is noticed between the experimental and simulated results

in terms of the proton signal variation (ratio of the peak value to the background value)

along with the shell as shown by Fig. 5.15(c). A detailed explanation of this plot is

provided next. Fig. 5.15(a) shows a simulated radiography image from the magnetic

field, whose strength, thickness and spatial profile along z-axis within the shell are all

set at their best-fitting values and uniform distribution along the shell is applied. From

the image, we extracted the horizontal lineouts at 50 different vertical positions from

the central axis to the window edge, and then obtained the ratio of the peak signal value

to the background signal value for each slice. An example of the peak and background

signals along the lineout is shown in Fig. 5.15(b), which is taken from the center axis.

Variation of the obtained ratio along the shell is plotted in Fig. 5.15(c), the horizontal

axis of which represents the vertical distance from the central axis of the shell and the

vertical axis represents the normalized peak signal. The dark gray curve in Fig. 5.15(c)

shows the result measured from the experimental image with the error-bar displayed by

the light gray zone. The blue curve shows the result from the simulated image, which

reasonably matches the experimental profile.

The magnetic field topology described in this section in the particle tracking was

qualitatively based on the LSP prediction in terms of azimuthal polarity, the nearly trian-

gular width profile and uniform along-shell distribution. The strength 5 to 7T found in the
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particle tracking fit is comparable to the 4T calculated in LSP. A quantitative agreement

for scale length was not expected due to the much smaller simulation box. While the

field shell model is very simple, it allowed a rapid search of possible field topologies and

ultimately found well-fit solutions reproducing the experimental radiographs.

Figure 5.16: 3D diagram showing magnetic field orientation in a semi-spherical shell.
Magnetic lines are shown in blue circles.
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A 3D diagram of the magnetic fields located in a semi-spherical shell is displayed

in Fig.5.16, on which the blue circles with arrows represent the magnetic lines and

protons are traveling against y-direction.

5.3.3 Fitting Error Analysis

Figure 5.17: Fitting error maps for (1) 15.6 MeV proton radiograpy data at source 1,
(b) 15.6 MeV proton radiograpy data at source 2, (c) 11.2 MeV proton radiograpy data
at source 1 and (d) 9.5 MeV proton radiograpy data at source 2.
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Figure 5.18: Lineouts from the center axis of the proton rings both from experimental
and simulated data. The blue curve on each plot represents the experimental measure-
ment. The top row shows the results from ‘proton source 1’ and the bottom row shows
those from ‘proton source 2’. (a), (e) display the cases when magnetic intensity is
4T, smaller than best-fitting value and (b), (f) display when its larger at 8T and 10T
respectively for the two sources. (c), (g) show the cases when the field thickness is
50µm, narrower than the best-fitting value and (d), (h) show when it is wider, 400µm
and 200µm respectively.
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Fig. 5.17 displays the four individual error maps. As mentioned in the manuscript,

the fitting error is calculated as
√

1
nΣ

(Di−Si)2

D2
i

, where Di represents data, Si the simulation,

and n is the number of points selected. The area from 1600µm to 1800µm along the

z-axis is covered. The blue color on the color bar represents for smaller error thus

better fitting and red color for larger error thus worse fitting. The best fit magnetic

field for each radiography from (a) to (d) respectively converges to: 5T, 120µm; 7T,

120µm; 5T, 90µm and 7T, 110µm. Taking into consideration the average fitting error

map displayed in Fig. 5.9, the magnetic field determined by the four radiography data is

6±1 T, 110±20 µm.

Next, we show some misfit examples. As indicated by the fitting error maps,

when one of the two parameters, field thickness, and magnetic strength, diverge from

its best-fitting value to a certain degree (∼±50%), the experimental images cannot be

reasonably fit regardless of the other parameters. As Fig. 5.18 shows: if the magnetic

strength is too small as shown in (a) and (e), the peak signal in the experimental profile

cannot be reached no matter what spatial profile is used and how narrow or wide the

scale length is. If the strength is too large as shown in (b) and (f), though the peak signal

is reproducible, the overall experimental profile cannot be precisely fit by the simulation

regardless of the magnetic strength and spatial profile. When the field thickness is too

narrow as shown by (c) and (g), the variations of the simulated profiles happen in a

narrower scale length in comparison to that in the experimental profile; On the contrary,

when the field thickness is too wide as shown by (d) and (h), the scale length of the

variation is wider in the simulated profiles compared to that in the experimental data no

matter what magnetic strength is used.
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5.4 Shock front temperature and density by an X-Ray

spectrometer

Figure 5.19: (a) Typical VSG data of a shot with 90% helium and 10% neon initially
at 1 atm, 0.24 mg/cm3. Silicon lyman-α, oxygen lyman-α from the ablator and neon
lyman-β, neon lyman-α from the gas are labeled. (b) Spectrum showing neon lines
within 8 Å to 16 Å. Blue curve is experimental data and red curve is the best fitting
at 140 eV and 1.5 mg/cm3. The two dashed curves display the temperature sensitivity
when it deviates from 140 eV to 130 eV or 170 eV while density is fixed at 1.5 mg/cm3.
(c) Magnified region over lyman- β line to show the density sensitivity by varying it to
either 1.2 mg/cm3 or 1.8 mg/cm3. Temperature is fixed at 140 eV.
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Another primary diagnostic, a 1-D resolved soft X-ray spectrometer, known as a

VSG (Variable line Spaced Grating spectrometer) [70], measured the shock temperature

and density by looking through one of the windows, constraining the conditions for both

magnetic and electric field generation. Four snapshots at different times can be taken

during each laser shot using a framing system. Its field of view is ∼ 1 mm along with the

shock and it captures photons in the energy range ∼ 0.2 to 2 keV.

Fig. 5.19(a) displays typical VSG data taken 2.6ns after the shock initiation. The

horizontal axis here represents increasing wavelength (decreasing photon energy) and

the vertical axis represents the spatial length (along which the shock propagates from

bottom to top). We identify the abrupt change in continuum emission as the location of

the shock front. By the designed fiducial, a clip on the bottom of the raw data, we were

able to correlate the VSG data with the radiography data in terms of space, therefore

identifying the shock front location, which coincides with the abrupt change in the

continuum emission marked as the horizontal white dashed line.

On the gas tube, the front edge of the VSG window (the edge close to the ablator)

was designed to fall into the field of view of the spectrometer as shown by Fig. 5.20.

Fig. 5.20 (c) shows a shadowgraph of a target before shot, on which the VSG window is

marked by a white dashed box. The left edge of the window was designed to be within

the field of view of the x-ray data, which can be recognized on Fig. 5.20(b) as labeled

in white. The black horizontal line indicates the determined shock front position. The

black vertical line on Fig. 5.20(a) marks the shock position at 3 ns by RCF, for which the

corresponding position at 2.6 ns, timing for VSG data, is drawn as a white semicircle

on Fig. 5.20(c). According to the geometry, the position of the shock front position

recognized in VSG data is consistent with that from the RCF measurement.
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Figure 5.20: Scheme showing the correlation of shock front positions observed by RCF
and VSG

Since helium lacks detectable lines within the spectral range, 10 % neon gas

was added as a tracing gas, from which lyman-α, lyman-β and helium-like-α lines are

identified. Lines corresponding to silicon and oxygen, present in the ablator material, are

also shown.

As the line ratios change with temperature and density, we are able to infer the

conditions at the shock front to be 140± 5 eV and ∼ 1.5 mg/cm3 by best fitting the

data with simulation results from the collisional-radiative atomic code PrismSPECT

[40]. The ratio of Lyman-α to helium-like-α is mostly sensitive to and constrains the

temperature, while the ratio of Lyman-α to Lyman-β constrains the density. Plots (b) and

(c) in Fig. 5.19 show the fitting process. On each plot, the solid blue curve represents

neon emission lines at the shock front and the red solid curve displays the best fit. Two

additional dashed curves describe the fitting sensitivity of temperature, on plot (b), and

density, on plot (c), by showing the deviations when the parameters depart from their

best-fitting values. The small measurement error in temperature arises mainly from the

uncertainty of background subtraction.
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An electric potential of∼ 300 V can be obtained from the above shock conditions

according to ∆Φ ≈ ln(ρ2/ρ1)kBTe/e. In contrast to previous work [23] which only

considered the effect of the electric field on the proton trajectories, we find the electric

field’s contribution is negligible in comparison to the effect of the magnetic field. For

reference, the light blue curves in Fig. 4(a) and (b) in the main manuscript show the

simulation results by a 300 V electric potential from the two proton sources. Regardless of

the field spatial profile, its contribution is negligible in comparison with the experimental

data.

5.5 Particle in Cell Simulation of Shock Propagation

Figure 5.21: 2D density profile at 3ns by FLASH simulation. A laser beam, whose
intensity was adjusted to be 50% of that used in the experiment, was used in order to
match the shock propagation distance ∼ 1.8µm. The spot size of 750µm for the laser
was applied. The ablator was set as a 2µm SiO2 and the inital filled gas as helium at 1
atm.
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The generation of the discussed magnetic field is attributed to the Biermann

Battery effect. The ablator is ∼ 1.9mm in diameter, the central part ∼ 750µm of which

pushed into the gas with extremely high velocity by laser ablation. The density evolution,

determined by advection and the temperature evolution, determined by thermal diffusion,

obey different physical processes and therefore eventually evolve into different spatial

distributions during the shock propagation. To further investigate the field evolution, we

simulated the shock propagation using the particle-in-cell code LSP [92] with an implicit,

hybrid method [15]. The initial density and temperature conditions are taken from the

VSG measurement at 2.6ns and the initial density variation along the x-axis calculated

by the radiation-hydrodynamic code FLASH [39] was applied. In the simulation, a

hot-dense plasma – ne of 2.4×1021 cm−3 (Gaussian profile in the transverse direction)

and Te of 150 eV – moves toward a uniform low-density plasma – ne of 0.34×1021 cm−3

and Te of 10 eV – with a velocity of 600 km/s. The simulation box is 400µm by 400µm,

smaller compared to the target size due to the consideration of computational expense.

The central part of the compressed region penetrates further into the low-density plasma

due to its higher initial density, resulting in a slight bulge at the shock front as shown

by Fig.5.22(a). The temperature contour becomes curved as the shock propagating, thus

resulting in a transverse gradient as displayed by the arrow on Fig.5.22(b). According to

the Biermann battery effect [55], non-parallel density and temperature gradients drive an

azimuthal magnetic field, shown in Fig.5.22(c). The peak value reaches more than 4 T in

the simulation at 200 ps and is sustained until 300 ps, when the simulation ended. The

magnitude of the magnetic field fluctuates within ∼ 15% when the flux limiter varies

from 0.1 to 0.8. Besides, the shock driven electric potential reaches ∼ 500V in the

simulation, which is the same order of magnitude as the experimentally-derived estimate

shown above.
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Figure 5.22: (a) and (b) Density and temperature map from the PIC simulation by LSP
at 300 ps. (c) Simulated azimuthal magnetic field structure at 300 ps.

5.6 Analysis for data by lower energy protons

The manuscript is focusing on the 15.6 MeV proton data due to its superior image

quality. The same analyzing process was also applied to data by multiple energies below

15.6MeV , from which consistent results with the variation within 1 to 2 T in terms of

magnetic field intensity were extracted. Here, radiography data by 9.5 MeV protons from

the proton source location 2 and 11.2 MeV protons from the source location 1 as well as

their best fittings from simulation results from the 3-D particle tracking code is present

as shown on Fig.5.23 and Fig.5.24.

On the plots, (a) and (b) respectively represent the experimental and simulated

radiography data from 9.5 MeV and 11.2 MeV protons. (c) shows the quantitative

comparison in terms of the central lineouts across the shock front, on which the blue

curve represents the experimental data and the red curve shows the fitting by simulated

image. The field setup for best fitting the 9.5 MeV data includes a magnetic field of peak
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intensity at 7T, thickness of 110µm and a 300 V electric field. To best fit the 11.2 MeV

data, the fields are set to be a magnetic field at 6T, thickness of 90µm and an electric

field of 300V. Despite the observed shock front signals are not as sharp as that by the

15.6 MeV protons due to the inferior resolution as probing proton energy decreases.

Reasonable fittings are achieved by applying the structure of the fields that are in good

agreement with those extracted from radiography data by protons at 15.6 MeV.

Figure 5.23: (a) RCF image from proton energy of 9.5 MeV from proton source
location 2.(b) simulated RCF image. (c) quantitative comparison of lineouts between
experimental measurement and simulation result, profiles of which are respectively
represented by the blue and red curves. The field setup for the best fitting in the
simulation includes a magnetic field of peak intensity at 7T and thickness to be 110µm
as well as the 300 V electric field.

Figure 5.24: (a) RCF image from proton energy of 11.2 MeV (b) simulated RCF image
from proton source location 1. (c) lineouts comparison. The blue curve shows the
experimental profile and the red curve shows the simulated profile. The simulation setup
including a magnetic field of peak intensity at 5T and thickness to be 90 µm. A 300 V
electric field is included.

In summary, we have observed the magnetic field associated with a Mach ∼ 6
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shock front and characterized its structure by varying the incident angle of probing

protons. Quantitative analysis indicates the field profile ∼ 5 to 7 T with a characteristic

width of ∼ 120 µm. An X-ray spectrometer inferred the density and temperature at the

shock front, constraining the electric potential to be 300 V. Contrary to the common

interpretation that proton deflectometry is mainly caused by the electric field, we find

the effect of the magnetic component of the Lorentz force dominates the signal. Further

investigation with PIC simulations indicate that the field is mostly generated by the

Biermann Battery mechanism.

Chapter 5, in full, is currently being prepared for publication as R. Hua, J. Kim, M.

Sherlock, M. Bailly-Grandvaux, F.N. Beg, C. McGuffey, S. Wilks, H. Wen, A. Joglekar,

W. Mori, Y. Ping “Self-generated magnetic and electric fields at a Mach-6 shock front

in a low density1helium gas by dual-angle proton radiography”, The dissertation author

was the primary investigator and author of the paper.
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Chapter 6

Study of shock precursor in

low-density Multi-Species gases

Spatial profiles of density and temperature of a strong shock including the entire

precursor region are observed respectively in a helium gas mixture (90 % helium, 10

% neon )and a pure neon gas using a 1-D resolved soft X-ray spectrometer. With

comparable peak electron temperatures at the shock fronts, a precursor layer, where

electron temperature is far more than ion temperature, extending for more than ∼ 500 µm

was observed in the helium gas mixture. While in the pure neon gas, the distance of

the precursor was observed to be less than 30 µm. At the shock front, the electrons

are strongly collisional with their mean-free-path two orders less than the characteristic

length of the shock. The radiation-hydrodynamic simulation is performed to investigate

the impact of thermal conduction on the formation of the precursors. PIC simulation is

also performed since the ion movement falls in the kinetic region. The results indicate

that hydrodynamically, the dependence of heat flow on the charge state Z plays a role

in the formations of precursors in the two gases. Kinetically, there is a group of fast
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streaming ions ahead of the shock existing only in the helium gas mixture, which also

potentially contribute to the formation of longer precursor layer in the helium shock. The

content presented in this section is in preparation for submission.

6.1 Introduction

Strong shocks are ubiquitous in astrophysical systems and play a driving role

in inertial confinement fusion (ICF) efforts. In the context of ICF with a spherical fuel

capsule [2, 93], shocks[5] travel to the center in a low density plasma at high velocity

(∼ 102 to 103km/s), resulting in a dramatic increase in the ions’ kinetic energy and

mean-free-path that eventually becomes comparable to the characteristic length of the

target. Consequently, the kinetic effects of the ions become significant. Similarly, in

the astrophysics system, the plasma is so tenuous that the ion-ion mean-free-path can

become large so that ions behave kinetically [6, 7]. As a consequence, those phenomena

accentuate the role played by kinetic effects on shock physics [11, 12], and inspire

the studies both based on Vlasov-Fokker-Planck theory [13, 14] and particle-in-cell

simulations [15]. Application of those theoretical and simulation tools to these areas led

to the discoveries of new effects such as electric current[16], charge separation[17] and

electro-diffusion [18] at the shock front.

The shock structure has been studied extensively with theoretical frameworks.

Traditional hydrodynamic treatment of a plasma shock consists of three layers: (i) the

ion and electron equilibrium layer trailing the shock, (ii) the compression ion shock layer

in which density drops dramatically, and (iii) the precursor layer which consists of heated

electrons and cold ions [53, 12]. The length of both the equilibrium and precursor layers

are ∼
√

mi/me λii (where mi and me are the ion and electron masses, respectively, and

λii is the ion-ion downstream mean free path), whereas the compression region is a few
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ion-ion mean free paths long.

More details of a shock front structure are uncovered with the consideration of

kinetic behavior. Discovery of a double-humped (non-Maxwellian) ion distribution in the

precursor region [13], by Fokker Plank derivations, suggested the existence of a group

of forward streaming ions in excess of the shock velocity [94]. It was also reported

that such ions cause enlargement of the precursor as they undergo stopping by electron

friction, heating electrons effectively [14]. Keenan et al. [12] quantitatively described

the dependence of the shock width on the Mach number. Those authors later emphasized

the existence of species’ separation effects when multiple ions are present [54]. In a

two-ion plasma shock, the concentration of the lighter ion species is kinetically enhanced

throughout the shock front, particularly in the precursor layer.

Despite the multiple studies from theoretical and computational approaches on

the shock structure, experimental evidence is deficient. Recently, Rinderknecht et al. [85,

95] reported the observation of double velocity components in a precursor ahead of a

shock front. However, the single measurement taken in hydrogen gas is insufficient for

comprehensively understanding the dependence on the material of the shock structure.
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Figure 6.1: (a) shows the experimental layout of the horizontal gas target, which is
oriented vertically here. The laser irradiates an ablator inside a shield cone with the
direction indicated in the drawing, creating a shock traveling to the top. (b) Typical
VSG data of a shot with 90% helium and 10% neon initially at 1atm, 0.24mg/cm3. The
vertical axis represents space along the shock propagation direction and the horizontal
axis represents the dispersion of photon energy. The color-bar unit is optical density
as labeled by O.D. The white box indicates the location of the spectrum that will be
discussed in Fig. 6.2.

This paper presents the measurement of the spatial structure spanning from

the shock front through the entire precursor region for two gas types: a helium gas

mixture (90% helium and 10% neon) and a pure neon gas. Different precursor distances

are detected depending on the gases. In the helium gas mixture, a long precursor

over 500µm is observed while in the pure neon gas, the precursor is not measured.

Radiation hydrodynamic simulation displays qualitative agreement with the experimental

observation of the preheat region scale when setup with an appropriate background

temperature. Particle-in-cell simulation reveals a population of fast streaming ions

streaming from the shock that is present in the 90% helium gas mixture but not in the

pure neon, potentially contributing to the precursor formation.

The paper is organized as follows: Section 6.2 describes the experimental design
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and data analysis that shows a much longer precursor length in the helium gas mixture

than that in pure neon shock. Section 6.3 discusses the collisionality of the particles

involved in the shock and interprets the simulation results by a rad-hydro code in 6.3.1

and a particle-in-cell code in 6.3.2. A comparison of these simulations to data is included.

Section 6.4 provides conclusion.

6.2 Experimental setup and data analysis

The experiment was performed on the OMEGA-EP Laser Facility. Two square-

shaped laser pulses delivering a total of 1kJ in 0.5ns were used for shock initiation. The

spot size of these overlapped beams was ∼ 750µm. The main target was a cylindrical

Kapton tube containing either a gas mixture of 90% helium and 10% neon or pure neon

at 1atm [58].

The layout is shown in Fig. 6.1(a). The target was a cylindrical tube, and lasers

came along the tube axis, initiating strong shocks by the ablation of a 2µm SiO2 foil

placed on the end of the tube [27]. The shocks traveled into the gas tube at a velocity of

∼ 450 to 600km/s respectively for the neon and helium gases. The pink cone attached

to the cylinder is a debris shield to protect the ablator. The semi-circular shaped grid

attached to the side of the tube was used as a spatial reference. Due to the smaller size

of the flat-top laser spot with respect to the ablator ∼ 1.8mm, the central part of the

ablator was pushed further, consequently leading to a hemispherical shaped shock front,

as represented in the layout figure.

A 1-D resolved x-ray spectrometer, called VSG (variable line spaced grating),

[70] was fielded to record the self-emitted light from the vicinity of the shock through a

1µm Kapton window on the tube. Analyses of the spectra recorded by the VSG provide

constraints for density and electron temperature at the shock front. A shadowgraph of the

115



gas target is shown in Fig. 6.1(a).

The spatial field of view of the VSG is ∼ 1mm and its spectrum range is from

200eV up to 2keV (∼ 6 to 60), covering some of the characteristic emission lines from

neon, oxygen, carbon and nitrogen. The VSG is equipped with a framing camera

acquiring four times during one shot to capture the shock at different instant snapshots.

The exposure time for each frame is 400ps. The X-ray self-emission from the plasma at

the shock front was recorded by a piece of film. a ∼ 0.5µm thick Aluminum filter was

placed in front of the film to protect it from saturation.

An example of the raw soft X-ray data is shown in Fig.6.1 (b). The horizontal

axis represents the dispersion of the wavelength that increases from the left to the right.

The vertical axis represents the spatial length along which the shock traveled from the

bottom to the top. The spatial resolution is on the order of ∼ 30µm.

The spectral and spatial analysis of the raw image are provided separately in the

following sections 6.2.1 and 6.2.2.

6.2.1 Spectral analysis

In this section, we focus our analysis on the spectrum information from the raw

image data. Along the wavelength axis of Fig. 6.1(b), several characteristic emission

lines are detected and recognized. The neon lines come from the gas of interest, the

silicon lines from the SiO2 ablator, the nitrogen lines from the Kapton wall of the tube

and the oxygen lines from the ablator and from the Kapton wall. Each line is labeled

including the order of emission.

To get the information of the plasma at the shock front propagating in the gas, our

analysis concentrates on the Ne lines coming from the filling gas. Specifically, the Ne

Lyα, Lyβ and Heα are forward-fit by the simulation results from the collisional-radiative
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atomic code PRISM-SPECT [40] to determine the electron temperature and density of

the plasma at the shock front. PRISM-SPECT can compute the ionization properties and

the spectral properties, including emission and absorption, for given plasma conditions.

To infer the plasma condition at the shock front, a large set of simulations

for various plasma temperatures and densities were performed and the corresponding

spectra were calculated. Each simulated spectrum was compared with the experimental

measurement. The plasma condition is then determined as the one that produces the

simulation result which best fits the data.

An example spectrum measurement taken as a lineout from the raw image of the

helium gas mixture shot is shown on Fig.6.2. The lineout location, indicated by the white

dashed rectangle box on Fig. 6.1(b), was close to the shock front. The identification of

the shock front position will be discussed in the next section. The spectrum plotted in

has been zoomed in to display only the characteristic emission lines of Lyα, Lyβ and Heα

from the neon ions. In the analysis, we concentrate on the ratios among the characteristic

lines rather than their absolute intensities. Therefore, the spectrum signal was normalized

to the peak value as displayed by the vertical axis. background corrections corresponding

to the applied aluminum filter and the 1µm Kapton window were performed.

The solid blue curves on both plots Fig. 6.2(a) and Fig. 6.2(b) show the mea-

surements from the data. Three other curves are displayed showing calculations with

PRISM-SPECT at various temperature and density that bound the data.
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Figure 6.2: (a) Spectrum showing neon lines from 8 to 16, that covers the characteristic
lines from neon ions. Blue curve shows the experimental data measured from the
helium gas mixture and red curve is the best fitting obtained at 137eV. The two dashed
curves display divergence when temperature deviates from 137eV to 133eV or 143eV.
Densities for all simulated curves were set at 1.5mg/cm3. (b) similar to (a) but shows
the sensitivity to density change of the simulated curves. Temperature was fixed at
137eV.

To properly forward-fit the spectrum data, both the temperature and density were

scanned within wide ranges.

The temperature was explored from as low as 10eV to ∼ 300eV and the density

was adjusted from the initial undriven density (0.24mg/cm3 for the helium gas mixture

and 0.8mg/cm3 for the pure neon) to a 20-fold initial density. To display the individual

impact on the spectrum respectively for temperature and density variations, we plot the

simulated spectra calculated from various temperature at a fixed density in Fig. 6.2(a)

and various density at a fixed temperature in Fig. 6.2(b), together with the experimental

data and the best-fit simulated curve. Fig. 6.2(a) illustrates the comparison between the
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three calculated spectra from different temperature and a fixed density of 1.5mg/cm3

to the experimental spectrum. The best fit for the experimental spectrum is found at

a temperature of 137eV displayed by the solid red curve. This value was inferred

mainly using the ratio of Lyα to Heα that we observed with simulation to be the most

sensitive to temperature changes. Indeed, when temperature differs from the best fitting

value by ∼ ±5eV in the simulation, the ratio Lyα to Heα starts to noticeably deviate

from the experimental data. On the other hand, Fig. 6.2(b) illustrates the variations

related to density changes at a fixed temperature of 137eV. The density that best fits

the experimental data of the helium gas mixture shot is found at 1.5mg/cm3 and was

inferred using the ratio of Lyα to Lyβ which appears to be the most sensitive to density.

When density differs from it by ±0.3mg/cm3 in the simulation, the calculated curves

start to diverge from the experimental data noticeably.
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6.2.2 Spatial analysis and the comparison between helium and neon

shocks

Figure 6.3: (a) VSG data of a shock in the gas mixture of 90% helium and 10% neon
initially at 1atm. Timing of the image is at 2ns (b) VSG data of a shock in the pure neon
gas. Timing of the image is at 2.5ns. The shocks were propagating along the vertical
axes from the bottom to the top and the shock front positions are labeled by the white
dashed lines.

In this section, we provide the spatial information inferred from the raw data and

focus our analyses on building the spatial profiles of temperature and density along the

shocks. Along the vertical spatial axis in Fig. 6.1(b), the shock was propagating from

the bottom to the top. A clip, close to the bottom of the image, is visible on each soft

X-ray data and labeled on Fig. 6.1 with a black dashed arrow, in correspondence with

the designed window edge. This edge is used as a spatial reference to determine the

information of the shock propagation distance. The spatial structure of the soft X-ray

data showed a strong dependence on the type of gases used. The images were taken
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from the shots of the helium gas mixture (90% helium, 10% neon) and the pure neon gas,

respectively shown in Fig. 6.3 (a) and (b).

To get the spatial profiles of electron temperature and density along with the shock,

the raw image data was sliced into multiple pieces along the spatial axis. The spectral

analysis described above was then performed for each slice to extract the corresponding

temperature and density. Each lineout was spatially averaged over 10 pixels which

correspond to ∼ 37µm on the target plane.

The above analysis was applied to two images from different gases as displayed

on Fig. 6.3 (a) and (b) where the position of the shock fronts is indicated by the white

dashed lines. The identification of the shock front came from the density profiles shown

in Fig. 6.4 that will be discussed later.

The shock velocities are measured to be ∼ 600km/s and ∼ 450km/s respectively

for the helium gas mixture and the neon shots. Due to the difference in velocities, the

two displayed snapshots appeared at different timings for a given position along with

the VSG window. The timing for the shock in the helium gas mixture is at 2ns and pure

neon gas, it is 2.5ns. The helium shock at 2.5ns has passed the field of view of the VSG

window and the neon shock at 2ns just started to appear from the bottom of the film,

leaving most of it without signal. Though the timing of snapshots displayed in Fig. 6.3

(a) and (b) varied by 0.5ns, it is found from our data that for a single shock, the length of

the precursor region changes by less than 20% from 2ns to 2.5ns.

Fig. 6.4(a) and (b) show the reconstructed shock structures respectively for the

helium gas mixture (90% helium and 10% neon) and the pure neon gas shots. Shock

propagation direction is from the left to the right on those plots. The red lines with dots

represent the temperatures. In both cases, they span from ∼ 60eV, the lowest measurable

temperature, up to ∼ 150eV, which is the peak electron temperature recorded at the

shock front. Below 60eV, the signal smears into noise and is no longer discernable.
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The blue lines with dots display the density profiles, where a dramatic drop is observed

at the shock front for both cases. The horizontal axes of the two plots are of different

scales due to the different scale of their precursor lengths. Errors in the measurements

mostly come from the uncertainty in the background subtraction and the calibration of

the spectrometer (VSG) which can be found in Ref [70].

Two vertical dashed lines on each plot specify the shock front position as well as

the shock width. The shock width, defined by the length over which the densities drop

from the peak value to the uncompressed value, was found to be ∼ 300µm for the helium

gas mixture and ∼ 180µm for the pure neon gas. Given the exposure time of the framing

camera of 400ps, the shocks could travel ∼ 240 in the helium gas mixture and ∼ 180µm

in the pure neon gas. Therefore, the measured shock width is the maximum bound for the

true shock width scale. Ahead of the shock front in the helium mixture case is a region

characterized by high temperature and low density extending over ∼ 500µm. This is the

precursor region with hot electrons and non-compressed material. However, no precursor

is observed in the pure neon gas, where the signal vanishes within one resolvable step.

The different behavior of the shock precursors in the two gases explains some of

the observations from the raw image data. On Fig. 6.3(b) for the pure neon, the shock

front splits the data into two distinctive regions. Below the shock front (in the shocked

region), a region of relatively higher X-ray emission intensities is observed while in

the region above the shock front (the unshocked region), the flux of X-ray emission

is significantly lower. Because shock fronts are characterized by sharp gradients of

density, temperature, and pressure, the plasma conditions differ strongly between the

post-shocked and pre-shocked area on each side of the shock front. In the post-shocked

region, which corresponds to the bottom part of the image, the plasma exhibits large

densities due to the shock compression and higher temperature due to shock heating,

thereby yielding higher X-ray emission intensities. On the other hand, for the pre-shocked

122



region, the plasma is more tenuous and relatively colder, as shown by the lower flux of

emitting X-rays observed from this region. However, it is more difficult to locate the

shock front in the helium gas mixture (90% helium and 10% neon) due to the strong

preheat ahead of the shock front. Instead of a sharp drop, the electrons maintained a

temperature level above 100 eV, comparable to the shock front temperature, for a couple

hundreds of microns ahead of the shock as shown in Fig. 6.4 (b). Therefore, on the two

sides of the shock front, the change in terms of X-ray emission flux is not as dramatic as

that observed in the neon shock.
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Figure 6.4: Spatial density and electron temperature profiles of the shocks travelling in
(a) helium gas mixture composed of 90% helium, 10% neon and (b) pure neon gas. The
shock widths are measured to be ∼ 300µm for the helium gas mixture and ∼ 180µm for
the pure neon gas. The precursor distance for the helium gas mixture is ∼ 500µm. No
precursor is measured in the pure neon gas.
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6.3 Discussion and simulation

Table 6.1: Characteristic values about the shock and mean free paths among particles

characteristic length value
λe,e ∼ 1 µm
λhe,e ∼ 50 µm
λne,e ∼ 6 µm
λhe,he ∼ 100 µm
λne,ne ∼ 12 µm
shock width ≤ 180 µm
precursor width in neon ∼ 30 µm
precursor width in helium ∼ 500 µm

Discussion is provided in this section on the collisionality of electrons and ions

and their behavior at a strong plasma shock front. Table. 6.1 lists some characteristic

scale lengths of the shock, namely the shock width, the precursor length in both gas

type, and the mean-free-path between multiple particles involved. Hereafter, we refer to

the density jump front as the compression shock. All mean free paths are calculated by

treating the particle in the shocked material as test particles and the un-shocked material

as background. For example λee means the mean free path of the hot electrons (∼ 150eV)

present in the un-shocked plasma.

For the formation of a collisional shock in a plasma, ions gain velocity from the

pusher and eventually reach velocities on the same order of the shock. Then, collisions

convert part of their kinetic velocity into thermal velocity on a time-scale defined by the

ion-ion characteristic time τii. Moreover, electrons of the background gain thermal energy

from the collisions with the energetic ions on a time-scale defined by the ion-electron

characteristic time τie, which is larger than τii by a factor of
(

mi

me

)0.5

. Therefore, at the

fronts of the shocks studied here, electrons’ motions are predominantly the thermal veloc-

ity, corresponding to∼ 150eV, while for ions it is their streaming velocity, corresponding

to 5keV for helium and ∼ 25keV for neon.
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For each collision, ions only lose a moderate amount of their kinetic energy

and several collisions are needed to significantly slow them down. The width of the

compression shock is thus on the same order as a couple of ion-ion mean free paths, as

shown by Table.6.1, which is consistent with the hydrodynamic theory.

Table. 6.1 also conveys the message that electrons are strongly collisional given

their mean free path of ∼ 1 µm, which is less than the shock widths by two orders of

magnitude. However, ions, especially helium, reach a kinetic regime as a consequence of

their mean-free-path being comparable to the scale of the shock. In light of those results,

we performed both hydrodynamic and particle-in-cell (PIC) simulations to investigate

the influence respectively from electron thermal conduction and ion kinetic effects on the

formation of the observed precursors.

6.3.1 Radiation-Hydrodynamic simulation

A 1-D radiative-hydrodynamic simulation was performed to simulate the shock

propagation, in which the Spitzer theory [96] was applied for the thermal conduction

module. According to the classical formula[96, 97], the heat flow along one dimension x

can be expressed by the following equation:

S = ξ(Z)
(kBTe)

5/2 kB

mee4Z lnΛei

∂Te

∂x
,

= ξ(Z)×1.93×10−5 T 5/2
e

Z lnΛei
· ∂Te

∂x

[ erg
cm2 s

]
,

(6.1)

where Te is the electron temperature, Z the ion charge status, lnΛ the Coulomb logarithm

and ξ(Z) is a number that depends only weakly on Z [82].

In addition to Z, the equation indicates the strong dependence of electron heat
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Figure 6.5: Simulated density and temperature profiles for helium and neon shocks
with different initial electron temperature. Orange curves represent density, and blue
curves represent temperature.

flow on the local temperature, as well as the temperature gradient. Therefore, to study

properly the impact of electron thermal conduction on the precursor formation, the

simulated electron temperature of the shock has to be matched with the experimental

observation.

Shocks in the hydro simulation were initialized in one dimension by a hot moving

plasma penetrating into a cold static one. The streaming velocity was adjusted between

300km/s and 400km/s, to make the simulated electron temperature of the shock com-

parable with the experimental measurement of ∼ 150eV. Here, pure helium gas was

used to simulate the helium gas mixture (90% helium and 10% neon) since the code is

limited on performing only a single fluid calculation. As the average atomic mass and
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charge state for the 90% helium and 10% neon gas mixture are 5.6 and 2.8 assuming

neon ions are fully stripped, pure helium is considered as a reasonable representation for

the mixture. The pure neon gas shot was also simulated.

Because temperature below 60eV merge with the noise in the VSG, various initial

temperatures ranging between room temperature (∼ 0eV) and ∼ 60eV were tested in

the simulation for helium and neon shocks. A systematic increase in the length of the

precursor was observed when increasing the initial temperature. Fig. 6.5 columns (right)

and (left) show the two cases for 60eV and 0eV, respectively. The timing of the profiles

is the same as the timing of the experimental data. The blue curves in each plot represent

the density profiles and the orange curves represent the temperature profiles. For easy

comparison, the shock front positions were designated as the origin (z = 0) on all plots.

As shown by Fig. 6.5, the simulation results from the higher 60eV initial back-

ground electron temperatures give a better comparison to the experimental observations

in terms of precursor length. Regardless of the initial electron temperature set, the simula-

tion prediction for the length of the neon precursor is always less than 50µm, which well

agrees with experimental data. The prediction for the helium shock shows a strong de-

pendence on the initial electron temperature. From 0eV to 60eV, the simulation indicates

a significant extension of the helium precursor length, from ∼ 100µm to ∼ 400µm.

The precursor length extension correlates with the heating of background elec-

trons prior to the arrival of the compression shock. In a classical view of a plasma

shock, the precursor length reaches to
(

mi

me

)1/2

λii, which in the studied case, became

comparable to the scale of the tube. Therefore, before the compression shock arrives, the

background electrons in the un-shocked region are possibly heated up to temperatures

much greater than the room temperature.

In addition to hydrodynamic simulations, 1D simulations using the particle-in-cell

code OSIRIS [98] were also performed as the calculation of mean free paths presented in
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the last section suggested kinetic ions at the shock front.

6.3.2 Kinetic aspects on the precursor preheating

Figure 6.6: Phase plots from the particle-in-cell simulation for helium (a) and neon (b)
shocks. For those two images, the horizontal axis represents the space along the shock
propagation from left to the right and the vertical axis represents the particle momentum
normalized by mec. (c) and (d) show ion particle distribution ahead of the shock at the
position around x1 = 200µm, which is indicated by the white dashed line.

To study the kinetic effect, the shock velocity rather than electron temperature is

designated to match with that from the experimental measurement. PIC simulations with

the OSIRIS code were run in 1D, and the shock geometry was created by initializing a

thermal plasma with a drift velocity of 0.001c (300km/s) towards a perfectly reflecting

wall, corresponding to a shock velocity 400km/s. The cell size is 0.143c/ωpe, where

ωpe is the plasma frequency of the down-stream density, which roughly results in 0.09µm
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for He/Ne and 0.05µm for Ne. The total length of the simulation box was dictated

by the requirement that the edge of the drifting plasma does not reach the shock front

before the end of the simulation, which for He/Ne was 800c/ωpe, for Ne 1600c/ωpe,

and which in both cases correspond to about 600µm. Coulomb collisions were included

using the Pérez collision model [99], with all possible species interactions included. The

collision time step was set to 5 times the PIC time step, which was sufficient to resolve

all the collisional timescales. In the cases shown here, the initial (upstream) electron

and ion temperatures were about 15 eV, although multiple simulations were run and this

parameter did not appear to have much of an effect.

Downstream, the electron temperature in the OSIRIS simulations was found to

be ∼ 400eV, higher than the experimental results. We believe this to be due to cooling

via radiation effects (e.g. bremsstrahlung, bound-bound) which is not present in PIC,

as well as overestimation due to the one-dimensional geometry. Therefore, we will not

emphasize the quantitative comparison between experimental observation and simulation

results, but rather focus on studying the underlying physics of the particle kinetic effects.

Phase plots of velocity versus space are shown for helium and neon shocks in

Fig. 6.6 (a) and (b), respectively, taken after approximately 900ps. The horizontal axes

of the plots display space along the shock propagation in µm. The fast particles were

initially injected from the right and then were reflected by the wall set at location zero.

Consequently, the formed shock is propagating to the right. The vertical axes represent

the ion momentum normalized to mec. The fronts of the shocks are recognized by the

sharp changes in ion velocity.

A group of fast streaming ions with a velocity nearly twice that of the shock is

found ahead of the helium shock in the preheat region, which conversely is not observed

in the neon shock. There are two hypotheses for the formation of the fast-moving ions.

They could either be leaking from the compression shock region or reflected by the
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shock front. Further investigations are ongoing to address in more details the origin of

those fast-moving ions ahead of the shock front Being energetic, those fast-moving ions

possibly transfer energy into background electrons by thermal equilibration processes,

hence probably contributing to lengthening and heating up of the precursor in the helium

gas.

Fig. 6.6(c) and (d) provide the ion particle distributions ahead of the shocks in

the preheat regions for the helium and neon gases, respectively. (c) indicates that the

number of the fast streaming ions is around 5% compared to that of the background ions

in the unshocked helium gas. And the relative velocity is ∼ 500km/s, corresponding to a

kinetic energy of ∼ 5keV. Being stopped by the background ion and electron particles,

the fast streaming ions deposit their energy into the preheat region via collisions between

ion-ion and ion-electron. Given the information above, that energy could be able to raise

the background temperature by ∼ 250eV in the precursor region.

6.4 Conclusion

In summary, we have successfully measured the electron temperature and density

profiles of plasma shocks including the entire precursor region both in a pure neon gas

and a helium gas mixture by a 1-D resolved soft x-ray spectrometer. The upper limits of

the shock widths are measured to be on the order 300µm in the helium gas mixture and

180µm in the pure neon gas. A preheat region extending to more than ∼ 500µm ahead of

the shock front is observed in the helium gas mixture, while the precursor length of the

shock in the pure neon gas is not observed. Investigation for the formation of precursor

both by hydrodynamic simulation and particle-in-cell simulations were performed. These

simulations provided two major observations. Hydrodynamically, the heat flow inversely

depends on the charge state Z of the plasma, which was ∼ 2 for the helium gas mixture
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and ∼ 9 for neon. Therefore, stronger heat flow was present in the shock propagating in

the helium gas mixture. Good agreements have been achieved between the experimental

measurements and the results from hydro simulations. The precursor length for the

helium mixture gas has been seen to be strongly dependent on the preheating of the

background electrons ahead of the shock. From the kinetic point of view, preliminary

PIC simulations show a group of fast streaming ions that only appears in the helium gas

mixture and might play a role in the formation of the long precursor in the helium shock

via pre-heating.

Chapter 6, in full, is currently being prepared for publication as R. Hua J. May,

M. Sherlock, M. Bailly-Grandvaux, M. Dozieres, F.N. Beg, C. McGuffey, W. Mori, and

Y. Ping “Precursor structures of strong plasma shocks in helium and neon gases”. The

dissertation author was the primary investigator and author of the paper.
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Chapter 7

Summary and Future Work

7.1 Summary

In summary, a novel platform is developed on the OMEGA-EP facility to study the

shock front structure as well as the associated electric and magnetic field. Strong plasma

shocks were generated by the laser ablation of a piece of plastic or glass foil. It then

propagated into a cylindrical tube along the central axis. The tube was typically filled with

neon or helium gases. The shock traveling along the central axis of a cylindrical tube can

be approximated by a one dimension problem. In comparison to the convergent shocks

in implosion experiments, this configuration provides more highly resolved observation

of the shock front. A Variable line spacing soft-Xray spectrometer was employed to

record the self-emitted x-ray light from the compressed shock front. The side-on proton

radiography was used to detect the field structure at the shock front. Differentiating the

electric field and the magnetic field associated with a strong shock is achieved using the

method of multi-angle proton probing.

In chapter. 3, a detailed description of the configuration of the platform as well

133



as the structures of both the gas target and proton target are presented. The working

principles of the two primary diagnostics, proton Radiography and soft X-ray spectrome-

ter, as well as the analysis process of their data, are discussed in detail. Variable shock

strength can be achieved by either varying the driver lasers’ energy or changing the

ablator material and thickness. The utilization of proton radiography enables the study

of the electric and magnetic fields at the shock front. The generation of TNSA protons

allows the radiography for the shock-fronts at different proton energies, thus providing

energy-dependent information. Also, the timing of sending probing protons can be

controlled by adjusting the delay between the long pulse and short pulse lasers, which

enables the radiography for the shock front at different times during its propagation.

Varying the shock strength and gas-fill allows us to study the underlying physics of

plasma shock condition at different Z and Te.

In chapter. 4, a strong self-generated electric field at a 0.5 Mbar shock front

created in a low-density system has been studied both experimentally and theoretically.

Experiments were conducted using three long-pulse laser beams with a total energy of

6.4 kJ in 2 ns for shock generation and an 850 J, 10 ps short-pulse laser to produce

broadband protons for radiography. The shock front position was measured from the

spatial fiducial attached to the gas target. By comparing the location of the shock front

and proton source location, it was found that the incident angle of the protons from their

source to the shock front was approximately normal. Evidence of the existence of an

electric field at the shock front was observed. Observations of the deflection pattern of

probing protons show the self-generated electric fields with the electric potential on the

order of 300 V. Additionally, 2-Radiation hydro simulations using FLASH have been

conducted, a strong shock comparable to the experimental observation was successfully

generated using the identical laser drivers and the same target setup. The electric field

inferred from the electron pressure profile from the simulation results is also favorably
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comparable with the experimental results. Analytical and particle tracking methods

support the observation of the electric field of 300 V potential.

In chapter 5, the design of the gas target has been improved from the one presented

in chapter 4 by replacing the ablator from a piece of 50 µm plastic with a 2 µm glass.

Stronger shock, whose speed reach to twice compared to the one presented in chapter 4,

was achieved with even less laser energy. Initially, the proton source was placed behind

the shock front by a distance of ∼ 800 µm. A significant strong proton signal was

observed from the radiography, which corresponds to an electric field of ∼ 6 KeV. With

the increase of two times in velocity, this vast increase in electric potential ∼ 20× is

unexplainable regardlessly.

The aberration in the experimental observation makes us realize the existence of

a magnetic field in addition to the electric field. Motivated by the desire to recognize

the type of field at the shock front, a new design of placing the proton source ahead of

the shock front was developed. The basic idea comes from the fact that the deflection of

a charged particle by the magnetic field has a dependence on the incident angle while

the deflection by the electric field has no such dependence. Therefore, if the electric

field dominates at the shock front, the proton radiography data should show consistency

whether the probing protons were sent along or against the shock front. Otherwise, if the

magnetic field dominates at the shock front, the proton radiography data should vary and

show dependence on the proton incident angles.

The deflection pattern recorded by the radiography turned to be contrary when

placing the proton source at different locations. From the information, we confirmed

the domination of the magnetic field at the shock front. The simultaneous existence of

the electric field is also realized and can be probed by the normal incident protons as

described in chapter 4.

Quantitative analysis on the spatial profile of the magnetic field, including its
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thickness, peak intensity as well as spatial variation, has been performed using a 3-D

particle tracking program. Consistent results have been drawn from the analyses for data

from both proton source locations. Further investigation for the magnetic field generation

by particle-in-cell simulation was performed using LSP with an implicit, hybrid method.

The self-generation of the strong magnetic field at the shock front is attributed to the

Biermann Battery effect. As the ablator is 1.9 mm diameter, the central part 750 µm of

which pushed into the gas with extremely high velocity by laser ablation. The density

evolution, determined by advection and the temperature evolution, determined by thermal

diffusion, obey different physical processes and therefore eventually evolve into different

spatial distributions during the shock propagation. The unparallel components in the

gradients of density and temperature give rise to the growth of a magnetic field.

In chapter 6, the one dimension resolved soft-X-ray data is present and analyzed

both in a gas mixture composed of 90% helium and 10%neon and pure neon gas. The

electron temperature and density profiles of plasma shocks have been successfully mea-

sured using the collisional-atomic program PRISMSPECT by the forward-fitting method.

The shock width in both gases was measured to be on the order of 180 µm. Besides, the

entire precursor region, where the electron temperature is far over ion temperature, is

observed both in a helium dominated gas mixture and pure neon gas. It is found this

preheat region extends to more than ∼ 500µm in the helium shock and less than ∼ 30µm

in the neon shock. At the shock front, the electrons are found to be strongly collisional

with their mean-free-path two orders less than the characteristic length of the shock. The

radiation-hydrodynamic simulation is performed to investigate the impact of thermal

conduction on the formation of the precursors. PIC simulation is also performed since

the ion movement falls in the kinetic region. The results indicate that hydrodynamically,

the dependence of heat flow on the charge state Z plays a role in the formations of precur-

sors in the two gases. Kinetically, there is a group of fast streaming ions ahead of the
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shock existing only in the helium gas mixture, which also potentially contributes to the

formation of a more extended precursor layer in the helium shock. Further investigation

of the formation of the fast streaming ions is still in progress.

7.2 Future work

7.2.1 Double ring data

Another interesting Radiography data acquired from this platform displays a

double ring structure at the shock front as shown by Fig. 7.1(a). The gas-filled in this

shot was 90% helium and 10% neon. The shock was initiated by the laser ablation of

2µm SiO2 foil on the left side of the tube. The laser was delivered with 1 kJ energy in 0.5

ns. This snapshot was taken 3 ns after the shock initiation.

Figure 7.1: (a) Radiography image for a shot of 10% neon and 90 %helium. A double
ring structure is observed at the shock front. (b) the simulated double ring radiography
image.

Different from the radiography of pure helium shock, the double ring structure

at the shock front indicates a more complex magnetic and electric field structure at the
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shock front. As predicted by the FLASH simulation, the electron temperature at the shock

front is similar to that of the pure helium shock. The electric field which is generated due

to the gradient along the pressure profile is not significant from that of the pure helium

shock, ∼ 300V in terms of potential. Therefore, the magnetic field structure must vary to

produce such a double-ring proton signal at the shock front.

Figure 7.2: Magnetic field spatial profile at the shock front that could produce the
double ring proton signal.

A potential field profile is displayed by Fig. 7.2. Rather than a simple triangular

shape, an additional structure as labeled by the circle is attached. The preliminary

hypothesis for the generation of such a magnetic field structure involves species separation

between the neon and helium at the shock front. Further investigation both on the deeper

insight of the radiography data as well as simulation from a particle in cell code is in

progress.
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7.2.2 Proposal to NIF

Figure 7.3: (a) is the results using the identical condition that was used on OMEGA EP,
1 kJ, 0.5ns, and 750µm focal spot. (b) shows the simulation result from FLASH using
80 kJ in 2ns and 2000 m focal spot, which is only possible on NIF.

We have proposed to the national ignition facility (NIF) with our platform to

study the electric and magnetic fields associated with much stronger shocks. simulations

using FLASH code with NIF laser parameters are carried out and the results have been

compared with that from OMEGA EP laser as shown by Fig 7.3. On NIF, the shock is

expected to be initiated from 6 quads driver beams using 80 kJ, 2ns, and the standard
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phase plate. The significant separation between the shock front and the gas-ablator

interface is predicted. In contrast, the EP long pulse laser can only drive the shock

slightly in front of the gas-ablator interface (on the order of 100 um), while NIF scale

laser increases that separation significantly to mm scale. Six quads of the NIF laser will

generate a stronger shock, with Mach number more than 10, pressure on the order of

3 Mbar, speed up to 1000 km/s and temperature 1 keV which about four times larger

compared to OMEGA EP for the same ablator. These simulations demonstrate that NIF

is capable of providing stronger shocks far beyond what can be reached on OMEGA EP.
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C Huntington, T. Ishikawa, and M. Koenig. “Proton imaging of an electrostatic
field structure formed in laser-produced counter-streaming plasmas”. In: Journal
of Physics: Conference Series. Vol. 688. 1. IOP Publishing. 2016, p. 012071.

[25] H.-S. Park, C. Huntington, F Fiuza, R. Drake, D. Froula, G Gregori, M Koenig,
N. Kugland, C. Kuranz, and D. Lamb. “Collisionless shock experiments with
lasers and observation of Weibel instabilities”. In: Physics of Plasmas 22.5 (2015),
p. 056311.
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