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We present the first inclusive measurements of the invariant and SOFTDROP jet mass in proton-proton
collisions at

ffiffiffi
s

p ¼ 200 GeV at STAR. The measurements are fully corrected for detector effects, and
reported differentially in both the jet transverse momentum and jet radius parameter. We compare the
measurements to established leading-order Monte Carlo event generators and find that STAR-tuned
PYTHIA-6 reproduces the data, while LHC tunes of PYTHIA-8 and HERWIG-7 do not agree with the data,
providing further constraints on parameter tuning. Finally, we observe that SOFTDROP grooming, for which
the contribution of wide-angle nonperturbative radiation is suppressed, shifts the jet mass distributions into
closer agreement with the partonic jet mass as determined by both PYTHIA-8 and a next-to-leading-
logarithmic accuracy perturbative QCD calculation. These measurements complement recent LHC
measurements in a different kinematic region, as well as establish a baseline for future jet mass
measurements in heavy-ion collisions at RHIC.

DOI: 10.1103/PhysRevD.104.052007

I. INTRODUCTION

A hard scattered parton will typically be highly virtual,
and therefore will quickly radiate a gluon [1]. The cascade
of further radiation and splitting is called a parton shower,
which is described by the coupled differential Dokshitzer-
Gribov-Lipatov-Altarelli-Parisi equations [2–4]. Once the
partons’ virtuality reach the nonperturbative (NP) regime,
they hadronize. In order to access the initial hard-scattered
parton and its evolution, the final-state particles are
clustered into collective objects called jets, using algo-
rithms defined identically in theory and experiment and
robust to both arbitrarily soft and collinear radiation [5].
Jets have been used, e.g., to refine the strong coupling [6,
Sec. 9.4.5], to search for new physics [7], and to improve
knowledge of the parton distribution functions [8].
Measurements of jet substructure specifically test funda-
mental QCD via final state radiation patterns and are
important in a heavy-ion context due to, e.g., possible
coherent energy loss of hard scattered partons in the QCD
medium [9]. In this paper, we present the measurement of a
jet substructure observable called the jet mass, M, defined
as the magnitude of the four-momentum sum of the jet
constituents,M ¼ jPi∈jet pij ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2 − p2

p
, where E and p

are the energy and three-momentum of the jet, respectively
(see [10–17] for previous measurements at the LHC and the
Tevatron). The influence of the initial hard scattering,
fragmentation, and hadronization on the resulting jet

angular and momentum scales implies that the jet mass
is sensitive to the details of these processes. The mass of
jets arising from heavy quarks is also sensitive to the
initiating quark’s mass (see Ref. [15] for an extraction of
the top quark mass from top quark jets) although in the
kinematic regime of this paper, light quark jets are
dominant [18], and access instead the initiating parton’s
virtuality. We can use the jet mass distributions to test the
applicability of perturbative QCD (PQCD) calculations at
low jet energies and also to tune parton shower parameters
in Monte Carlo (MC) event generators such as PYTHIA and
HERWIG [19–21] for better prediction power across varying
center-of-mass energies.
Jet mass is sensitive to both perturbative and non-

perturbative physics. At the Relativistic Heavy Ion
Collider (RHIC), the lower center-of-mass energy,

ffiffiffi
s

p
,

compared to the Large Hadron Collider (LHC), reduces the
importance of higher-order (NnLO) effects, while the lower
jet transverse momentum, pT;jet, increases the sensitivity to
the underlying event and hadronization [22]. However, one
may reduce contributions of NP physics such as the
underlying event and hadronization in a Sudakov-safe
way [23] with the SOFTDROP grooming algorithm [24],
which is described in more detail in Sec. II. Therefore, a
groomed jet mass measurement, i.e., a jet mass measure-
ment on a population of jets to which the SOFTDROP

grooming algorithm has been applied, allows a more direct
comparison with analytic calculations [25] at varying
orders. We would also expect that the Sudakov peak—
the result of a small probability of low and high mass jets
due to suppression of perfectly collinear gluon radiation
after resummation and hard or wide-angle radiation,
respectively—shifts to lower jet mass after SOFTDROP

grooming due to the removal of wide-angle radiation
[26]. Additionally, a comparison of groomed jet mass to
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ungroomed jet mass differentially in pT;jet, and the jet
radius parameter, R, can be utilized to assess experimen-
tally the phase space for which the magnitude of NP effects
is significant.
The jet mass is also a useful quantity in heavy-ion

collisions (see [17] for a previous measurement at the
LHC), in which any hard scatters occur before the hot,
dense, colored QCDmedium is formed. The partons, which
also carry color charge, then interact with the medium
which may temporarily increase the virtuality of the jets
causing an increase in gluon radiation (increasing the jet
mass), while on the whole, virtuality will decrease more
quickly in the medium (decreasing the jet mass) [17].
Therefore, this measurement will serve as a vacuum base-
line for a future measurement in heavy-ion collisions, in
which medium modification of the jet mass in a hot, dense
nuclear environment may be observed [27].
In pp collisions, there have been several recent jet mass

measurements [10–16] (almost exclusively at the LHC) and
calculations [28–35] (at LHC kinematics) demonstrating
that LHC-tuned MC simulations and calculations are able
to describe the data at LHC energies. This paper presents
the first fully corrected inclusive jet mass measurement at
RHIC energies.
In this paper, we present the ungroomed and groomed jet

mass differentially in both pT;jet and R, where jets are
reconstructed with the FASTJETanti-kT algorithm [5,36]. We
compare to three MC simulations in this analysis: PYTHIA-6,
HERWIG-7, and PYTHIA-8. We also show a PYTHIA-8 parton-
level simulation and a PQCD calculation at next-to-
leading-logarithmic (NLL) accuracy to emphasize the
suppression of NP effects by grooming.

II. EXPERIMENTAL SETUP

The data used for this analysis were collected by the
Solenoidal Tracker at RHIC (STAR) detector in pp
collisions at

ffiffiffi
s

p ¼ 200 GeV in 2012. Charged tracks are
reconstructed via the Time Projection Chamber (TPC) [37],
and the surrounding Barrel Electromagnetic Calorimeter
(BEMC) [38] measures electromagnetic energy deposits in
its 4800 towers each covering 0.05 × 0.05 in pseudora-
pidity (η) and azimuth (ϕ). These detectors have full
azimuthal coverage and jηj < 1. In a procedure called
hadronic correction, the tower energy is corrected for
energy from tracks measured in the TPC which match to
the tower, to avoid double-counting. Any negative cor-
rected tower energies are set to zero. This procedure is
optimal with respect to the result on the jet momentum
resolution and neutral energy fraction [39]. The BEMC is
additionally used online as an event trigger that requires a
total analogue-to-digital converter value above a certain
threshold, corresponding to

P
ET;tower > 7.3 GeV, in one

of 18 partially overlapping 1.0 × 1.0 η × ϕ groupings of
towers called Jet Patches [40].

For the analysis we impose certain quality requirements
on the tracks and towers, e.g., 0.2 < pT < 30 GeV=c,
0.2 < ET < 30 GeV, and jηj < 1, as well as standard
overall event quality assurance cuts [40]. Namely, we
require the z component of the primary vertex location
to be within 30 cm of the center of the detector, and due to
worsening momentum resolution for high-pT tracks, we
reject events containing tracks with pT > 30 GeV=c or
towers with ET > 30 GeV. Although three of the compo-
nents of the particle or tower four-vector are specified, the
mass is unknown, so we choose a mass assignment. This
analysis does not attempt any particle identification, so at
detector-level (i.e., data and simulation in which particles
traverse detector material), the pion mass is assumed for
charged tracks, and tower energy deposits are assumed
massless; at particle-level (i.e., vacuum simulation), the
particle PDG mass [6] is assigned (as in Ref. [17]). The
effect of the difference between detector level and particle
level caused by this choice of mass assignments is folded
into the detector response, and is corrected via unfolding so
that the reported particle-level data is comparable to MC
simulations and analytic calculations using the hadrons’
PDG mass.
We cluster accepted tracks and towers into jets using the

anti-kT sequential recombination algorithm with the E
scheme in the FASTJET framework. This algorithm defines
distance metrics

dij ¼ min ðp−2
T;i; p

−2
T;jÞ

Δ2
ij

R2

and diB ¼ p−2
T;i, where Δ2

ij ¼ ðyi − yjÞ2 þ ðϕi − ϕjÞ2, and
yi is the rapidity of object i. It then finds the smallest
distance among objects; it recombines i and j if dij is the
smallest distance, or removes i from consideration and
considers it a jet if diB is the smallest distance. This is
repeated until only jets remain. In the analysis, jets are
selected to be contained within the experimental fiducial
volume of the TPC and BEMC (jηjetj < 1 − R, where ηjet is
the pseudorapidity of the jet axis). In addition, we consider
only jets with less than 90% of their energy from the BEMC
to reduce the contribution of beam background [40]. After
all event, track, tower, and jet cuts, the remaining jet
population is considered for the ungroomed mass analysis.
The SOFTDROP declustering algorithm is then applied to

these jets to obtain a population of groomed jets. That is,
jets are reclustered in an angular-ordered tree (with the
Cambridge-Aachen algorithm [41,42]), and starting with
the outermost constituent pairs (denoted with the subscripts
1 and 2), those failing the condition

min ðpT;1; pT;2Þ
pT;1 þ pT;2

> zcut

�
Δ12

R

�
β

have the softer constituent removed; the procedure is
iterated until either a pair passes the condition (“grooming
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mode”) or the jet can no longer be declustered (“tagging
mode”). Here, β controls the extent to which wide-angle
constituents are removed, and zcut is the momentum sharing
fraction threshold for the pair. For example, zcut ¼ 0.2,
β ¼ 0 denotes that the softer constituent must carry 20% of
the overall momentum of the pair, with no angular con-
sideration. We apply the SOFTDROP grooming procedure
in tagging mode with zcut ¼ 0.1 and β ¼ 0 to these ung-
roomed jets, to obtain the population of jets to be
considered for the groomed mass analysis. This canonical
choice of parameters simplifies calculations [24]. It was
also shown, ibid., in a PYTHIA-8 study at LHC energies that
an observable similar to jet mass has very little contribution
from hadronization corrections or underlying event, after
grooming with the parameters used in this analysis. This
provides evidence for the suppression of NP effects by the
SOFTDROP declustering procedure. In this paper, observ-
ables on the set of groomed jets are subscripted with a “g,”
and are shown for ranges of the corresponding ungroomed
pT;jet, to allow a direct comparison between jet mass and
groomed jet mass.

III. CORRECTION FOR DETECTOR EFFECTS

To correct for detector effects, we use a two-dimensional
Bayesian unfolding procedure [43]; with this we obtain the
physical distributions (“causes”) most likely to have lead to
the observed data (“effects”), using Bayesian inference. We
construct two detector response matrices, one for pT;jet and
M, and one for pT;jet

1 and Mg, and unfold (in M and Mg

separately) the uncorrected data to particle-level via the
ROOUNFOLD package [44] with a regularization parameter
of 4. This parameter corresponds to the number of iterations
of the Bayesian inference procedure: each subsequent
iteration uses as a prior the posterior from the previous
iteration, so that larger numbers of iterations yield less
reliance on the initial prior distribution given in this case by
Monte Carlo simulations. However, beyond some number
of iterations, the statistical uncertainties grow rapidly,
hence the choice of 4.
A visualization of a subset of the four-dimensional

response matrix is shown in Fig. 1, with particle-level
(detector-level) jet mass denoted MpartðdetÞ. To construct
the matrix, we begin with a sample of pp events atffiffiffi
s

p ¼ 200 GeV generated by the PYTHIA-6.428 event gen-
erator with CTEQ6L1 parton distribution functions [45]
and the PERUGIA 2012 tune, further tuned to STAR data (see
Refs. [18,40] for details). These particle-level events are
then passed to the GEANT-3 [46] STAR detector simulation
to obtain the detector hits, and are combined with zero-bias
(randomly triggered) data from the same pp run period.
Detector-level events, from the GEANT simulation, are

treated exactly like events in the data as described in
Sec. II. The (groomed) jet mass from PYTHIA-6 and
PYTHIA-6+GEANT is shown on the (right) left in Fig. 2 with
a comparison to the uncorrected data, for R ¼ 0.4 jets with
20 < pT;jet < 25 GeV=c. We observe good agreement
between the uncorrected data and detector simulation, as
shown in the ratio panel. Similar agreement is found in all
three of the pT;jet selections reported in this paper. Note that
the ungroomed detector-level jet mass is required to be
greater than 1 GeV=c2 to improve the performance of the
unfolding procedure. The groomed mass has no such
restriction.
To compare the particle- and detector-level jets on a jet-

by-jet basis, we match geometrically by requiring potential
matches to pass the criterion,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔηÞ2 þ ðΔϕÞ2

q
< R;

where Δη (Δϕ) denotes the difference between the particle-
and detector-level jet axes in η (ϕ). A match is a jet pair that
satisfies the above criterion and falls in the jetmomentumand
jet mass ranges of the response matrix (namely at particle
level, pT;jet ∈ ð5; 80Þ GeV=c, and at detector level pT;jet ∈
ð15; 60Þ GeV=c and M > 1 GeV=c2). The detector perfor-
mance is quantified by a ratio, r, of detector-level to particle-
level mass on a jet-by-jet basis for the matched pairs. This is
shown in Fig. 3 for jet mass on the left and groomed mass on
the right, for R ¼ 0.4 jets with 20 < pT;jet < 25 GeV=c as
black circles, 25 < pT;jet < 30 GeV=c as red squares, and
30 < pT;jet < 40 GeV=c as blue crosses. Tracking ineffi-
ciency of the detector reduces the jet mass, shifting the peak
of the distribution to the left of unity. We observe that the
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1Note that throughout, Mg is shown as a function of pT of the
ungroomed (rather than groomed) jet.
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resolution (the width of the distribution) is independent of
pT;jet, which is beneficial for numerical stability in the
unfolding. There are relatively more groomed jets than
ungroomed jets with low r (say, r < 0.5), due to the lack
of a minimum detector-level Mg requirement mentioned

above.We use the resolution to determine the appropriate jet
mass bin width (1 GeV=c2) used in the unfolding procedure,
while thepT;jet bin width (5 GeV=c) is the same as what was
used in Ref. [40]. The highest pT;jet selection for which we
show the jet mass (30 < pT;jet < 40 GeV=c) is wider, as in
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that paper, in order to improve the low statistics at higher
pT;jet due to the steeply falling pT;jet spectrum at RHIC.

IV. SYSTEMATIC UNCERTAINTIES

There are four sources of systematic uncertainty
involved in the jet mass analysis. Two detector uncertainties
were considered: uncertainty on the tower gain calibration
(3.8%) and on the tracking efficiency (4%) [18]. Two
procedural uncertainties were considered as well. The first,
the hadronic correction, is varied from the nominal sub-
traction of 100% of a track’s pT from the matched tower, to
50% which is between the average charged hadron energy
deposition in the BEMC and the nominal over-subtraction
of 100%. In addition, there is uncertainty arising from the
unfolding procedure [40].
The unfolding procedure outlined in Sec. III is a

dominant source of systematic uncertainties. We vary the
regularization parameter from the nominal value of 4 down
to 2 (the minimum for an iterative Bayesian approach) and
up to 6 (above which the influence of statistical fluctuations
is large). We also vary the shape of the particle-level pT;jet

spectrum prior distribution given by PYTHIA-6 as well as the
detector-level pT;jet spectrum given by PYTHIA-6+GEANT.
Similarly, we vary the shape of the particle-level mass
spectrum prior distribution given by PYTHIA-6, which is
adjusted by the ratios of PYTHIA-6 to PYTHIA-8 and to
HERWIG-7. The two particle-level Bayesian prior smearings
contribute roughly equally to the relative systematic
uncertainty, while the detector-level pT;jet spectrum varia-
tion is subdominant. The maximum envelope of these
variations is taken as the unfolding uncertainty.
The individual sources and total systematic uncertainties

(the quadrature sum of individual contributions) are shown
in Table I for representative pT;jet and MðgÞ selections.
Relative uncertainty values in Table I were obtained by
propagating each variation through the unfolding pro-
cedure, and dividing the resulting fully corrected mass
by the nominal result.

V. RESULTS

The fully corrected jet mass and groomed jet mass
distributions are shown in Fig. 4 for R ¼ 0.4 jets with
20 < pT;jet < 25 GeV=c in the left panel, 25 < pT;jet <
30 GeV=c in the middle panel, and 30 < pT;jet <
40 GeV=c in the right panel. As pT;jet increases, we
observe an increase in the mean mass, hMi, and groomed
mass, hMgi, as well as a broadening of the distribution: jet
mass and groomed jet mass mean (rms) increase by
25.5%�0.2%ðstatÞ�2.0%ðsystÞ (18.1%�0.4%�4.1%)
and 15.5% � 0.3% � 2.4% (23.2% � 0.4% � 3.6%),
respectively, from lowest to highest pT;jet. This is due to
the increase in the available phase space for radiation with
higher jet momentum, as expected from PQCD, although
the effect is slightly mitigated by the relative increase, as
pT;jet increases, in the number of quark-initiated jets, which
have lower hMi than gluon-initiated jets [47].
We compare our fully corrected results with leading-

order MC event generators PYTHIA-8 (including a curve
with hadronization turned off, which we denote “parton
jets”), HERWIG-7, and PYTHIA-6. The latter uses the PERUGIA

2012 tune [48] with additional tuning to the RHIC
environment [18]. The former two use tunes developed
for LHC kinematics—in PYTHIA-8 the MONASH 2013 tune
[49], and in HERWIG-7 the EE4C underlying event tune [50].
Relevant model differences between PYTHIA and HERWIG

for a jet substructure analysis lie in the shower and
hadronization mechanisms, where PYTHIA uses a pT-
ordered shower and string fragmentation, while HERWIG

uses an angular-ordered shower and cluster hadronization.
We note that PYTHIA-6 describes the data well, within

systematic uncertainties, whereas the HERWIG-7 and
PYTHIA-8 prefer lower and higher mass jets, respectively,
as observed in the slope of the ratio of MC simulations to
data. The behavior of HERWIG-7 and PYTHIA-8 is similar to
that of HERWIG and PYTHIA (albeit different versions and
tunes) in the LHC measurement of Ref. [10], although with
HERWIG preferring larger mass jets and PYTHIA preferring
slightly smaller mass jets than data. We also observe from

TABLE I. Systematic uncertainties for an example jet population with 25 < pT;jet < 30 GeV=c and, from the top to the bottom row,
1 < MðgÞ < 2, 4 < MðgÞ < 5, and 7 < MðgÞ < 8 GeV=c2. The total systematic uncertainties are obtained by adding the sources in the
four preceding columns in quadrature. Upper: ungroomed jet mass. Lower: groomed jet mass.

Source / Range in M Hadronic correction Tower gain Tracking efficiency Unfolding procedure Total systematics

ð1; 2Þ GeV=c2 1.3% 0.9% 13.0% 12.2% 17.9%
ð4; 5Þ GeV=c2 0.1% 0.6% 0.4% 4.1% 4.1%
ð7; 8Þ GeV=c2 3.6% 0.4% 6.9% 22.9% 24.1%

Source / Range in Mg Hadronic correction Tower gain Tracking efficiency Unfolding procedure Total systematics

ð1; 2Þ GeV=c2 2.6% 0.7% 6.8% 9.1% 11.7%
ð4; 5Þ GeV=c2 1.0% 0.8% 1.5% 3.4% 4.0%
ð7; 8Þ GeV=c2 1.1% 0.2% 8.0% 28.3% 29.4%
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the comparison of the parton-level to hadron-level curves
from PYTHIA-8 that hadronization increases the jet mass. In
addition to the scan over pT;jet, we show in Fig. 5 the jet
mass and groomed jet mass distributions for jet radius

R ¼ 0.2, 0.4, and 0.6, for a fixed pT;jet from 30 to
40 GeV=c. We observe that the mass increases with
increasing R, which is expected as the jet will encompass
more wide-angle NP physics and will more often be a
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increases from 20 < pT;jet < 25 GeV=c to 30 < pT;jet < 40 GeV=c. The fully corrected data (with accompanying red shaded band
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gluon-initiated jet which has higher mass on average than a
quark-initiated jet.
As for the groomed mass, it exhibits similar trends of

increasing mass with increasing pT;jet and R. We note,
however, that the position of the Sudakov peak is shifted up
to 55%� 22%ðstatÞ lower, for the largest jet radius and
pT;jet selection, for the groomed mass compared to the
ungroomed mass distributions. This implies that jet con-
stituents arising from wide-angle radiation are indeed

suppressed. We also observe that the grooming procedure
results in a groomed mass that is closer to the ungroomed
parton-level curves, signaling that NP effects such as
hadronization have been reduced. Both of these effects
are more significant for R ¼ 0.6 jets. Finally, we note that
for ungroomed mass, PYTHIA-6 is consistent with the data in
all cases, while for groomed mass, PYTHIA-6 slightly
underpredicts data for all jet radii shown. HERWIG-7 and
PYTHIA-8 prefer lower and higher mass jets, respectively, in
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s

p ¼ 200 GeV for a single pT;jet selection
(30 < pT;jet < 40 GeV=c) and varying jet radii (from left to right, R ¼ 0.2, 0.4, 0.6). The style of the curves is the same as in Fig. 4.
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most R and pT;jet selections with the exception of R ¼ 0.2
for PYTHIA-8, and 30 < pT;jet < 40 GeV=c, R ¼ 0.6 for
ungroomed HERWIG-7, where they do describe the data.
The preference of HERWIG-7 and PYTHIA-8 for lower and
higher hMgi, respectively, is consistent with the observed
preference for narrower and wider splits, respectively,
in Ref. [40].
The dependence of the mass on jet radius and pT;jet is

made more apparent by Fig. 6 in which we plot the mean
(groomed) mass for the same jet radius and pT;jet selections
as above. Note the decrease in hMi from grooming due
to removal of wide-angle radiation. Additionally, there is
an increase in the difference between the groomed and
ungroomed jet mass for higher-pT jets, presumably due to
the fact that high-pT jets are more collimated, so more
of the widest-angle radiation is captured in the jet cone
before grooming, which the grooming procedure then
reduces. We also observe that for small radius jets, the
jet mass is relatively unaffected by grooming, as much of
the wide-angle radiation will already have left the jet
cone, while for large-radius jets grooming dramatically
reduces hMi. There is also a much stronger dependence of
hMðgÞi on the jet radius than on the pT;jet. The stronger
dependence on the radius is expected from the generic form
of the jet mass:M2 ∼ pT;jet

P
i∈J pT;iΔR2

iJ, where pT;i is the
transverse momentum with respect to the jet axis and
ΔR2

iJ ¼ ðΔηiJÞ2 þ ðΔϕiJÞ2 is the distance of the constituent
i from the jet axis [29]. Lastly, we observe that in general,
HERWIG-7 (PYTHIA-8) predicts a smaller (larger) hMðgÞi than
data, while PYTHIA-6 is roughly consistent with data, as
mentioned in the previous two paragraphs.

Finally, we compare the hadron-level fully corrected jet
mass data to a PQCD calculation at next-to-leading order
with NLL accuracy at the parton-level in Fig. 7. NP
contributions are expected to be large for small R, small
pT;jet, and smallM. Because of this large NP contribution to
the calculation for R ¼ 0.2 over the entire jet mass range,
we show only R ¼ 0.4 and R ¼ 0.6 jets, and even for
R ¼ 0.4 jets, the lowest pT;jet range is dominated by these
NP contributions. Similarly, theoretical calculations become
unreliable at small M, so a simple linear extrapolation of
the ungroomed jet mass to (0, 0) is done in Fig. 7 in order
to provide a consistent overall normalization by which to
compare the calculations and data. The uncertainty on the
calculation is given by QCD scale variation by a factor of
two about the chosen values, while keeping the relation
between the collinear and soft scales and between the hard
and jet scales fixed, as in Ref. [51]. Note also that the jet
mass range for the comparison is 0 < M < 10 GeV=c2 so
the normalization of the data in Figs. 5 and 7 is different.
Although NP effects are minimized at large R and pT;jet,

we observe a significant discrepancy in the jet mass
between the calculation and data even for R ¼ 0.6, 30 <
pT;jet < 40 GeV=c ungroomed jets. Since NnLO effects
should be small at RHIC, this indicates not a failing of the
fixed-order calculation, but rather the large effect of
hadronization and other NP contributions to the jet mass,
e.g., multiple-particle interactions, in the STAR kinematic
regime. However, we do observe that, for larger radius jets,
the groomed jet mass data and ungroomed jet mass
calculation are comparable, indicating the suppression of
NP effects with the SOFTDROP procedure. We notice as well
that the calculation is comparable with PYTHIA-8 both for
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groomed and ungroomed jets, which suggests that most of
this large NP contribution is due to the hadronization of
final-state particles. These results can be used to extract an
NP shape function for a hadronization correction, and by
extension they will allow for further refinement of theo-
retical quantities, such as the soft function, using the
extracted R-dependent shape function [52].

VI. SUMMARY

This paper presents the first inclusive jet mass meas-
urement in pp collisions at

ffiffiffi
s

p ¼ 200 GeV at RHIC. Both
the ungroomed and groomed jet mass are presented differ-
entially in the jet radius and transverse momentum. We
observe trends of increasing mean and width of the
distributions with increased R due to the inclusion of more

wide-angle radiation. We observe the same trends for
increasing pT;jet as well due to the increased phase space
for radiation. Both of these observations are consistent with
PQCD. In addition, grooming is shown to shift the mass
distribution to smaller values and reduce the position of the
Sudakov peak, leaving the fully corrected groomed jet mass
amenable to comparison with NLL calculations.
Although the fully corrected data is well-described

by the RHIC-tuned leading-order MC event generator
PYTHIA-6 PERUGIA 2012, it is not as well-described by
LHC-tuned PYTHIA-8 MONASH 2013 and HERWIG-7 EE4C,
providing crucial input for further RHIC tunes. This
measurement will also serve as an important reference
for future jet mass measurements in heavy-ion collisions at
RHIC in which modification due to energy loss in the hot
nuclear medium may be expected.
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