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ABSTRACT OF THE DISSERTATION 

 

Quantifying and Improving Error Sensitivity of  

Intensity Modulated Radiation Therapy Quality Assurance 

by 

Jennifer Mariah Steers 

 

Doctor of Philosophy in Biomedical Physics  

University of California, Los Angeles, 2018 

Professor Daniel Abraham Low, Chair 

 

Purpose 

To quantify and elucidate factors affecting error sensitivity in current IMRT QA comparisons 

performed with the gamma comparison, to investigate causes for gamma comparison 

insensitivity, and to utilize these results to develop and validate a new method for analyzing IMRT 

QA dose distributions in the clinic.  

Methods 

Over 20,000 gamma comparisons were performed for three detector geometries – ArcCHECK, 

MapCHECK, and Delta 4 – for a variety of IMRT and VMAT cases in the presence of induced 

errors. Differences in error sensitivity for each device geometry and delivery technique were 

studied with the use of 1mm vs. 1mm calculation-only comparisons and in-house MATLAB 

gamma comparison software developed specifically for this project. Additionally, the effects of 

spatial sampling for each device were evaluated using gamma comparisons performed at the true 
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spatial sampling of each detector compared to those at 1mm.  Patterns of gamma failures were 

also investigated in the presence of induced errors of increasing magnitude.  

Results from these gamma comparisons were considered in developing a new comparison 

technique for IMRT QA analysis. A new analysis method that segments the IMRT QA 

comparisons by different dose and gradient thresholds was developed with the use of known 

induced errors in a calculation-only scenario for the ArcCHECK, MapCHECK, and Delta 4 

measurement geometries. Results from the new method were validated for a separate cohort of 

patient plans, as well as with the use of real plan measurements with and without intentional errors 

on the MapCHECK device.  

Results 

Differences in gamma comparison error sensitivity were observed for the ArcCHECK, 

MapCHECK, and Delta 4 geometries when removing the effects of different spatial sampling for 

each device. While sensitivity was error type-specific for most studied gamma criteria, a gamma 

criterion with a 10% low dose threshold and local dose difference normalization appeared to offer 

similar sensitivity across the three devices. For more commonly used gamma criteria, the Delta 4 

appeared more sensitive for the majority of induced error types. Additionally, error sensitivity was 

lower for VMAT cases compared to IMRT cases across all detector geometries. Reducing the 

spatial sampling of each device from 1mm to the true spatial sampling of the device did not 

noticeably affect gamma comparison error sensitivity. In evaluating patterns of gamma failures 

and gamma value maps in the presence of induced errors of increasing magnitude, it was 

observed that high dose gradients likely limit the sensitivity of the gamma comparison, regardless 

of dose difference normalization or detector geometry. Additionally, for some cases the number 

of diodes in real measurements not falling along these gradients may be alarmingly low, which 

may help explain why the gamma comparison can fail to flag large errors for certain cases. 
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A new method, gradient-dose segmented analysis (GDSA) was developed to allow more clinically 

meaningful and sensitive IMRT QA comparisons. This method segments the comparison points 

into regions of high-gradient, high-dose low-gradient, and low-dose low-gradient points. The mean 

local dose difference in high-dose low-gradient regions of the comparison was found to predict 

true changes in PTV mean in the patient DVH. The development of GDSA made use of over 

180,000 comparisons to select appropriate dose and gradient thresholds for IMRT and VMAT 

cases on the MapCHECK, Delta 4, and ArcCHECK devices. Predictions for change in PTV mean 

dose performed best for the MapCHECK and Delta 4 geometries, with a nearly 1:1 correlation 

between predicted and true change in PTV mean dose. Additionally, as a binary pass/fail metric, 

GDSA exhibited higher sensitivity and specificity than five studied gamma criteria. GDSA results 

were validated with a separate cohort of patients as well as real MapCHECK measurements. 

GDSA is feasible for clinical implementation as it would not require an increase in time spent 

analyzing the results. 

Conclusions 

A variety of measurement scenarios were considered in controlled calculation-only comparisons 

that suggest device-specific and delivery technique-specific gamma criteria may be appropriate 

in order to achieve similar sensitivity in IMRT QA comparisons across the field. Additionally, the 

complexity of gradient maps in current IMRT QA appears to be a driving factor in error sensitivity 

for the gamma comparison. Finally, the gradient-dose segmented analysis (GDSA) method has 

been developed and validated for the purpose of IMRT QA analysis for three different detector 

devices. GDSA was shown to predict changes in PTV mean in the patient DVH using only 

information from the calculations and measurements in the phantom geometry. As a binary 

pass/fail metric, GDSA was also shown to be more sensitive and specific than the gamma 

comparison. Results from this new analysis technique can help predict the clinical relevance of 

dose differences in IMRT QA measurements, thus offering more meaningful IMRT QA results. 
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Chapter 1                                              Chapter I. 

Introduction 

In 2018, it is estimated that approximately 1.7 million new cases of cancer will be diagnosed in 

the United States alone1, with roughly 66% of these patients receiving radiation therapy as part 

of their treatment regime2. While radiation therapy can be delivered using a variety of different 

techniques, patients are most commonly treated with external beam radiotherapy. This treatment 

utilizes focused beams of high energy particles generated by linear accelerators to induce cell 

death, with the overall goal of maximizing tumor cell killing while minimizing damage to normal 

tissues.  

Due to the nature of radiation therapy treatments, safety is a main tenet in Radiation Oncology 

departments. Radiation therapy clinics perform a multitude of quality assurance checks to ensure 

that patients receive safe, effective, and high-quality treatments free of clinically significant errors. 

Should treatment errors occur, they can carry devastating consequences – under-dosing the 

tumor can cause a lack of tumor control, potentially allowing disease spread. Conversely, 

misadministrations that result in excess dose to the patient can induce unexpected toxicities 

ranging in severity from atypically severe erythema to death. Patient-specific pre-treatment quality 

assurance (QA), also colloquially known as intensity modulated radiation therapy (IMRT) quality 

assurance (QA), is one important pre-treatment check to ensure the plan delivered to the patient 

matches closely to what was planned in the treatment planning system (TPS). This process, which 

compares a physical measurement of the patient’s plan to a calculation from the TPS prior to 

treatment, is one crucial component in attempting to prevent large treatment errors. The physical 

measurement of a patient’s plan prior to treatment was introduced partly in response to the 

increasing complexity of radiotherapy treatment plans over the past few decades. In current 

radiotherapy deliveries there are many pathways in which a delivered plan may differ from the 

plan calculated in the TPS, such as improper transfer of plan parameters between the TPS and 
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the treatment machine, malfunction of the linear accelerator during delivery, or limitations in 

calculation algorithms. 

I.A. The parallel evolution of radiotherapy treatment plans and IMRT QA 

The delivery of radiation for therapeutic purposes has developed significantly over the past 30 

years, and the ability to spare normal tissues while maintaining dose coverage of the tumor 

volume has improved greatly. In tandem with the advances seen in delivery techniques, the 

methods used to ensure that patient plans are safe to deliver have also evolved. Prior to the mid-

1980s, radiation therapy treatments often consisted of beams shaped using rectangular high-

density jaws in the head of the linear accelerator, and sometimes secondary collimation using a 

Cerrobend block to shield critical structures. The example in Figure 1-1.a. shows that for these 

types of simple field shapes, a good deal of normal tissue outside of the tumor volume may be 

irradiated in order to entirely cover the tumor volume. Since these treatment fields were relatively 

simple in nature, verifying that plan parameters were properly transferred from the TPS to the 

delivery machine could be performed with visual verifications or using record-and-verify systems.  

    
Figure 1-1. The evolution of treatment planning fields, from (a) simple rectangular fields, to (b) fields shaped with multi-
leaf collimators (MLCs), and (c) modulated fields created by complex combinations of small MLC-shaped fields. 
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By the late 1980s and early 1990s, Cerrobend blocks were regularly utilized to create shaped 

fields shaped to the beam’s-eye view (BEV) of the targets3 and by the mid-1990s multi-leaf 

collimators (MLCs) were in wide-spread use. MLCs consist of many tungsten “leaves” (illustrated 

in Figure 1-1.b and Figure 1-2) that can move separately to create unique beam apertures and 

allow computer-controlled delivery of radiation therapy treatments4,5. Since beams shaped with 

Cerrobend blocks and MLCs were still relatively intuitive relative to the patient anatomy, plan QA 

checks consisted mainly of visual verification and independent dose calculations (typically a 

monitor unit calculation). 

 
Figure 1-2. An illustration of a multi-leaf collimator from the beam’s eye view (BEV) 

 

As advances were made  in computing, intensity modulated radiation therapy (IMRT)6–11 was 

introduced to radiation therapy. The planning of IMRT makes use of an inverse planning scheme, 

where users define dose objectives up front, and optimization algorithms attempt to achieve these 

goals through beamlet, or fluence optimization. Thus, the resulting plans were much more 

complex in nature, as the dose from a given static beam angle would be modulated as opposed 

to a uniform intensity, illustrated in Figure 1-1.c (top). The delivery of these modulated fields 

required algorithms that could convert the fluence maps into many small MLC-shaped apertures, 

that when summed together resulted in the planned fluence. However, with this development, the 

delivered apertures became smaller and non-intuitive in shape and one could not simply visually 

check that the plan that reached the patient was what was intended. Additionally, considerations 

from other sources of uncertainty, such as beam modeling limitations for small fields and delivery 

limitations for complex deliveries, led to the use of physical measurements to verify the delivered 
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dose from the machine prior to a patient’s treatment.  To ensure all beam segments summed to 

the expected dose, independent monitor unit (MU) checks12 were often utilized. In addition to this, 

clinics began delivering each IMRT plan to a measurement device prior to the patient’s treatment. 

At this time, these measurements were typically made with the use of ion chambers for absolute 

dose verification and with radiographic film13–18 to visualize the delivered dose distribution in 2D. 

These measurements were then compared to TPS calculations of the patient plan superimposed 

on a model of the measurement geometry in the treatment planning system. 

Given the large amount of data available for analysis with 2D film measurements, two new 

methods to quickly compare these complex dose distributions were introduced – the composite 

comparison19 and the gamma comparison20,21. It had been previously noted that dose difference 

comparisons were most useful in low gradient regions of the dose distribution, while distance-to-

agreement (DTA), the closest distance between a measurement and calculation point, was well-

suited for high gradient regions of dose distribution comparisons22. Both the composite and 

gamma comparison methods made use of this concept, but with slightly different approaches. 

While the composite comparison was a binary pass/fail test based on a point passing either DTA 

or the percent dose difference criterion, the gamma comparison combined these parameters into 

a single metric, γ.  These methods offered relatively intuitive ways of evaluating dose distributions, 

especially for TPS commissioning purposes, and were extended to IMRT QA comparisons.  

As film was cumbersome to use, the early 2000s saw the development of 2D planar measurement 

arrays for IMRT QA which consisted of many diodes or ion chambers23,24, allowing the use of one 

measurement device for both absolute dose and dose distribution measurements. A binary 

pass/fail version of the gamma comparison25 was also presented, allowing a more efficient 

method for evaluating IMRT QA comparisons by setting a threshold for the required fraction of 

comparison pixels that had γ values less than unity.  This method of passing or failing IMRT QA 

comparisons became very common around this time, with many clinics selecting different gamma 
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criteria to pass or fail a plan in the clinic. Since this binary version of the gamma metric has many 

different parameters from which the user can select, the variation in gamma comparison settings 

was not surprising.  

Over the course of the following decade new devices for IMRT QA measurements26,27, new 

analysis methods28–30, and even new delivery techniques such as VMAT31, were introduced 

clinically. Despite these new technologies, the gamma comparison became the default standard 

for IMRT QA comparisons and is widely available for use in commercial software packages. In 

particular, the nearly ubiquitous 3%/3mm TH 10 (global) 90% pixels passing criterion was utilized 

across the board for new devices and delivery techniques, with the assumption that a high gamma 

pass rate was indicative of excellent agreement between measurement and calculation. The 

publication of TG-119 further solidified this gamma criterion as the standard for the field32, with 

some institutions reporting the use of even broader acceptance criteria33 for IMRT QA 

comparisons. In recent years, it has become apparent that large, clinically significant errors can 

go undetected when employing this commonly-used gamma criterion for IMRT QA and that 

gamma passing criteria do not relate well to clinically relevant end-points23–37. Due to this issue, 

and the fact that gamma passing rates may hold different meanings for the various types of 

detector geometries and delivery techniques,35,40,44–55 the utility of current IMRT QA comparisons 

has been called into question. 

With the heavy workload IMRT QA places on clinical physics staff, the desire to replace current 

IMRT QA methods with less onerous plan checks is currently a source of discussion in the 

field56,57. In spite of this, physical measurements for IMRT QA still play an important role in 

ensuring patient safety and are presently one of the best methods to prevent large 

misadministration errors, such as those reported in recent New York Times articles58,59.  
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I.B. Current measurement methods 

A variety of measurement devices exist and are in current clinical use for the purpose of IMRT 

QA measurements. While film and ion chamber are still in use in some clinics for IMRT QA, some 

groups have been investigating the use of 3D dosimetry with the use of polymer gels60–62 and 

PRESAGETM materials63–67. However, with films, gels, or PRESAGETM, the materials can only be 

used once and each method can be somewhat labor intensive in terms of handling the materials 

and processing the measurements. Because of this, detector arrays are the primary measurement 

devices utilized for the majority of IMRT QA measurements.   

Commercially available 2D detector arrays make use of many ion chambers24,68–70 or 

diodes23,26,27,71–74 to measure delivered plans. Arrays come in a variety of geometries from planar, 

to cylindrical in nature. Three of these differing geometries are shown in Figure 1-3. It is most 

common for users to deliver the composite plan to these arrays – that is the patient’s treatment 

plan is delivered using the planned gantry angles and the entire measurement is acquired and 

compared to a composite calculation in the same phantom geometry.  

An additional measurement technique makes use of the flat-panel imager, or EPID75–77 on the 

linear accelerator for acquiring patient-specific pre-treatment measurements. This method has 

become increasingly popular in recent years since it allows a reduction in time spent running 

IMRT QA checks with the added bonus of higher spatial resolution. However, EPID 

measurements remove an external check on the gantry positioning, so this must be considered 

when using this as an IMRT QA measurement device.  It is important to understand that no 

measurement method is without limitations, and these limitations must be considered when 

selecting a measurement device for use in the clinic.  
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Figure 1-3. Three various commercially available diode array geometries are shown. (a) The ArcCHECK cylindrical 

array (Sun Nuclear, Melbourne, FL) (b) the MapCheck planar array (Sun Nuclear, Melbourne, FL) and (c) the Delta 4 
cross, or bi-planar array (ScandiDos, Uppsala, Sweden). 

 

I.C. Other analysis techniques for IMRT QA 

While other analysis techniques have been introduced for comparing measurements and 

calculations as alternatives to the gamma comparison, none of these are in wide clinical use. Part 

of this is likely owing to lack of vendor implementation, but also that there is a larger experience 

among clinics using the gamma comparison. Gradient compensation28, developed by Moran et 

al., aims to mitigate the effects of geometrical misalignments in dose difference comparisons, 

which can result from various different sources such as small set-up errors, small delivery 

uncertainties, or calculational uncertainties, to name a few. Gradient compensation is performed 

by selecting a geometrical uncertainty parameter (typically 1 mm) and multiplying this by the 

gradient map of the planned dose and subtracting these dose differences from the original dose 

difference map. The resulting dose difference map is that which remains after removing these 

small geometrical uncertainties. While this method is intuitive and easy to apply, it has not been 

widely implemented commercially or adopted in other clinics.   

The normalized agreement test (NAT), presented by Childress and Rosen29, developed a 

methodology that removed a large number of points in the analysis if 1) comparison points had 

dose differences or DTAs less than a specified criterion or 2) the measurement point was lower 

(a) (c) (b) 
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than the calculation outside what was assumed to be the PTV region (75% of maximum calculated 

dose). Only if the measured dose was greater than the calculated dose, or the comparison point 

fell in the high dose region above 75% maximum was the NAT value computed.  The purpose of 

this was to incorporate regions of the dose distribution in the analysis which are likely to be more 

biologically meaningful. Bakai et al. also introduced a method that modified the gamma 

comparison and essentially gave similar results to the gamma comparison, but was calculated 

more efficiently30. 

More recently, the ability to reconstruct 3D dose and dose-volume histograms from 

measurements performed using 2D detector arrays has been introduced in several commercially 

available products78–83.  This allows the user to visualize the dose differences in the patient, as 

opposed to relying on less clinically meaningful pass/fail metrics. While these methods are highly 

attractive for IMRT QA plan review, they would be difficult to implement for every IMRT QA case. 

This is because the time for analysis could cause an unmanageable increase in clinical workload 

especially if many of the plans did not have concerning dose differences between measurements 

and calculations. On top of this, the usefulness of these comparisons is limited by the accuracy 

of the back-projection and dose calculation algorithms utilized.   

 

I.D. Current recommendations and limitations  

Despite previous reports on the insensitivity of gamma comparisons, gamma is still the primary 

method used for IMRT QA analysis. While 3%/3mm TH 10 (G) is the most commonly used gamma 

criterion33, the recent publication of TG-218 has suggested the use of a stricter criterion –  

3%/2mm TH10 (Global) with 90% pixels passing84. TG-218 also cautions against the use of the 

gamma percent pixels passing as the only metric to evaluate when looking at IMRT QA results, 

instead suggesting that the location of gamma failures, as well as gamma value histograms be 

evaluated as well. TG-218 also does not address sensitivity differences between measurement 

devices and delivery techniques, and has thus recommended the use of a universal gamma 
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criterion, though it is unclear if this is appropriate. Regardless of stricter gamma criteria and closer 

analysis of the results, these current IMRT QA methods are limited by the fact that the gamma 

analysis results are difficult to interpret since there is no direct link to clinically-meaningful dose 

metrics.  

While plans rarely fail QA with the gamma comparison, TG-218 does offer a list of items to double-

check in the presence of a failing result. However, there is often no clear explanation for the plan 

failure, how to improve the passing rate, and most importantly, if the dose differences between 

measurement and calculation are clinically significant. In many instances, a failing plan is simply 

re-planned with the hope of obtaining passing results for the new plan or gamma criteria are 

relaxed to provide a “passing” result. In a survey by Nelms et al. a shocking 46% of respondents 

admitted to changing the gamma criteria to achieve a higher passing rate in the presence of a 

failing result33, which does nothing to ensure the patient’s treatment is free of errors.  It is clear 

that a better understanding of current limitations in IMRT QA, as well as more clinically useful 

methods for analyzing the data, are necessary. 

 

I.E. Dissertation overview 

This chapter has introduced the evolution of pre-treatment patient-specific QA checks, known 

colloquially as intensity modulated radiation therapy (IMRT) QA, as well as the current 

measurement devices and comparison techniques used in the field. While IMRT QA is an 

important step in ensuring a patient’s radiation treatment plan is safe to deliver, several limitations 

exist in current IMRT QA comparisons, several of which this work aims to address. It is well known 

that gamma comparisons with commonly used criteria can be insensitive to large errors, should 

these errors exist in patient treatment plans. Additionally, gamma comparison results do not relate 

to differences in patient dose metrics, making interpretation of the comparison results difficult.  
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Chapter II introduces a new method, called the error curve method, that allows us to objectively 

quantify the error sensitivity of the gamma comparison for any detector device. This method, 

rather than reporting gamma passing rates in the presence of induced errors, allows us to 

determine the range of errors that could pass the gamma comparison for a cohort of test patient 

plans. This chapter specifically studies the range of errors that could pass IMRT QA for the 

ArcCHECK device for 36 different combinations of gamma criteria, allowing us to determine how 

sensitivity changes with many different combinations of gamma parameters. 

Chapter III makes use of the error curve method presented in Chapter II to explore different 

aspects of the measurement scenario that may affect error sensitivity in IMRT QA comparisons 

for the ArcCHECK, MapCHECK, and Delta 4 phantoms. These experiments were performed by 

developing in-house MATLAB code that allows calculation-only gamma comparisons between 

error-free and error-induced calculations for two spatial sampling scenarios – 1mm vs. 1mm 

calculations and 1mm vs. calculations at the real spatial sampling of a given detector geometry. 

The use of calculation vs. calculation gamma comparisons removes uncertainties and limitations 

that can confound results when using real measurements.  This allows us to elucidate the true 

effects of measurement array geometry, spatial sampling, and delivery technique on gamma 

comparison sensitivity for five different gamma criteria. The work in this chapter also allows us to 

determine if different gamma criteria may be required for different devices and delivery techniques 

in the clinic, which is important as the same clinical passing criteria are typically applied regardless 

of measurement device and delivery technique. 

In Chapter IV errors of increasing magnitude are induced in plan calculations and compared to 

plan features to understand if particular features in the planned dose distributions, such as dose 

gradients, have qualitative or quantitative relationships between gamma value maps and error 

curve ranges. Additionally, the number of measurement points falling within different sensitive 
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regions of the plan dose comparisons are investigated to understand if any of these features drive 

gamma comparison insensitivity. 

Based on the work in Chapter IV, Chapter V investigates a method for segmenting IMRT QA 

comparisons based on gradient and dose thresholds as a new way of comparing IMRT QA dose 

distributions that offers i) more clinically meaningful results than the gamma comparison ii) higher 

sensitivity to errors than current comparisons iii) is simple and fast to calculate and evaluate and 

iv) is unlikely to significantly inhibit clinical workflow if implemented clinically.  

Chapter VI validates the new method presented in Chapter V with a separate cohort of test plans. 

Additionally, 20 real MapCHECK measurements are evaluated with the new method and with the 

gamma comparison to compare differences in sensitivity when using real measurements and 

evaluate potential clinical feasibility. The strengths and weaknesses of the new method are 

discussed, as well as considerations for clinical implementation.  Finally, Chapter VII summarizes 

the results of this work and discusses future work that can be done to further advance the field of 

IMRT QA.  
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Chapter 2                                              Chapter II. 

Methods for quantifying the sensitivity of the  

gamma comparison for IMRT QA 

II.A. Motivation  

With the advent of increasingly complex treatment deliveries in radiation therapy, patient plan-

specific quality assurance (QA) has become an integral component in the process of preparing a 

treatment plan for delivery. Safety considerations for intensity modulated radiation therapy (IMRT) 

programs have been addressed by various guidance documents which suggest the 

implementation of appropriate patient-specific QA programs1-4. The purpose of patient-specific 

IMRT QA is to ensure that all plan parameters are properly transferred from the planning system 

to the treatment machine and that the measured plan closely matches the plan predicted by the 

treatment planning system (TPS). This is typically achieved by comparing plan calculations to 

measurements taken with an ion chamber, film, and/or detector array.  The most commonly 

employed technique for comparing measurements and calculations is the gamma comparison5, 6, 

originally introduced by Low et al. The gamma comparison combines both distance-to-agreement 

(DTA) and percent dose difference (%Diff) measures into one metric, γ: 

 

                                                                  𝛾 = 𝑚𝑖𝑛 |√
∆𝑑2

%𝑑𝑜𝑠𝑒2
+

∆𝐷2

𝐷𝑇𝐴2
 |                                                   [𝐸𝑞. 2.1] 

where %dose is the user-defined percent dose difference parameter, DTA is the user-defined 

distance-to-agreement parameter, Δd is the percent dose difference between measurement and 

calculation point, and ΔD is the DTA between measurement and calculation point. The minimum 

value within the user-defined radius is the final gamma value. Two dose difference normalization 

schemes are possible with the gamma comparison – local and global. The local normalization 

normalizes the absolute dose difference by the dose value at that comparison point, whereas the 
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global normalization normalizes the dose difference at each comparison point by the maximum 

dose in the evaluated distribution.   

In commercial implementations a low dose threshold (TH) can be applied to remove dose points 

with a value below a user-defined dose threshold, with the most commonly used threshold being 

10%. Points in the comparison with gamma values less than unity are said to pass the 

comparison, whereas gamma values greater than one are labeled are failing. The final result is 

the percentage of comparison pixels “passing”, with gamma values less than one. This result is 

used to determine if the measurement and calculation agree within an acceptable range.  

The gamma comparison was initially developed for use in determining agreement between test 

fields in commissioning scenarios. However, as IMRT QA measurements began to utilize 

measurement arrays with many data points to evaluate, the gamma comparison was employed 

to analyze these complex dose distributions. As the use of the gamma comparison became 

widespread, gamma criteria and tolerance limits for IMRT QA programs were left to each clinic’s 

discretion. 3%/3mm, TH=10% became a default standard for many clinics, and the 

recommendations published in TG-1197 propagated the use of this criterion for the use of IMRT 

QA. This criterion was also ubiquitously applied as different measurement devices came into 

clinical use, often without appropriate sensitivity studies.  

Numerous studies have reported clinically observed gamma passing rates and proposed gamma 

criteria and tolerance limits for their clinics8-13. Pawlicki et al. also demonstrated the utility of 

process control charts for IMRT QA as a means of determining more meaningful action levels14. 

More recent studies have reported on the insensitivity of commonly used criteria (namely 

3%/3mm) to detect clinically significant errors for different measurement scenarios15-24, however, 

most do not identify more appropriate gamma criteria for use. A study by Kry et al. retrospectively 

analyzed over 700 head and neck phantom credentialing results and the corresponding 

institutional IMRT QA results, obtained by the Houston Imaging and Radiation Oncology Core 
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(IROC). They found that the reported IMRT QA results were not able to predict whether an 

institution would pass or fail the IROC credentialing process25.  Additionally, other studies have 

shown the inability of 3%/3mm and 2%/2mm to identify plans deemed as unacceptable to treat26, 

27.  However, even in light of these findings, the majority of radiation oncology clinics still employ 

3%/3mm TH=10% as their standard criterion, with some clinics reporting the use of even broader 

criteria28.  

The subject of appropriate gamma criteria and tolerances for IMRT QA is further complicated by 

the assortment of measurement devices available, delivery techniques employed, and differences 

in treatment site complexity. Different QA systems have been shown to exhibit dissimilar 

sensitivities for the same gamma criteria27, 29, suggesting that gamma criteria should be device-

specific. Differences between QA results for IMRT deliveries and VMAT deliveries are less 

straightforward. Sanghangthum et al.30 reported less variation of random errors and fewer 

systematic errors in VMAT results compared to IMRT results. However, different measurement 

devices were used for the two delivery techniques. A study by Wen et al. noted statistically 

significant differences in IMRT and VMAT QA ion chamber measurements for 10 MV and 15 MV 

plans but not for 6 MV, 6 MV-FFF, or 10 MV-FFF plans31. Finally, another study reported no 

statistically significant differences between IMRT and VMAT deliveries when using ion chamber 

point doses, radiochromic film, or a 2D diode array32. 

A number of institutions have also reported differences in gamma passing rates for different 

treatment sites8, 10, 14, 21, 33-36. Another study noted trends in gamma passing rates between case 

types, but the differences were not statistically significant37. Garcia-Vicente et al. also reported 

unremarkable differences between site-specific gamma passing rates using the ArcCHECK® 

device13. Additionally, there has been little evidence suggesting an appropriate low dose threshold 

setting for gamma comparisons. While a 10% threshold is most commonly used, it has been 

acknowledged that the same dose threshold setting for different device geometries could have 
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different meanings12, 38. Finally, Bailey et al. highlighted that some publications fail to report all 

gamma comparison settings (absolute dose vs. relative dose, global vs. local normalization, 2D 

vs. 3D, and uncertainty on/off) which can have a large effect on the reported gamma results39.  

Clearly, the variety of measurement devices, treatment techniques, options for gamma 

comparison criteria, and gamma comparison settings play a large role in gamma results, making 

direct comparisons between publications somewhat challenging and conclusions about 

appropriate gamma criteria even more unclear. However, from these publications, it seems likely 

that standardized gamma settings and IMRT QA plan acceptance criteria should ultimately be 

specific to the measurement device, delivery technique, and perhaps the treatment site.  

The question still remains as to what constitutes appropriately sensitive gamma criteria for clinical 

use. Here we describe a new method, called the error curve method, which quantitatively 

evaluates the sensitivity of gamma criteria to induced errors in the TPS calculations. We show 

how these sensitivities may aid in the selection of appropriate gamma criteria for static beam 

IMRT cases measured on the ArcCHECK® detector device. Furthermore, the error curve method 

is straightforward to apply to other combinations of measurement devices, treatment sites, and 

delivery techniques.  

II.B. Methods  

II.B.1. Overview 

We introduce a method to quantitatively evaluate the sensitivity of many different combinations of 

gamma criteria. Gamma comparisons are made between measurements without induced errors 

and plan calculations with known errors of varying magnitudes. For each combination of test case, 

gamma criterion, and error type, the percent pixels passing are graphed versus the corresponding 

error magnitude in order to create what we call an “error curve”. The width of each error curve 

represents the sensitivity of a specific gamma criterion to the studied error. This method is 

described in detail below.  
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II.B.2. Plan QA measurements 

This study made use of 11 fixed-beam DMLC IMRT plans previously treated at our institution. 

Cases were chosen to include a range of treatment sites, field sizes, complexity, and fractionation 

schemes.  Composite plans were delivered to the ArcCHECK® detector device38, 40, 41 (Sun 

Nuclear Corporation, Melbourne, FL) using 6 MV photons from a Varian Trilogy linear accelerator 

with the Millennium 120 leaf multi-leaf collimator (MLC). Data were acquired using the vendor-

provided ArcCHECK® software, SNC Patient (version 6.2.3).  

Briefly, the ArcCheck device, shown in Figure 2-1, consists of a cylindrical array of 1386 diodes 

arranged helically along the cylindrical surface. The diodes are located at a radius of 10.5 cm 

away from the center of the device. The phantom is constructed of PMMA and is modeled in the 

TPS as a homogenous cylindrical structure. Calibration of the ArcCHECK® device was performed 

prior to the measurements. Additionally, all measurements were performed on the same day to 

minimize the effects of setup variation and daily output fluctuations. Ten additional plans were 

measured as a validation dataset approximately four months after the initial dataset. Recalibration 

of the device was not performed prior to the validation measurements, as the change in diode 

response over the four months was negligible, as shown in Figure 2-2. As a note, all cases 

included in this study would have passed QA clinically at 3%/3mm TH=10% 95% PP with gamma 

passing rates ranging from 95.6% to 100% and a mean gamma passing of 98.8% for the 21 

cases.  

 

Figure 2-1. (Left) Picture of an actual ArcCHECK device (Sun Nuclear Corporation, Melbourne, FL) and (Right) the 

diode locations and measured dose for a sample ArcCHECK measurement. 
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Figure 2-2. Minimal differences in measurements taken four months apart are shown for a 25x25 cm2 field measured 

on the ArcCHECK® device for (a) a radial profile and (b) a transverse profile across the device. The difference in 
machine output between the two measurement dates was 0.30% and was accounted for by scaling the dotted line by 

this value. Differences in set-up were not taken into account. 

 

II.B.3. TPS calculations  

Patient plan beam arrangements were superimposed on the MVCT ArcCHECK® phantom 

(provided by Sun Nuclear) in the Eclipse (Varian Medical Systems, Palo Alto, CA) treatment 

planning system (TPS). Dose calculations on the ArcCHECK® phantom were performed on a 1 

mm grid using the Analytical Anisotropic Algorithm (AAA, version 8). It is relevant to note that 

when calculations with grid sizes larger than 1 mm are loaded into SNC Patient (version 6.2.3), 

the program automatically interpolates the calculated dose down to a 1 mm grid for comparison 

to measurements. We noted that the gamma comparison results varied based on grid size for 

several different gamma criteria. This difference is likely due in part to the inherent differences in 

the dose calculation at different grid sizes but also due to the interpolation in SNC Patient. The 

effect of grid size on the gamma comparison results varied from case to case, as shown for two 

example cases in Figure 2-3. Thus, calculation grid sizes should be carefully considered in 

gamma comparison studies, as the chosen grid size may greatly affect the results depending on 

the case type, TPS, and analysis software.  
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Figure 2-3. Percent pixels passing are shown for three different gamma criteria as a function of grid size for (a) a 
brain case and (b) a head and neck case.  The effect of grid size on gamma comparison results varies by case. 

 

II.B.4. Induced errors 

The sensitivity of different gamma criteria was studied for three induced error types: (1) simple 

MU errors, which are analogous to a dose calibration error, (2) pseudo-random MLC errors which 

simulate potential errors or inaccuracies in MLC trajectories or control point definitions and (3) 

changes to the focal spot size in the Eclipse beam configuration, a parameter which affects 

penumbra width and, to a lesser extent, the output of the beam. For each error type, many plan 

calculations were created, each with a different error magnitude. MU errors were induced by 

uniformly scaling the plan MUs by a singular value ranging from -15% to +15% for 19 different 

error magnitudes. That is, for each case, 19 different MU error-induced TPS calculations were 

calculated and compared to the measurement.  

MLC errors were induced by exporting the original MLC files and using an in-house MATLAB 

script to apply perturbations to each active leaf for every control point in the beam. Perturbations 

were chosen in a pseudo-random fashion from a square distribution bounded by varying user-

defined ranges, therefore, the majority of leaves experience perturbations smaller than the 

maximum extent of the user-defined range. The user-defined ranges were both in the positive 

and negative direction such that when the user specifies a range of 1.0 cm, the square distribution 
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is sampled from -1.0 cm to +1.0 cm. Eight user-defined MLC error ranges were utilized for this 

study, ranging from zero, or no induced error, to ±3.0 cm.  

Penumbral errors were induced by changing the focal spot size setting in the Eclipse beam 

configuration, which also causes small changes in the beam output. Penumbra widths (between 

20% and 80%) were calculated using different focal spot size settings for a 10x10 cm2 field at 

SSD = 90 cm and d = 10 cm and were compared to a diode measurement in water with the same 

SSD and depth. The focal spot size that produced a calculated penumbra width closest to that 

measured in water by a diode was labeled as the calculation without induced errors, or error 

magnitude of zero. Conveniently, the focal spot setting that gave the closest agreement to the 

diode measurement was focal = 0 mm. Thus, calculations with focal spot size = 0 mm were 

labeled as the calculations without an induced error for this study. Penumbra errors were induced 

for nine different focal spot size settings, with a maximum increase in penumbra width of 13.4 mm 

for the largest setting. Penumbra error magnitudes are denoted as the mismatch in penumbra, or 

the difference in penumbra width relative to the calculation without induced errors (i.e. calculation 

with focal = 0 mm). Table 1 in the Appendix shows focal spot sizes and their corresponding 

calculated penumbra widths and penumbral mismatch from the focal = 0 mm calculation.  

 

II.B.5. Gamma comparisons 

All gamma comparisons were performed in SNC Patient (version 6.2.3) between composite 

ArcCHECK® measurements and TPS calculations with and without induced errors. For this study, 

absolute dose, and global (Van Dyk) percent dose difference normalization settings were utilized. 

Neilson et al. have also suggested using a global normalization of the data for ArcCHECK® 

measurements in order to reduce the number of failing low dose points that are likely to have 

large uncertainties34. In another study using planar devices, it was noted that while global 
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normalization of the data can mask some errors, local normalization has the ability to magnify 

errors at low doses12. The question of normalization settings remains a subject of debate.  

Based on the ArcCHECK® device geometry, comparisons were performed in 3D. Since 

calculation shifts cause the comparison in SNC Patient v.6.2.3 to revert to 2D mode, no shifts, 

automatic or manual, were used in the comparisons. Uncertainty corrections were turned off, as 

this is a flat correction added on top of the gamma comparison that reduces the sensitivity of the 

test by increasing passing rates. Use of the uncertainty correction for comparisons made with 

global dose normalization has been noted to inflate gamma passing rates anywhere from 0.5% 

to 5%22.  

 

II.B.6. Error curves 

In this study we present a method for determining the sensitivity of many different gamma criteria 

to induced errors. Error-induced calculations are compared to measurements without induced 

errors for 36 different gamma criteria – 1%/1mm, 1%/2mm, 1%/3mm, 2%/1mm, 2%/2mm, 

2%/3mm, 3%/1mm, 3%/2mm, 3%/3mm, 4%/4mm, 5%/2mm, and 5%/3mm, each at dose 

threshold values of 10%, 20%, and 50%.  The gamma passing rate for each criterion is recorded 

as a function of error magnitude and plotted to create error curves. The details of the error curve 

workflow are illustrated in Figure 2-4. 

Each error curve is case specific and is also unique to each class of induced error. For a given 

error type, calculations with induced errors of different magnitudes are compared to the QA 

measurement made on the ArcCHECK® without induced errors. Gamma passing rates are then 

recorded for these comparisons and are plotted against the induced error magnitude. This is 

repeated for each gamma criterion under investigation and for each case. In this study we 

investigated the sensitivities of 36 different gamma criteria – 1%/1mm, 1%/2mm, 1%/3mm, 

2%/1mm, 2%/2mm, 2%/3mm, 3%/1mm, 3%/2mm, 3%/3mm, 4%/4mm, 5%/2mm, and 5%/3mm, 
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each at dose threshold values of 10%, 20%, and 50%.  The workflow for creating error curves is 

illustrated in Figure 2-4 and an example error curve is shown in Figure 2-5. 

 

 

Figure 2-4. Error curve workflow for one case, using g=36 combinations of gamma criteria and an unspecified 
number, C, of different error-induced calculations of varying magnitude. 
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Figure 2-5. An example error curve for gamma criterion 2%/3mm, TH=50% is shown for induced MU errors. Each 

error curve is specific to the case, error type, and the gamma criterion chosen. 

 

After obtaining each error curve, a sum of 2 to 3 Gaussians is automatically fit to the curve using 

a script that makes use of the MATLAB curve fitting toolbox, as shown in Figure 2-6.a. The width 

of each fit error curve is calculated at four different percent pixels passing (PP) values – 80%, 

85%, 90%, and 95% (the widths at these PP cut-offs are labeled W80%, W85%, W90%, and W95%, as 

shown in Figure 2-6.b). These W values, or error curve widths, represent the sensitivity of the 

gamma comparison at a specific gamma criterion for a designated percent pixels passing cut-off.  

The error curve technique described here is labor-intensive: this study of 21 cases and three error 

types makes use of over 20,000 gamma comparisons and over 4,000 error curve widths. While 

some of the analysis was automated, this method would greatly benefit from full automation which 

would allow the study of more cases in a timely manner.  
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Figure 2-6. (a) Error curve from Figure 2-5 with a sum of Gaussians fit to the data. (b) Zoomed in from (a), the fit line 

is used to calculate curve widths at 80%, 85%, 90%, and 95% pixels passing.  

 

II.C. Results  

II.C.1. Detecting systematic errors with the error curve method 

Early in this study we noticed that all MU error curves were initially shifted from zero. An 

investigation revealed that the radial symmetry on the linear accelerator used to make the 

measurements needed re-tuning and also that the ArcCHECK® required recalibration. After re-

tuning the machine and recalibrating the ArcCHECK® all error curves shifted closer to zero 

(although select cases were still shifted). An example of this is illustrated in Figure 2-7, which 

shows an error curve created using a measurement with the correct ArcCHECK® absolute dose 



30 

 

calibration (solid) and an error curve created by applying an outdated dose calibration to the same 

measurement (dotted). 

This example shows that shifted error curves may alert a physicist to the presence of a systematic 

error in the QA program. Although these shifts do not directly identify the source of the error, it is 

conceivable that shifts in different directions may be indicative of different types of systematic 

errors. Since the width of the error curves appear to be stable regardless of shifts, cases with 

small shifts from zero were not eliminated from this study. 

 
Figure 2-7. Shifting of error curves can be caused by systematic errors. An outdated absolute dose calibration was 

applied to the measurement and was used to create an error curve (dotted), which is clearly shifted from center. The 
measurement with the correct absolute dose calibration file applied (solid) corrects the shift from zero.   

 

II.C.2. Interpreting error range plots 

Error curve widths, or error ranges, represent the magnitude of an error that could go undetected 

in the QA process, given a specific gamma criterion and cut-off value. As a note, an error curve 

range of zero signifies that gamma passing rates were not high enough to compute an error curve 

width for a given PP cut-off value. As error ranges for W80% and W85% may be of less interest to 
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the general public, and only serve to increase error ranges compared to higher PP cut-offs, these 

data are available in Appendix A.   

Since MU errors were induced in both positive and negative directions and not all curves are 

centered perfectly around zero, error curve ranges for MU errors are reported as the full width of 

the curve. However, if a curve is centered about zero, an error curve range of 5% means that 

errors of ±2.5% could go undetected for that specific case using the specified gamma criterion. 

Since MLC-induced errors are random leaf perturbations, an error curve range of 0.5 cm 

represents random errors undetected up to ±0.5 cm.   

 

II.C.3. MU error  

MU error ranges are shown in Figure 2-8 and Figure 2-9 for cut-off values of 90% and 95% for 

the 36 gamma criteria studied. From these graphs, it is clear that large dose errors of up to 

approximately 15% could potentially go undetected using a gamma criterion of 3%/3mm, TH = 

10%, 90PP. The use of broader gamma criteria results in even larger error ranges, in some cases 

exceeding 20% in MU. It also appears that criteria with a DTA setting = 1 mm may be too strict 

for clinical use, as the error ranges for these criteria are at, or close to, zero. As expected, lowering 

the PP cut-off only serves to increase error curve widths and thus is not shown here. Data for 

W80% and W85% are available in Appendix A. 
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Figure 2-8. MU error ranges at 90PP. Each line represents the error range for one case. Bars are shown to aid in 

visualizing the error ranges across the studied cases. MU error range is in both directions, thus, an MU error range of 
5% is an undetected error of ±2.5% MU if the error curve is centered around zero. 

 
Figure 2-9. MU error ranges at 95PP. Each line represents the error range for one case. Bars are shown to aid in 

visualizing the error ranges across the studied cases. MU error range is in both directions, thus, an MU error range of 
5% is an undetected error of ±2.5% MU if the error curve is centered around zero. 
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II.C.4. MLC error 

MLC error ranges are shown in Figure 2-10 and Figure 2-11 for cut-off values of 90% and 95% 

for the 36 gamma criteria studied. Similar to the MU error, criteria with DTA = 1 mm generally 

have error ranges at, or close to, zero indicating that perhaps these criteria may not be appropriate 

for clinical use with the ArcCHECK®. Additionally, criteria of 3%/3mm and above show large error 

curve ranges, with the largest exceeding ±2.5 cm for 4%/4mm, TH=10%, 90PP.  

 
Figure 2-10. MLC error ranges at 90PP. Each line represents the error range for one case. Bars are shown to aid in 

visualizing the error ranges across the studied cases. 
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Figure 2-11. MLC error ranges at 95PP. Each line represents the error range for one case. Bars are shown to aid in 

visualizing the error ranges across the studied cases. 

 

While these errors can be large there are several potential reasons that such large errors could 

go undetected, such as the fact that in composite analyses the MLC errors from different beams 

could compensate for one another. Also, this error type is sampled from a uniform distribution 

meaning that not all leaves will experience large perturbations relative to their original positions. 

Additionally, each case has a unique sensitivity which is likely affected by the initial location of the 

MLCs, the jaws, the complexity of the fluence distribution, and the size of the PTV. To illustrate 

the case-specific responses to the same MLC error range, Figure 2-12.a-c shows PTV DVH 

responses to a ±1.0 cm MLC error for three different cases. Figure 2-12.a. and Figure 2-12.b. 

highlight cases that are less sensitive to a ±1.0 cm MLC error, but exhibit different responses in 

the resulting PTV dose distribution (i.e. underdosing vs. overdosing). Figure 2-12.c. shows a case 

that is simply more sensitive to a large MLC error, however, this case also had a smaller range of 

errors that could pass QA than the cases shown in Figure 2-12.a. and Figure 2-12.b. 
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Figure 2-12. PTV DVHs are shown for three cases (a-c) that exhibit different responses to a ±1 cm MLC error. Ten 
different trials for the MLC error were performed for each case due to the random component of the induced error. 

 

II.C.5. Penumbra error 

The nature of the penumbra error in this study simulates an error in the initial fitting of the beam 

during configuration, or reconfiguration, of a dose calculation algorithm in the TPS. For a 

scenario in which the dose calculation algorithm has a large mismatch in the calculated 

penumbra relative to the commissioning measurement, one might hope that an end-to-end 

IMRT QA test would fail most of these plans. However, we found that if all 21 cases had a 5 mm 

penumbra mismatch in the plan calculation, 100% of the cases would pass at 3%/3mm, 

TH=10%, 90PP. Even at 2%/2mm, TH=10%, 90PP, more than half of the cases would pass with 

a 3 mm mismatch in penumbra. As this error is fundamentally different from the previous two 

errors, further discussion of the penumbra error can be found in the Appendix B.  
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II.C.6. Gamma sensitivity as a function of dose threshold 

While the most commonly used threshold setting is 10%, this study investigated three threshold 

values – 10%, 20%, and 50%. Figures 7-10 show that as the dose threshold is increased, the 

error ranges for MU and MLC errors decrease dramatically for all combinations of gamma criteria 

studied. The relationship between dose threshold and gamma sensitivity is also consistent across 

all four W values (data for W80% and W85% can be found in Appendix A). 

 

II.C.7. Validation cases 

In order to determine if the results from the initial 11 cases were representative of the range of 

errors that could be passed in IMRT QA for a clinic treating a variety of sites, the error ranges for 

ten additional cases are shown in Figure 2-13 and Figure 2-14 for TH=50%. While differences in 

the TH=50% results are visible between error ranges for the initial cases (green) and the validation 

cases (purple), these differences are mostly small and not unexpected given the fact that each 

dataset consists of only 10-11 cases and were chosen such that a wide range of plan complexity 

and treatment sites were studied. It is conceivable that if more plans were chosen and matched 

to have similar characteristics, a smaller variation in error ranges may be observed. 
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Figure 2-13. MU error ranges at 90PP for initial 11 cases and 10 validation cases show that the error ranges between 

the two datasets are quite similar. Each line represents the error range for one case and bars are shown to aid in 
visualizing the error ranges across the studied cases. 

 

 
Figure 2-14. MLC error ranges at 90PP for initial 11 cases and 10 validation cases show that the error ranges 

between the two datasets are quite similar. Each line represents the error range for one case and bars are shown to 
aid in visualizing the error ranges across the studied cases. 
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II.C.8. Case Study: A 10% dose error in clinical IMRT QA  

A case recently planned in our clinic serves as an example of a 10% dose error that could have 

gone undetected in the QA process with commonly used gamma criteria. A five fraction fixed-

beam SBRT lung case was planned and a verification calculation on the ArcCHECK® phantom 

geometry was exported for comparison with ArcCHECK® QA measurements. After the export of 

the verification plan, the physician requested the plan to be renormalized down by 10% in dose 

and while the correct plan was exported and delivered to the ArcCHECK®, it was compared to the 

wrong calculation that was 10% higher in dose than the delivered plan. This resulted in a gamma 

passing rate of 89.3% (3%/3mm, TH=10%, 3D absolute dose, global normalization, uncertainty 

corrections off; QA comparison shown in Figure 2-15). Though not our clinical practice, TG-119 

recommends the use of uncertainty corrections for diode arrays, which would have inflated the 

passing rate for this case to 91.7%. 

For clinics following the TG-119 guidelines that 88%-90% pixels should pass at 3%/3mm TH=10% 

with uncertainty corrections turned on for diode array composite QA analyses, this case could 

have passed QA. However, such a low passing rate is typically investigated in our clinic and once 

corrected, the QA comparison resulted in a passing rate of 99.1% (3%/3mm, TH=10%, 3D 

absolute dose, global normalization, uncertainty corrections off). Even though the passing of this 

plan in QA would not have resulted in a misadministration, as the correctly normalized plan was 

exported to the machine for treatment, this case study highlights the fact that the MU errors 

presented in the previous section of this paper are not simply of academic interest. It is important 

for a QA program to be capable of identifying large errors in patient plans in order to prevent 

potential misadministrations, and this case presents a real-world example of how such dose errors 

could go undetected. Clearly, there is a pressing need for more sensitive gamma criteria and 

tighter acceptance tolerances for IMRT QA. 
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Figure 2-15. ArcCHECK® comparison between measurement and incorrect verification calculation (10% difference in 
normalization) shows a relatively high passing rate using 3%/3mm, TH=10% (with uncertainty corrections turned off).  

 

II.D. Discussion 

The results from this study further support the growing body of evidence that suggests 3%/3mm 

TH=10% is too broad to detect clinically significant plan errors. In this study we find that a higher 

dose threshold of 50% paired with 2%/3mm or 3%/2mm at 90%-95% pixels passing may offer 

decent sensitivity to MLC and MU errors without being overly strict (such as is the case with 

1%/1mm). However, for very small fields measured on the ArcCHECK® device, high dose 

thresholds may not be appropriate due to the device’s relatively coarse measurement sampling. 

A separate study would be required to determine appropriate threshold settings for small field 

cases measured on the ArcCHECK® device. Additionally, it is unknown if the aforementioned 

relationship between error sensitivity and dose threshold will exist for comparisons made using 

local dose normalization or other measurement devices.  Further study with more cases is 

warranted before implementing these criteria clinically.   
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Several other publications have also suggested the use of dose thresholds other than 10%, albeit 

somewhat indirectly. Nelms et al. hypothesized that decreasing the low dose threshold in 

conjunction with global normalization of the data may lead to an increase in the passing rate, 

causing decreased sensitivity of the test, although this was not shown22. However, another study 

reported that gamma passing rates were independent of low dose threshold, but this study only 

compared two lower value thresholds, TH=10% and TH=5%36. We noted that two other studies 

made use of a higher dose threshold (TH=20%) in their comparisons, but the reasoning for this 

higher setting was not explained29, 42.  A study by Wu et al. looked at the sensitivity of two values 

calculated in 3D, one called γPTV, which represents the gamma passing rate calculated for the 

points within the PTV volume, and γ10, which represents the gamma passing rate calculated for 

the points enclosed within the 10% isodose surface. When looking at these two metrics (which 

are essentially two different thresholds) they found that γPTV passing rates decrease faster than 

γ10 passing rates with increasing error size43. While these studies hint that there is a benefit to 

using a higher dose threshold, we have explicitly shown that gamma sensitivity to induced errors 

increases dramatically with increasing threshold.   

Another study induced MLC errors in SBRT VMAT cases for five gamma criteria using a method 

similar to that presented here, concluding that 2%/1mm was a suitable gamma criterion with 90% 

pixels passing for MapCHECK 2 and 80% pixels passing for EBT2 film44. However, the method 

presented here considers a wide range of gamma criteria combinations, including 12 gamma 

criteria each studied at three different dose threshold values for four PP cut-off values.  While 

labor intensive, the error curve method allows a more thorough analysis of appropriate gamma 

criteria for clinical use.  

The error ranges presented here will be distinct from those found in IMRT QA programs at 

different institutions which may use other combinations of measurement device, calculation 

algorithm, delivery technique, and gamma comparison settings than those used in this study. 
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Other measurement devices in particular are likely to have gamma sensitivities different from 

those reported here using the ArcCHECK® device. A thorough study across many devices, 

stratified by delivery technique and case type would be the most comprehensive way to evaluate 

gamma sensitivity using the error curve technique. Additionally, the effect of calculation algorithm 

and grid size must be considered for each TPS and algorithm implementation. 

This study has several limitations. First, the small number of cases studied (n=21) offers insight 

into the sensitivity of many gamma criteria, however, conclusions on exact criteria to be used 

should involve more cases and perhaps be stratified by case type. While the initial 11 cases had 

results comparable to those obtained for the validation dataset, error ranges for some gamma 

criteria showed larger differences between the initial dataset and the validation dataset. However, 

this is not unexpected given that cases were chosen to include a variety of sites and plan 

complexity.  

It should be noted that this method does not identify particular errors in a case but rather is a 

relative comparison between plans without intentional errors and plans with induced errors to 

understand the sensitivity of different gamma criteria. Additionally, this study uses a very specific 

combination of detector device, software, delivery technique, and gamma comparison settings. 

For example, if this study were to be performed using local dose normalization or with a planar 

measurement array, very different gamma sensitivities could be obtained.  Results from this study 

should not be used to make clinical decisions on appropriate gamma criteria for other 

measurement devices or delivery techniques. The results presented here are also heavily 

dependent on the dose calculation algorithm (AAA), and the chosen grid size (1 mm).  

 

II.E. Conclusions 

In recent years, the appropriateness of commonly used criteria for the gamma comparison in 

IMRT QA has been brought into question. The error curve method presented here allows the 
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quantitative determination of gamma criteria sensitivities to induced TPS errors and is 

straightforward to apply to other combinations of delivery techniques and measurement devices. 

Use of the error curve method to quantitatively select gamma criteria for other measurement 

devices may allow the determination of more sensitive metrics for use across the field. 

This study shows that large errors, such as 15% MU errors and ±1 cm random MLC errors, can 

potentially go undetected using a 3%/3mm, threshold=10% at 90% pixels passing for static beam 

IMRT plans measured on the ArcCHECK® device. This work supports the growing body of 

evidence on the inability of commonly used gamma criteria to detect large errors in patient-specific 

QA.  The current results also clearly show a gamma %Diff setting of 3% does not necessarily 

translate to identifying dose errors of 3% or more. While commonly used criteria are clearly too 

broad to detect clinically significant errors, we have shown that slightly stricter criteria with a higher 

dose threshold (such as 2%/3mm or 3%/2mm with TH=50%) may offer desirable sensitivity to 

errors without further increasing the time-intensive nature of IMRT QA. 

This work also explicitly shows that gamma sensitivity to errors can be dramatically increased 

with the use of higher low dose thresholds. However, for small field plans (e.g., typical SBRT or 

SRS fields), using an increased dose threshold is potentially problematic and should be 

investigated thoroughly before implementation due to the effects of the limited number of dose 

points in small field plans evaluated with higher thresholds. Additionally, the error curve method 

may also serve as a tool to identify systematic errors in the clinic when error curves are 

consistently shifted from zero. Future work will aim to analyze relevant DVH metrics in order to 

assess the clinical impact of potentially missed errors in IMRT QA and also to determine if 

correlations exist between error curve ranges and relevant patient dose metrics.  
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A.II. Appendix A for Chapter II 

 
Figure A.2-1. MU error ranges at 80PP. Each horizontal line represents the error range for one case. Color bars are 
shown to aid in visualizing the error ranges across the studied cases. MU error ranges are in both directions, thus, a 

MU error range of 5% is an undetected error of ±2.5% MU if the error curve is centered around zero. 
 

 
Figure A.2-2. MU error ranges at 85PP. Each horizontal line represents the error range for one case. Color bars are 

shown to aid in visualizing the error ranges across the studied cases. MU error ranges are in both directions, thus, a 

MU error range of 5% is an undetected error of ±2.5% MU if the error curve is centered around zero. 
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Figure A.2-3. MLC error ranges at 80PP. Each horizontal line represents the error range for one case. Color bars are 

shown to aid in visualizing the error ranges across the studied cases. 
 
 

 
Figure A.2-4. MLC error ranges at 85PP. Each horizontal line represents the error range for one case. Color bars are 

shown to aid in visualizing the error ranges across the studied cases. 
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B.II. Appendix B for Chapter II 

Penumbra Error 

Penumbral errors were induced by changing the focal spot size setting in the Eclipse beam 

configuration, which also causes small changes in the beam output. Table V.2-1. shows the 

penumbra widths for calculated profiles at different focal spot size settings, along with the 

penumbra width from a diode measurement made in water. Since the focal spot size = 0 mm 

calculation yields a penumbra width closest to that measured with a diode, this calculation is 

labeled as the calculation without induced errors. In this study we report error ranges as the 

mismatch in penumbra width between the calculations with induced penumbra broadening and 

the calculation without an induced error (focal spot size = 0 mmm). The penumbra mismatch is 

also shown in Table B.2-1.  

Table B.2-1. Penumbra widths calculated at different focal spot size settings and compared to the penumbra width 
measured with a diode in water for a 6 MV 10x10 cm2 field at SSD = 90 cm and depth = 10 cm. Penumbra mismatch 

compared to the calculation without induced errors (focal=0 mm) is also shown.  

Focal spot 
size setting 

[mm] 

Calculated 
penumbra 
width [mm] 

Diode 
measured 
penumbra 

[mm] 

Penumbra 
mismatch from 

focal=0 calc [mm] 

0 2.8 2.6 0 
1 3.3  0.5 
2 4.5  1.7 
3 5.8  3 
4 7.2  4.4 
5 8.7  5.9 
6 10.2  7.4 
8 13.2  10.4 
10 16.2  13.4 

 

Penumbra errors in this study simulate a fundamental error in the initial configuration of the beam 

if the focal spot size setting was too large in Eclipse TPS. This could happen, for example, if the 

configured beam calculations are verified with beam data acquired with an inappropriate detector 

(i.e. too large of an active volume).  The sensitivity of the gamma comparison to detect such errors 
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is relevant since many institutions use the gamma comparison for commissioning purposes, 

especially in end-to-end IMRT QA tests. Penumbra error results are presented here as the 

percentage of cases that would fail to identify different magnitudes of penumbra broadening, 

instead of the error range graphs presented for the other error types as this error is more relevant 

in a commissioning scenario and not daily IMRT QA. Figure B.2-1. shows the percentage of cases 

from our study that would fail to identify 3 mm, 5 mm, 7 mm, and 10 mm mismatches in penumbra 

(relative to the calculation without an induced error) for five different gamma criteria – three that 

are more commonly used and two that make use of a higher dose threshold. Even at the stricter 

criterion of 2%/2mm TH=10%, 90PP, a 3 mm mismatch, or broadening of the penumbra, would 

fail to be identified in over half of the 21 cases. For 3%/3mm TH=10% at 90PP and 95PP, over 

90% of the cases with a 5 mm mismatch would fail to be identified. This illustrates the extreme 

insensitivity of this type of test to identify issues in the fundamental configuration of the beam in 

the TPS.  While end-to-end tests can be a useful check near the end stages of commissioning a 

new dose calculation algorithm for use in the clinic, the results should be interpreted with caution 

and should only be used after a thorough validation with more basic beam data has been 

completed.  
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Figure B.2-1.  The percent of cases that would pass a given penumbra mismatch in IMRT QA given the specified 
criteria. 
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Chapter 3                                                Chapter III. 

The impact of detector geometry, device spatial sampling,  

and delivery technique on gamma comparison sensitivity  

in the presence of induced errors 

III.A. Motivation  

Numerous gamma sensitivity studies have been previously performed that aim to quantify the 

differences in sensitivity between various detector devices in current clinical use for IMRT QA. 

Prior work has shown conflicting results with regard to the sensitivity of the various measurement 

devices used across the field. Some studies have shown that different detector devices show 

dissimilar sensitivities for IMRT QA measurements1–5 , others suggest that different devices have 

similar sensitivities6–8, while some still admit that sensitivity differences between devices in IMRT 

QA remain unclear9. Some of these results, however, are based on the simple fact that high 

gamma passing rates were achieved for all measurement scenarios.  

Furthermore, it is of interest to understand if use of the same gamma criteria for IMRT and VMAT 

deliveries is appropriate when analyzing QA comparisons. A number of studies have reported on 

sensitivity differences between IMRT and VMAT cases, but with contradictory results10–12. It is 

conceivable that a universal criterion may be inappropriate for both IMRT and VMAT cases, along 

with the very different detector array geometries available for use.  While a great deal of published 

data exists on observed gamma passing rates and proposed tolerances for clinical use13–19, many 

of these QA comparisons lack the presence of a ground truth, which has been a fundamental 

issue in understanding IMRT QA sensitivity.  

The conflicting nature of published data confounds our understanding of true sensitivity in IMRT 

QA, and as such the use of a universal gamma criterion remains the standard in the field for IMRT 

QA comparisons, which has very recently been reinforced by the publication of TG-21820. Indeed, 
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clinically relevant errors can exist in a plan and go undetected with commonly used gamma 

criteria, as gamma passing rates do not relate to clinical relevant end-points3,8,21–30. On top of this, 

the majority of these reports make use of real measurements to analyze the sensitivity of gamma 

comparisons. The use of real measurements can confound results due to different compounded 

sources of uncertainty, such as device limitations, beam modeling limitations, and machine 

delivery uncertainties.  

The work in this chapter aimed to separately quantify the effect of detector geometry and spatial 

sampling on the sensitivity of the gamma comparison in current IMRT QA comparisons for three 

detector geometries – ArcCHECK, MapCHECK, and Delta 4. Sensitivity differences were also 

evaluated separately for IMRT and VMAT cohorts for all measurement geometries. While these 

delivery techniques are fundamentally different, VMAT and IMRT cohorts were curated to span 

similar ranges of field size and plan complexity. Confounding factors that are present in real IMRT 

QA comparisons, such as measurement uncertainty, machine limitations in plan delivery, output 

fluctuations, beam modeling limitations, as well as device calibration limitations were removed in 

our work. This was achieved by comparing calculations without induced errors to calculations with 

simulated errors. Thus, performing these comparisons in a calculation-only scenario allowed us 

to elucidate the true effects of detector geometry, spatial sampling, and delivery technique in a 

controlled environment.  

In order to remove any vendor-specific differences in gamma comparison implementation, all 

gamma comparisons were performed using in-house developed code in MATLAB. This also 

allowed comparisons with various different spatial sampling, which would not be possible with 

current vendor software. Gamma sensitivity was quantified by calculating error curve widths as 

described in Chapter II, with error curve widths calculated for all criteria at 95% pixels passing as 

opposed to simply using the percent pixels passing. This allows us to understand if the actual 
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magnitude of errors passing IMRT QA for these different scenarios are truly different, which is not 

possible when simply using the percent pixels passing with γ < 1. 

III.B. Methods 

III.B.1. Case selection and plan complexity  

Treatment plans chosen for this work were selected from a database of previously treated patients 

treated at our institution. Patient plans were fully anonymized and imported into a non-clinical 

Eclipse database for all subsequent dose calculations.   Plans were chosen to represent a range 

of treatment sites with varying fields sizes and complexity scores for 20 IMRT and 20 VMAT 

deliveries. Plan complexity was calculated using the modulation complexity score (MCS), 

originally described by McNiven et al. for step-and-shoot IMRT plans31 and modified for 

VMAT/sliding window deliveries by Masi et al. (MCSv)32. The MCSv metric was chosen as the 

main descriptor of complexity due to its ability to describe multiple aspects of the delivery scenario. 

From Masi et al., the MCSv value is calculated as: 

                                                            𝑀𝐶𝑆𝑣𝑝𝑙𝑎𝑛 =  ∑ 𝑀𝐶𝑆𝑣𝑗 ×
𝑀𝑈𝑗

𝑀𝑈𝑝𝑙𝑎𝑛
                                                  [𝐸𝑞 3.1]

𝐽

𝑗=1

 

Where: 

 j is the beam or arc number 

 MCSvj is the MCVs value for beam or arc number j 

 MUj is the total monitor units (MU) for beam/arc j 

 MUplan is the total plan MUs 

 

                      𝑀𝐶𝑆𝑣𝑗 =  ∑
𝐴𝐴𝑉𝐶𝑃𝑖

+ 𝐴𝐴𝑉𝐶𝑃𝑖+1

2
×

𝐿𝑆𝑉𝐶𝑃𝑖
+ 𝐿𝑆𝑉𝐶𝑃𝑖+1

2
×

𝑀𝑈𝐶𝑃𝑖,𝑖+1

𝑀𝑈𝑗

𝐼

𝑖=1

                     [𝐸𝑞 3.2] 
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Where: 

 j is the beam or arc number 

 i is the control point/segment number 

 AAVCPi is the aperture area variability for control point, i  

 LSVCPi is the leaf segment variability for control point, i  

 MUCPi,i+1 is the MU delivered between segments i and i+1 

 MUj is the total monitor units (MU) for beam/arc j 

 

                        𝐴𝐴𝑉𝐶𝑃 =  
∑ (〈𝑝𝑜𝑠𝑎〉𝐿 𝑏𝑎𝑛𝑘 −𝐴

𝑎=1 〈𝑝𝑜𝑠𝑎〉𝑅 𝑏𝑎𝑛𝑘)

∑ (〈max (𝑝𝑜𝑠𝑎)〉𝐿 𝑏𝑎𝑛𝑘 ∈𝑗 − 〈max (𝑝𝑜𝑠𝑎)〉𝑅 𝑏𝑎𝑛𝑘 ∈𝑗)𝐴
𝑎=1

                         [𝐸𝑞 3.3] 

Where: 

 A is the total number of leaves in the bank 

 a is the leaf number 

 pos is the x-position of leaf a 

 

𝐿𝑆𝑉𝐶𝑃 =  (
∑ (𝑝𝑜𝑠𝑚𝑎𝑥 − |(𝑝𝑜𝑠𝑛 − 𝑝𝑜𝑠𝑛+1)|)𝑁−1

𝑛=1

(𝑁 − 1) × 𝑝𝑜𝑠𝑚𝑎𝑥
)

𝐿 𝑏𝑎𝑛𝑘

× (
∑ (𝑝𝑜𝑠𝑚𝑎𝑥 − |(𝑝𝑜𝑠𝑛 − 𝑝𝑜𝑠𝑛+1)|)𝑁−1

𝑛=1

(𝑁 − 1) × 𝑝𝑜𝑠𝑚𝑎𝑥
)

𝑅 𝑏𝑎𝑛𝑘

  

                                       𝑝𝑜𝑠𝑚𝑎𝑥(𝐶𝑃) =  〈max(𝑝𝑜𝑠𝑛∈𝑁) − min(𝑝𝑜𝑠𝑛∈𝑁)〉𝑙𝑒𝑎𝑓 𝑏𝑎𝑛𝑘                        [𝐸𝑞 3.4] 

Where: 

 N is the number of open leaves in the beam 

 n is the involved leaf 
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 pos is the x-position of leaf n  

MCSv incorporates measures of leaf position variability between adjacent leaves, the degree of 

variation of aperture sizes over the maximum aperture area for a beam, as well as weighting the 

importance of these values for each control point by the fractional MU for a given delivery 

segment.  This is achieved by calculating the leaf sequence variability (LSV) and aperture area 

variability (AAV) for each control point. The LSV describes the positional differences between 

adjacent MLC leaves in the same leaf bank for a given control point, while the AAV is a measure 

of each segment’s area, relative to the maximum aperture over all the segments for a given beam 

or arc. The mean values for LSV and AAV between a given control point and the previous control 

point are then multiplied together and weighted by the fractional monitor units for a given segment 

within a beam or arc to obtain MCSvbeam/arc. The complexity score for the entire plan, MCSvplan, is 

the sum of MCSv over all beams (or arcs), weighted by the fractional MUs for each beam/arc over 

the entire plan. Values for MCSv range from 0 to 1, with values closer to 0 representing more 

complex plans, while a MCSv value of 1 would represent the least complex delivery (i.e. a static 

beam, jaw-defined field). 

While plan selection was based primarily on ensuring that the IMRT and VMAT cohorts had similar 

complexity scores, plans were also selected to encompass a range of field sizes. Plan field size 

was coalesced into a single metric by averaging the equivalent square field size over all beams 

in the plan:  

                                  𝐴𝑣𝑔. 𝐸𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑆𝑞𝑢𝑎𝑟𝑒 𝐹𝑖𝑒𝑙𝑑 𝑓𝑜𝑟 𝑃𝑙𝑎𝑛 =
1

𝑁
∑

(2𝑋𝑌)

(𝑋 + 𝑌)
                                [𝐸𝑞 3.5]

𝑁

𝑛=1
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where N is the total number of beams or arcs in a treatment plan, and corresponding jaw 

coordinates are represented by X and Y. These equivalent square field sizes are shown for the 

IMRT and VMAT cohorts in Figure 3-1.  It is important to represent a range of field sizes for this 

work since IMRT QA comparisons may be limited by sparse spatial sampling, and plans with 

smaller treatment volumes offer fewer high dose, in-field points for analysis, which may have the 

potential to limit gamma comparison sensitivity. 

Complexity values (MCSv) for the IMRT and VMAT cohorts are shown in Figure 3-2. A variety of 

treatment sites are represented in both cohorts as shown in Figure 3-3, however, matching IMRT 

and VMAT cohorts by site was not of primary importance when selecting cases. This is because 

IMRT QA comparisons are unlikely to be directly affected by the specific treatment site, and more 

so by plan complexity and field size since patient geometry is de-coupled in IMRT QA 

comparisons.  

 
Figure 3-1. Plans with a range of field sizes were chosen for this study, since field size directly affects the number of 

high dose points available for analysis in IMRT QA comparisons. 
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Figure 3-2. Treatment plans were selected such that the MCSv complexity metrics were similar between IMRT and 
VMAT cohorts. 

 
Figure 3-3. The IMRT and VMAT cohorts consist of plans from a range of treatment sites. However, plans were not 

chosen based on treatment site, so differences in site distribution do exist between the IMRT and VMAT cases. 
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III.B.2. Detector devices studied 

In this work three diode detector array geometries – MapCHECK 2 (henceforth referred to as 

simply MapCHECK), ArcCHECK, and Delta 4 – were utilized for error sensitivity studies such that 

results represent a range of measurement geometries in current clinical use. The MapCHECK 

device is a planar array (Sun Nuclear Corporations, Melbourne, FL)33 consisting of 1,527 diodes 

with 7.07 mm spacing and an array size of 32 cm x 26 cm. The Delta 4 device (ScandiDos, 

Uppsala, Sweden)34 is a cross-planar array that consists of two planar arrays perpendicular to 

one another containing a total of 1,069 diodes. The Delta 4 is unique in that the detector spacing 

is 5mm in the central 6x6 cm2 area and is less dense with 1 cm spacing outside the central area 

of the array. The full array size for both planar arrays is 20 cm x 20 cm. The ArcCHECK device 

was investigated here as well, which consists of 1,368 diodes arranged helically in a cylindrical 

geometry35,36. Detectors sit on a cylindrical surface, 10.5 cm from the center of the device, with 1 

cm spacing between adjacent diodes. All studied detector geometries are shown in Figure 1-3 (a-

c). For each device, the vendor-provided phantom for TPS dose calculations was obtained and 

utilized for all dose calculations in the Eclipse TPS. These phantoms are homogenous 

representations of the actual devices and do not model the internal structure of the devices. 

However, since all comparisons here are calculation vs. calculation comparisons, any differences 

or limitations this causes in clinical IMRT QA comparisons are removed in this study.   

III.B.3. Simulated errors 

A variety of different modifications were made to the cases in this work to simulate treatment 

errors in plan dose calculations. Plans with simulated errors were recalculated in the Eclipse TPS 

(AAA v.13, 1mm grid size) and subsequently compared to calculations without induced errors. 

The errors simulated in this study were chosen by first imagining various failure modes that could 



59 

 
 

 

occur at different stages of the treatment planning and delivery process and narrowing this list to 

a smaller subset of errors for use in this work.  

These errors were chosen such that they represented potential failures of various different 

components of the delivery process, but that may also go undetected using current comparison 

methods (i.e. the gamma comparison) and have the potential to significantly impact delivered 

dose distributions. Additionally, it is useful to induce an error that can simulate various different 

error classes. For example, a shift in the MLC bank positions could result from a miscalibration of 

the MLC banks on the machine, failure of the carriage mechanism, or inappropriate MLC 

calibration tables on the linear accelerator.  Additionally, this same induced error could also serve 

to simulate the scenario in which there is a field size mismatch between the measurement and 

calculation, which could occur during the modeling and commissioning of the dose calculation 

algorithm in the treatment planning system. A total of five errors were induced in plan calculations: 

• MU Errors  

• MLC positional errors  

o MLC bank shifts  

o Leading/trailing leaf in center of field 

o Random perturbational error to all involved leaves 

• Collimator angle error 

The rationale for including these errors are described in detail in the following sections.  

MU Errors 

An absolute dose scaling error may be one of the most basic yet important errors to catch in the 

IMRT QA process. While it is unlikely to have a significant output error on a machine, it has also 

been shown in the previous chapter that current methods on the ArcCHECK device can be 
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insensitive to large dose scaling errors. Since ensuring the delivered dose closely matches the 

planned dose is of upmost importance in radiation therapy treatments, this error was chosen as 

high priority for studying error sensitivity.  

Scaling the plan MUs by a percentage of the original MUs serves to simulate errors in machine 

calibration, plan normalization issues, use of the incorrect calibration files for the measurement 

phantom, or the QA phantom requiring recalibration. MU errors can also serve to simulate an 

incorrect machine, since all machines are likely to have slightly different output tuning at any 

particular time, as well as differences in TPS calculation models. A mismatch in calculation and 

measurement energies was found to be approximated by MU errors as well.  This is illustrated in 

Figure 3-4 by comparing a calculation for a 6X plan to calculations using the same machine but 

different energies (6X-FFF and 15X) calculated on the ArcCHECK geometry. Monitor unit (MU) 

errors were induced in this study by scaling the plan MUs uniformly up or down to make the 

resulting plan hot or cold compared to the original plan. Induced MU errors ranged from -15% to 

+15%.  

    
Figure 3-4. (Left) 6X plan calculation compared to 6X-FFF plan calculation and (Right) 6X plan calculation compared 
to 15X plan calculation. Both show that use of the wrong energy looks similar to an absolute dose scaling error in a 

typical IMRT QA comparison. 

MLC Positional Errors 

Three different induced MLC positional errors were included in this work. Each of these errors 

can aid in simulating delivery on the wrong treatment machine or calculation from the incorrect 
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machine model since MLC tolerances and performance are likely to differ between machines. 

Additionally, these errors could also serve to simulate corrupted MLC leaf trajectory files which 

have been reported in the literature37. 

All leaf errors in this work were induced by exporting the original MLC leaf trajectories and using 

in-house MATLAB code to modify leaf positions. After modifications were made, the MLC files 

were imported back into the Eclipse TPS for dose calculation. A minimum leaf gap of 0.05 cm 

was enforced by the MATLAB code used to modify the MLC files and the “verify leaf positions” 

option was also utilized in the Eclipse TPS to ensure that the modified MLC files did not violate 

the delivery constraints of the TrueBeam linear accelerator. When modifications were required by 

the Eclipse TPS to allow deliverable leaf sequences, these changes were accepted.  

MLC bank shifts were induced in plan calculations to cause a widening or narrowing of the field 

width. This serves to simulate bank calibration issues, a failure in the carriage mechanism, 

inaccurate MLC calibration tables on the linear accelerator, or improper modeling of the field width 

in the calculation algorithm. These errors are induced by uniformly shifting the MLC positions in 

or out by a user-specified symmetric distance.  

A trailing/leading leaf error was also induced in this study to simulate scenarios where a particular 

leaf has difficulty reaching the desired position due to an overly complex delivery or a bad motor 

for that given leaf.  This error is induced by exporting MLC files for a plan and inducing a range of 

magnitudes by which a leaf in the central portion of the field is leading or trailing. The “centrally 

located” leaf was chosen automatically by determining the involved leaf numbers for a given plan 

and then selecting the most centrally located leaf number from the involved leaves. Trailing leaf 

errors were induced in the centrally located leaf in the left bank of the delivery. Errors were 

induced for a range of error magnitudes ranging from 0.2 cm to 5.0 cm. For IMRT deliveries, the 

modified leaf position xm, for the trailing leaf is:  
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 𝑥𝑚 =  𝑥𝑖−1 −  𝑚,     𝑓𝑜𝑟  𝑥𝑖 −  𝑥𝑖−1  > 0  𝑎𝑛𝑑 |𝑥𝑖 −  𝑥𝑖−1|  > 𝑚  

                                                            𝑥𝑚 =  𝑥𝑖−1,     𝑓𝑜𝑟   |𝑥𝑖 −  𝑥𝑖−1|  < 𝑚                                                [𝐸𝑞 3.6] 

Where: 

 i is the control point index 

 m is induced error magnitude, or the lag distance 

 x is the leaf position 

This is also illustrated in Figure 3-5, where instead of reaching the position xi, the leaf only makes 

it to position xm. If the difference between leaf positions between the current control point xi and 

the previous control point xi-1 is smaller than the induced error magnitude, the leaf remains at 

position xi-1.   

 
Figure 3-5. The lagging leaf error causes the position of the centrally located leaf in a plan to be modified by 

the induced error magnitude, m as shown for a leaf moving from left to right. 
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Figure 3-6. The lagging leaf error causes the position of the centrally located leaf in a plan to be modified by 

the induced error magnitude, m, as shown for a leaf moving from right to left. 

 

For VMAT plans this trailing leaf error is induced in a slightly different manner due to the fact that 

leaves do not always move in the same direction between adjacent control points for VMAT 

deliveries. Thus, the directional motion of the leaf in a given control point must be taken into 

account.  This is illustrated visually in Figure 3-5 and Figure 3-6 and defined mathematically as 

𝑥𝑚 =  𝑥𝑖−1 − 𝑚,   𝑓𝑜𝑟  𝑥𝑖 − 𝑥𝑖−1  > 0 , |𝑥𝑖 − 𝑥𝑖−1|  > 𝑚 

𝑥𝑚 =  𝑥𝑖−1 + 𝑚,      𝑥𝑖 − 𝑥𝑖−1 < 0, |𝑥𝑖 −  𝑥𝑖−1|  > 𝑚 

                                                                    𝑥𝑚 =  𝑥𝑖−1,       |𝑥𝑖 − 𝑥𝑖−1|  < 𝑚                                                [𝐸𝑞 3.7] 

Where: 

 i is the control point index 

 m is the distance of the trailing leaf 

 x is the leaf position 
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A third MLC error, which was previously described in Chapter II, applied small, random 

perturbational shifts to each active leaf in every control point of a beam to simulate inaccuracies 

in MLC trajectories or control point definitions, as well as corrupted leaf position information, and 

difficulty delivering highly modulated plans. Similar to previous MLC errors, MLC files were 

exported and modified using an in-house MATLAB program. Each active leaf in every control 

point was perturbed by a value chosen pseudo-randomly from a square, two-sided distribution 

bounded by varying user-defined ranges. The width of this square distribution was varied to 

induce a range of error magnitudes. For example, a user input of “1.0” represents a square 

distribution ranging from -1.0 cm to +1.0 cm. This means that while some leaves will experience 

changes in leaf position up to 1 cm in either direction, most leaves will experience much smaller 

shifts.  

Collimator Errors 

Initially, both collimator and gantry angle errors were considered, including errors in IEC angle 

conventions. The effects of flipped IEC angle conventions were simulated for two measurement 

geometries (ArcCHECK and MapCHECK) in calculation vs. calculation scenarios using SNC 

Patient software. For a simple brain case and a complex brain case the gamma passing rates at 

3%/3mm TH10 (G) were found to be extremely low. This hints that this error would be easily 

detected with current methods. Additionally, quality assurance checks associated with an angle 

conversion in the clinic should likely catch these errors and thus, IEC convention errors were 

eliminated from the list of errors for this work.  

Gantry angle errors were also considered and investigated. For the two sample brain cases 

previously mentioned, errors of 3° or more would cause a failing IMRT QA result (with the 

exception of the simple case calculated on the MapCHECK), as shown in Table 3-1. The 

differences in PTV DVH curves for these small errors are shown in Figure 3-7, illustrating that 
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smaller gantry angle errors do not result in dramatic DVH differences for PTV coverage for these 

cases.  

Table 3-1. Gamma passing rates calculated at 3%/3mm TH=10% (G) in SNC Patient (v.6.7.3.) for two cases (simple 
and complex) for the ArcCHECK and MapCHECK geometries. Passing rates are shown as a function of increasing 

gantry angle error. 

 Case 1 - simple  Case 11 - complex 

Gantry error 
[degrees] 

ArcCHECK 
Gamma 

Passing [%] 

MapCHECK 
Gamma 

Passing [%] 

 ArcCHECK 
Gamma 

Passing [%] 

MapCHECK 
Gamma 

Passing [%] 

1° 100% 100% 
 

100% 98.6% 

2° 93.7% 100%  86.4% 90.8% 

3° 83.3% 99.7%  69% 83% 

5° 62.7% 96.2%  50.3% 65.7% 

10° 42.4% 79.6%  32.8% 53% 
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Figure 3-7. Induced gantry angle errors for a simple case (top) and a complex case (bottom) showing that the gantry 

error magnitude that would cause failures for commonly used gamma criterion 3%/3mm TH10 (G) would cause 
minimal differences to the PTV coverage. 
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Alternatively, differences in collimator angles may not be as readily flagged by current methods 

and could have sizeable effects on dose distributions should errors exist. Table 3-2 shows that 

large collimator discrepancies could go undetected using typical gamma criteria (3%/3mm TH 10, 

global normalization). For the simpler brain case, gamma passing rates were above 90% for 10-

20° collimator errors, depending on the measurement device for 3%/3mm TH 10 (G). Errors this 

large could cause concerning DVH dose differences, especially when considering PTV coverage, 

shown in the top panel of Figure 3-8. For the more complex brain case, smaller collimator errors 

caused the plan to fail the 3%/3mm TH10 (G) criterion faster. However, for this case, a smaller 

error such as 3° in collimator rotation could cause concerning dose differences, as seen in the 

lower panel of Figure 3-8. Compared to gantry angle errors, collimator errors are less likely to be 

flagged by current methods and have the potential to cause greater DVH dose differences, 

leading us to select collimator errors only for this work. It should be noted that we are not 

suggesting gantry angle errors are unimportant, or that there are some cases where a gantry 

angle error could be similarly detrimental in terms of dose differences. Rather, with the use of 

current IMRT QA comparison methods, collimator errors are less likely to cause a failing gamma 

comparison while also having a potentially greater impact on the DVH metrics compared to gantry 

angle errors of similar magnitude.  

Table 3-2. Gamma passing rates calculated at 3%/3mm TH=10% (G) in SNC Patient (v.6.7.3.) for two cases (simple 
and complex) for the ArcCHECK and MapCHECK geometries. Passing rates are shown as a function of increasing 

collimator angle error. 

 Case 1 - simple  Case 11 - complex 

Gantry error 
[degrees] 

ArcCHECK 
Gamma 

Passing [%] 

MapCHECK 
Gamma 

Passing [%] 

 ArcCHECK 
Gamma 

Passing [%] 

MapCHECK 
Gamma 

Passing [%] 

1° 100% 100% 
 

100% 100% 

2° 100% 100%  99.8% 99.9% 

3° 100% 100%  98.8% 98% 

5° 99.7% 100%  88.4% 90.5% 

10° 95.3% 98.2%  67.7% 72.9% 

20° 78.8% 93%  45.9% 48.8% 
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Figure 3-8. Induced collimator angle errors for a simple case (top) and a complex case (bottom). Unlike gantry errors, 
smaller collimator errors for the complex case could result in passing IMRT QA values, but large differences to the 
PTV coverage. Similarly, the magnitude of the collimator rotation error required to fail the simple brain case also 

causes concerning DVH dose differences. 
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Wrong Patient 

The issue of treating John Doe #1 with the plan from John Doe #2 is one type of error that causes 

concern for some. This scenario is often imagined in the context of prostate patients, where the 

anatomy and treatment field designs may often be markedly similar. While many safety checks 

exist to prevent this issue, it is worth considering for this work if such an error would be flagged 

when comparing John Doe 1’s IMRT QA calculation to John Doe 2’s IMRT QA measurement. In 

order to determine the likelihood of this error going undetected in IMRT QA, the IMRT QA 

calculations for current on-treatment prostate patients from our TrueBeam that treats a large 

majority of prostate patients were exported. Calculation vs. calculation comparisons between all 

combinations of current on-treatment prostate patients were compared for both ArcCHECK and 

MapCHECK geometries. It was found that for all combinations of current on-treatment prostate 

patients, all calculation vs. calculation comparisons had passing rates below 50% at 3%/3mm TH 

10 (G). This means that this type of error would likely be flagged with current IMRT QA techniques 

should it occur prior to patient treatment and thus this error was not included in this work.  

Wrong Plan, Same Patient 

Another error to consider would be the circumstance where a patient had both IMRT and VMAT 

plans generated and the incorrect plan was pushed to the machine, while the other plan 

calculation was exported for comparison. To consider the likelihood of this error being caught with 

commonly used IMRT QA metrics, a brain patient was identified that had both clinical IMRT and 

VMAT plans created for both their initial treatment and boost treatment.  The IMRT and VMAT 

plans were exported and compared in SNC Patient on both the ArcCHECK and MapCHECK 

geometries. At 3%/3mm TH10 (G) passing rates for the initial plan were 15.9% on the ArcCHECK 

and 31.5% for the MapCHECK geometry. The boost plan comparison between VMAT and IMRT 
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plans for the MapCHECK geometry was 36.3%. Since this error is 1) unlikely to occur and 2) very 

likely to be flagged with current methods, this error was not included in this work. 

Device-specific Limitations 

Each measurement array has different device-specific limitations either in terms of TPS dose 

calculations or in the measurement device itself. However, since each phantom has unique 

weaknesses these errors were not considered in this work. Such limitations include difficulty 

predicting dose for laterally angled beams in the MapCHECK device, and beams at cardinal 

gantry angles for the Delta 4 device when using the AAA photon dose calculation algorithm in 

Eclipse. Additionally, predicting entrance/exit ratios for the ArcCHECK detectors in the Eclipse 

AAA is limited in accuracy due to difficulty predicting depth doses in the PMMA material with 

Eclipse heterogeneity corrections. 

III.B.4. MATLAB gamma comparison implementation 

Gamma comparisons were performed using in-house code written specifically for this work. In 

order to do this, several steps were required. First, the 3D dose files were exported from the 

Eclipse TPS and processed using the CERR package38. This allows the DICOM dose files to be 

extracted and placed into a *.mat file easily imported into MATLAB. For some detector 

geometries, there was no dose point at (0,0,0) in the phantom. When this was the case, the dose 

cubes were interpolated and re-centered to obtain a dose matrix that was centered at the absolute 

center of the phantom.  

Extensive validation was performed to ensure that the dose matrices were oriented appropriately 

and that the dose obtained from the CERR extracted MAT files matched that shown in Eclipse. 

This was performed by spot-checking point doses in Eclipse compared to the MATLAB extracted 

doses, and also by using select line profiles through the center of each device for a patient test 
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plan. After this was performed, the test plan was calculated on each phantom geometry and the 

doses extracted by the vendor software were compared to those extracted at the plane of the 

detectors using the in-house MATLAB code. For the ArcCHECK device this consisted of 

extracting doses on a cylindrical plane 10.5 cm from the center of the phantom geometry. For 

MapCHECK and Delta 4 this consisted of extracting doses at the plane of the diodes in the 

devices. For the Delta 4 device, the doses from the in-house MATLAB extraction exactly matched 

the doses extracted by the Delta 4 software. However, for the ArcCHECK and the MapCHECK 

the dose extractions varied slightly from those extracted by the SNC Patient software. Effort was 

made to determine the source of these small differences, but it was concluded that the SNC 

Patient software might be performing some type of interpolation unbeknownst to the user. 

However, the absolute differences in dose extraction for MapCHECK and ArcCHECK geometries 

were extremely small in nature and did not result in different gamma passing rates when testing 

select plans using the vendor software and the in-house software for error-free calculations 

compared to error-induced calculations. 

The in-house MATLAB gamma comparison code was written such that gamma comparisons 

could be performed for two different spatial sampling scenarios. Error-free calculations were 

always extracted with 1mm spatial sampling, while error-induced calculations could be extracted 

either at 1mm sampling or at the true spatial sampling of the detector. Gamma comparisons could 

then be performed for either sampling scenario between error-free calculations and error-induced 

calculations. Error-free calculations were considered the “reference” dose distribution, and the 

error-induced calculations as the “evaluated” distribution. Gamma comparisons were performed 

using the method originally described by Low et al.39. 
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III.B.5. Effects of detector geometry on gamma sensitivity 

Using the in-house gamma comparison code, the effects of different detector geometries on 

gamma comparison sensitivity were studied for the IMRT and VMAT case cohorts. This was 

performed by comparing error curve ranges for the ArcCHECK, MapCHECK, and Delta 4 

geometries using 1mm error-free calculations compared to 1mm calculations with induced errors. 

The comparisons made use of 1mm vs. 1mm calculations in order to remove the effects of spatial 

sampling so as to decouple device geometry from spatial sampling results. Additionally, 

calculation-only comparisons remove any potential effects of limitations and uncertainties 

inherent in the use of real measurements.  

Gamma comparisons were calculated for five different gamma criteria in order to understand any 

criterion-specific behavior. Care was taken in selecting the gamma criteria to be used such that 

various combinations of normalization strategies, use of different low-dose thresholds, and 

several percent dose difference and DTA criteria were included. The five studied gamma criteria 

were: 

• 3% / 3mm, TH 10%, global normalization 

• 3% / 3mm, TH 10%, local normalization 

• 2% / 2mm, TH 10%, global normalization 

• 3% / 3mm, TH 50%, global normalization 

• 3% / 3mm, TH 50%, local normalization 

For each studied gamma criterion, the error curve widths were calculated at 95% pixels passing 

using the method described in Chapter II.  
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Statistical Analysis 

The assumption of normality was tested using Shapiro-Wilk and Q-Q plots. Shapiro-Wilk results 

showed that normality could not be assumed, however, the Q-Q plots showed close to normality 

for some cases. Since the assumption of normality was not obvious and some cases had large 

error curve ranges for a given error type (that could be considered outliers), non-parametric tests 

were utilized in this work. Kruskal-Wallis one-way analysis of variance was performed to test for 

statistically significant differences between the median error curve ranges between the three 

devices. This is performed separately for each gamma criterion and error type. P-values < 0.05 

caused the rejection of the null hypothesis that the median error ranges between the three devices 

were equal. Post-hoc analysis was performed in the event of a significant result using Dunn’s test 

to determine which devices had statistically significant differences with α = 0.05. Since the Dunn’s 

test consists of multiple comparisons, a Bonferonni correction is applied accordingly and we reject 

H0 if p < α /2, where H0 is that the medians between the two compared groups are equivalent. All 

statistical analyses were performed in R.  

III.B.6. Effects of spatial sampling on gamma sensitivity 

Using the in-house gamma comparison code, the effects of spatial sampling on gamma 

comparison sensitivity for each of the three detector devices was studied. This was achieved by 

computing error curve ranges between 1mm error-free calculations and error-induced 

calculations downsampled to the real detector locations and subsequently comparing these error 

ranges to those obtained from comparisons between a 1mm error-free calculation to an error-

induced calculation at 1mm sampling (from section III.B.5). Error curve ranges between the two 

different spatial sampling scenarios are compared separately for each device in order to 

determine if the resolution of each particular device has significant impacts on the computed error 
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curve ranges, and ultimately, on the sensitivity of that particular device to induced errors in 

conjunction with the gamma comparison. 

Gamma sensitivity was quantified using the error curve method presented in Chapter II and error 

curve widths were calculated at the 95% pixels passing level. The same five gamma criteria 

studied in section III.B.5.  –  3% / 3mm, TH10 (G), 3% / 3mm, TH10 (L), 2% / 2mm, TH10 (L) 3% 

/ 3mm, TH50 (G), and 3% / 3mm, TH50 (L) – were also utilized here to elucidate if sensitivity 

differences are criterion-specific. 

Statistical Analysis 

Wilcoxon signed rank tests were utilized to compare the differences in error curve ranges for the 

different spatial sampling scenarios for the same device to determine whether the medians of the 

two groups are statistically significant.  Wilcoxon signed-rank tests were used as the non-

parametric alternative to the paired Student’s t-test since we cannot assume normality of our data. 

Significance was defined at the p < 0.05 level. All statistical analyses were performed in R. 

III.B.6. Sensitivity differences between VMAT and IMRT deliveries 

Sensitivity differences between IMRT and VMAT deliveries were studied by comparing the error 

curve ranges calculated in section III.B.5 (1mm error-free calculation vs. 1mm error-induced 

calculation) between the IMRT and VMAT cohorts for each studied error type and the five 

previously mentioned gamma criteria.  

Statistical Analysis 

Mann-Whitney U tests were utilized to compare the differences in error curve ranges for the 

different delivery techniques for each device to determine whether the medians of the two groups 

were statistically significant.  Mann-Whitney U tests were used as the non-parametric alternative 
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to the independent Student’s t-test since we cannot assume normality of our data. Significance 

was defined at the p < 0.05 level and all statistical analyses were performed in R. 

III.C. Results 

III.C.1 Effects of detector geometry on gamma sensitivity 

Error curve widths for 1mm error-free calculations compared to 1mm error-induced calculations 

were evaluated between the three studied detector geometries (ArcCHECK, MapCHECK, and 

Delta 4) to determine if a particular geometry offers higher sensitivity to errors in conjunction with 

the gamma comparison. The real spatial sampling of each device is not used in this portion of the 

work as it could confound the comparisons and make it difficult to separate the independent 

effects of the actual detector geometry from that of the unique detector arrangements for each 

device.  Kruskal-Wallis p-values are shown in the figures for each gamma criterion, where p < 

0.05 represents that the medians between the three detector geometries were statistically 

significantly different. Post-hoc analyses for differences showing statistical significance are 

available in Appendix A. However, it should be noted that statistical analysis alone neglects the 

visible trends in our data and sample sizes were relatively small with n=20 cases in each cohort.  

III.C.1.1 IMRT Cases 

The median error curve ranges with error bars of ±1σ are shown for the five error different error 

types in Figure 3-9, Figure 3-10, Figure 3-11, Figure 3-13, and Figure 3-14 for each detector 

device and each of the five studied gamma critiera. Across the studied gamma criteria, the Delta 

4 and MapCHECK devices had similar error sensitivity for the lagging leaf, bank shift, and MU 

errors, with MapCHECK generally slightly less sensitive than the Delta 4 geometry, while the 

ArcCHECK had lower sensitivity to these three errors compared to the MapCHECK and Delta 4. 

While the differences in error sensitivity between ArcCHECK and the Delta 4 and MapCHECK 

were not always statistically significant, the trends in Figure 3-9, Figure 3-10, clearly show that for 
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most of the studied gamma criteria, the ArcCHECK generally performs worse in detecting lagging 

leaf and bank shift errors.  For the MU error, the ArcCHECK had considerably worse error 

sensitivity than the MapCHECK and the Delta 4, as shown in Figure 3-11.  

For these three error types the ArcCHECK had lower sensitivity (i.e. larger error curve ranges) 

compared to MapCHECK and Delta 4 for nearly every gamma criterion, with the exception of 

3%/3mm TH 10 (L). The use of 3%/3mm TH 10 (L) resulted in error curve ranges that were 

markedly similar between all three devices. This is likely owing to the fact that, compared to the 

planar geometries, there are more low dose measurement points in ArcCHECK comparisons, due 

to the fact that ArcCHECK measures both entrance and exit doses from any given beam.  In a 

globally normalized setting, these low dose points can serve to inflate gamma passing rates in 

the presence of an induced error, resulting in larger error curve ranges for the ArcCHECK. 

However, in a locally normalized setting, these low dose points more easily fail in the presence of 

an induced error, thus increasing error sensitivity on the ArcCHECK. Since the other devices do 

not have this same distribution of low-dose measurement points, globally normalized comparisons 

for MapCHECK and Delta 4 do not result in this same decrease in error sensitivity that is seen on 

the ArcCHECK device.  

In Chapter II we also observed that a 50% low dose threshold for globally normalized gamma 

comparisons increased error sensitivity on the ArcCHECK when compared to the same criterion 

with a lower dose threshold – i.e. 3%/3mm TH 10 (G) compared to 3%/3mm TH 50 (G). These 

same trends are observed here, however, the 50% dose threshold does not equalize the error 

sensitivity between devices as the locally normalized comparisons did. Additionally, a locally 

normalized comparison with a higher low dose threshold (3%/3mm TH 50, local) does not 

equalize error sensitivities as well as 3%/3mm TH 10 (L). This is not surprising given that these 

low dose points that are available to improve error sensitivity in the 3%/3mm TH 10 (L) 
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comparisons are removed when applying a 50% dose threshold. For Delta 4 and MapCHECK 

geometries the use of a 50% dose threshold or local normalization does offer slight gains in 

relative error sensitivity, but the differences are minimal and much less apparent than for the 

ArcCHECK device, again most likely owing to the different distribution of low dose points in these 

planar-type devices. 

An illustrative example is also presented in Figure 3-12 showing error curve ranges for each of 

the 20 IMRT cases for one induced error type (MU errors) for two sample gamma criteria – 

3%/3mm TH 10 (G) and 3%/3mm TH 10 (L) – for each of the three devices.  This example shows 

that the local normalization of the data systematically reduces error curve ranges for all cases, 

and not just a select few, suggesting that this behavior is specific to the device geometry and not 

a particular set of cases. This further confirms that the treatment of the extra low dose points in 

the ArcCHECK geometry may be important to consider in gamma comparisons for IMRT cases 

measured on this device.  
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Figure 3-9. Median error curve ranges for Delta 4, MapCHECK, and ArcCHECK devices for the five listed gamma 

criteria for a lagging leaf error. Error bars represent one standard deviation and p-values from Kruskal-Wallis 
analyses are shown. 

 
Figure 3-10. Median error curve ranges for Delta 4, MapCHECK, and ArcCHECK devices for the five listed gamma 

criteria for a bank shift error. Error bars represent one standard deviation and p-values from Kruskal-Wallis analyses 
are shown. P-values < 0.05 signify a significant difference between median error curve ranges for a given gamma 

criterion and are highlighted in yellow. 
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Figure 3-11. Median error curve ranges for Delta 4, MapCHECK, and ArcCHECK devices for the five listed gamma 
criteria for induced MU errors. Error bars represent one standard deviation and p-values from Kruskal-Wallis analyses 

are shown. P-values < 0.05 signify a significant difference between median error curve ranges for a given gamma 
criterion and are highlighted in yellow. 
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Figure 3-12. Case by case example of the error ranges for the three devices for (a) 3%/3mm TH 10, global 

normalization and (b) 3%/3mm TH 10, local normalization. This example shows that the local normalization for 
MapCHECK and Delta 4 reduces error curve ranges marginally, but for the ArcCHECK, error curve ranges are 

reduced systematically for all cases. 
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Error curve results for the induced collimator error and the MLC perturbational error exhibit 

somewhat different trends. Figure 3-13 shows that for the collimator rotation error, the ArcCHECK 

and Delta 4 devices perform slightly better than the MapCHECK. The results from MLC 

perturbational error in Figure 3-14 show that the ArcCHECK had the highest sensitivity to this 

error type, followed by the Delta 4, with the MapCHECK having the lowest error sensitivity for this 

error type. As with the previous error types, the 3%/3mm TH10 (L) criterion was able to mostly 

equalize error sensitivities between the different devices. However, for the MLC perturbational 

error on the ArcCHECK local normalization made error sensitivity superior for this combination of 

error type and device. These results lead us to conclude that error sensitivity for different devices 

is markedly different for different types of errors.  In general, for globally normalization 

comparisons, the MapCHECK is generally less sensitive than the Delta 4, whereas the 

ArcCHECK is less sensitive than these two devices for only specific error types. 

 
Figure 3-13. Median error curve ranges for Delta 4, MapCHECK, and ArcCHECK devices for the five listed gamma 
criteria for a collimator rotation error. Error bars represent one standard deviation and p-values from Kruskal-Wallis 
analyses are shown. P-values < 0.05 signify a significant difference between median error curve ranges for a given 

gamma criterion. 
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Figure 3-14. Median error curve ranges for Delta 4, MapCHECK, and ArcCHECK devices for the five listed gamma 
criteria for the MLC perturbational error. Error bars represent one standard deviation and p-values from Kruskal-

Wallis analyses are shown. P-values < 0.05 signify a significant difference between median error curve ranges for a 
given gamma criterion and are highlighted in yellow. 

 

III.C.1.2 VMAT Cases 

Error sensitivity differences between devices for the 20 VMAT cases in this study are shown in 

Figure 3-15, Figure 3-16, Figure 3-17, Figure 3-18, and Figure 3-19. The differences between 

detector geometries for VMAT cases were less pronounced compared to results for IMRT cases 

in the previous section. Similar to the results for IMRT cases, the ArcCHECK exhibited higher 

sensitivity to collimator rotation errors and MLC perturbational errors for VMAT cases compared 

to both Delta 4 and MapCHECK geometries. Likewise, for MU errors, the ArcCHECK performed 

much worse than the planar geometries across all gamma criteria. As before, a local normalization 

comparison aided in bringing sensitivity into similar ranges for the three devices. 
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However, for lagging leaf errors in VMAT cases (Figure 3-15) the Delta 4 had the highest error 

sensitivity across the studied gamma criteria, whereas the relative sensitivities for ArcCHECK and 

MapCHECK changed based on the gamma criterion, whereas for IMRT cases the ArcCHECK 

had considerably lower error sensitivity for the majority of gamma criteria. Figure 3-16 also shows 

that the three devices performed similarly for bank shift errors, with MapCHECK having slightly 

lower sensitivity for select gamma criteria, which is also different from the behavior for the IMRT 

cases.  

These slightly different trends in error sensitivity for the different devices between IMRT and 

VMAT deliveries, especially for the ArcCHECK device, may again be due to the distribution of low 

dose points in the comparison on the ArcCHECK. Whereas IMRT cases on the ArcCHECK can 

have a wash of low dose points from the exit doses of IMRT beams, VMAT cases with full arcs 

typically do not have this low dose wash since the exit doses are masked and summed with 

entrance doses from opposing control points, resulting in a ring of high dose around the entire 

circumference of the device. It is thus likely that these low doses on the ArcCHECK explain why 

it is less sensitive than Delta 4 and MapCHECK for particular errors in IMRT cases, while these 

relative differences between devices for the same error types are less pronounced for VMAT 

cases.  Regardless of delivery technique, we also note that the ArcCHECK is more sensitive to 

collimator errors and MLC perturbational errors than the planar-type devices. One possible 

explanation for this is that these errors may overlap and be obscured at the center of the plan for 

planar-type devices, whereas sampling the plan some distance away from the isocenter as the 

ArcCHECK does allows these errors to be more easily flagged with the gamma comparison. 
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Figure 3-15. Median error curve ranges for Delta 4, MapCHECK, and ArcCHECK devices for the five listed gamma 

criteria for a lagging leaf error. Error bars represent one standard deviation and p-values from Kruskal-Wallis 
analyses are shown. P-values < 0.05 signify a significant difference between median error curve ranges for a given 

gamma criterion and are highlighted in yellow. 

 
Figure 3-16. Median error curve ranges for Delta 4, MapCHECK, and ArcCHECK devices for the five listed gamma 

criteria for a bank shift error. Error bars represent one standard deviation and p-values from Kruskal-Wallis analyses 
are shown. P-values < 0.05 signify a significant difference between median error curve ranges for a given gamma 

criterion and are highlighted in yellow. 
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Figure 3-17. Median error curve ranges for Delta 4, MapCHECK, and ArcCHECK devices for the five listed gamma 

criteria for MU induced errors. Error bars represent one standard deviation and p-values from Kruskal-Wallis analyses 
are shown. P-values < 0.05 signify a significant difference between median error curve ranges for a given gamma 

criterion and are highlighted in yellow. 

 

 
Figure 3-18. Median error curve ranges for Delta 4, MapCHECK, and ArcCHECK devices for the five listed gamma 
criteria for a collimator rotation error. Error bars represent one standard deviation and p-values from Kruskal-Wallis 
analyses are shown. P-values < 0.05 signify a significant difference between median error curve ranges for a given 

gamma criterion and are highlighted in yellow. 
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Figure 3-19. Median error curve ranges for Delta 4, MapCHECK, and ArcCHECK devices for the five listed gamma 

criteria for a MLC perturbational error. Error bars represent one standard deviation and p-values from Kruskal-Wallis 
analyses are shown. P-values < 0.05 signify a significant difference between median error curve ranges for a given 

gamma criterion and are highlighted in yellow. 

 

III.C.2 Effects of detector spatial sampling on gamma sensitivity 

In order to elucidate the effects of different spatial sampling scenarios for each detector device, 

calculation-only gamma comparisons and error curve ranges at 95% pixels passing were 

calculated for the IMRT case cohort for two scenarios: 

• 1mm error-free calculations compared to 1mm error-induced calculations 

• 1mm error-free calculations compared to error-induced calculations at the real spatial 

sampling of each device 

Results are shown separately for error type and five different gamma criteria for the ArcCHECK 

(Figure 3-20), MapCHECK (Figure 3-21) and the Delta 4 (Figure 3-22). 

For each induced error type on the ArcCHECK device, the differences in error sensitivity for the 

two spatial sampling scenarios are minimal and rarely significantly different, as shown in Figure 
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3-20. For select criteria and errors, such as 3%/3mm TH10 (G) criterion for the lagging leaf and 

perturbational MLC errors, increased spatial sampling does improve the error sensitivity 

marginally.  However, these differences are minimal, and it is sometimes the case that increased 

spatial sampling actually reduces error sensitivity. While this may initially be counter-intuitive, it is 

likely that while more points exist in the comparison to aid in sensitivity, there are also more points 

in the comparison that can similarly inflate gamma passing rates, especially if the increased 

sampling causes a proportionally higher number of low dose points in the comparison than high 

dose points.   

Results of the spatial sampling study for cases simulated on the MapCHECK geometry are shown 

in Figure 3-21. Similar to the ArcCHECK results, increasing the spatial sampling did not result in 

significant changes in the calculated error curve ranges. Conversely, for Delta 4 cases (shown in 

Figure 3-22), many differences between error curve ranges between the two spatial sampling 

scenarios were significantly different. For the collimator error, an increase in spatial sampling 

increased error sensitivity, but for the bank shift and perturbational errors, an increase in spatial 

sampling decreased error sensitivity. This is similar to the behavior seen in the ArcCHECK and 

suggests that increasing spatial sampling will not necessarily increase error sensitivity when using 

the gamma comparison to analyze calculated and delivered dose distributions, and also that 

spatial sampling is unlikely to be a driver of insensitivity in current IMRT QA comparisons.    
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Figure 3-20. Differences in error curve ranges for the ArcCHECK when increasing spatial sampling from the real 

detector sampling to 1mm vs. 1mm comparisons for the different studied error types. P-values are shown for each 

induced error and gamma criterion, and differences that are statistically significant are highlighted in yellow. 
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Figure 3-21. Differences in error curve ranges for the MapCHECK device when increasing spatial sampling from the 

real detector sampling to 1mm vs. 1mm comparisons for the different studied error types. P-values are shown for 
each induced error and gamma criterion, and differences that are statistically significant are highlighted in yellow. 
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Figure 3-22. Differences in error curve ranges for the Delta 4 device when increasing spatial sampling from the real 
detector sampling to 1mm vs. 1mm comparisons for the different studied error types. P-values are shown for each 

induced error and gamma criterion, and differences that are statistically significant are highlighted in yellow. 
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Case-by-case error curve ranges for one of the induced error types (MLC perturbational) are 

shown for the three detector geometries in Figure 3-23, illustrating that for each of the studied 

cases, the error ranges are not systematically higher or lower for a particular spatial sampling 

scenario, but rather the behavior is case-specific. This case-specific behavior for the different 

sampling scenarios is likely due to several factors. First, the location of where the plan gradients 

fall on each device in relation to the measurement points is likely to factor into error sensitivity for 

the down-sampled comparisons shown here. One can imagine that shifting the isocenter of a 

given plan by even a few millimeters, especially in the ArcCHECK geometry, could potentially 

change error curve results.  
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Figure 3-23. Case-by-case error curve ranges for the MLC perturbational error for higher and lower spatial sampling 

for (a) the ArcCHECK, (b) the MapCHECK, and (c) the Delta 4. 
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Secondly, while it is generally assumed that higher spatial sampling in IMRT QA comparisons will 

improve sensitivity to errors, this may be mitigated by the fact that increasing sampling can also 

increase the number of comparison points in low dose regions. Especially with the use of globally 

normalized gamma comparisons, this could lead to decreases in error sensitivity.  Indeed, higher 

spatial sampling may give a better representation of the measured plan and may offer more 

comparison points that could aid in error sensitivity, this also means there are more points in less 

sensitive regions of the comparison to help mask errors as well.  To illustrate this, an IMRT case 

was selected randomly from our cohort and the number of comparison points falling in high dose 

and low dose regions of the comparison was evaluated for the MapCHECK and ArcCHECK 

geometries. For the example case, IMRT 16, the dose maps are shown for the high spatial 

sampling and real spatial sampling scenarios on the MapCHECK in Figure 3-24 and on the 

ArcCHECK in Figure 3-25. To partition points into high and low dose, an arbitrary dose threshold 

of 50% was chosen and points falling above 50% maximum dose were counted as high-dose, 

whereas all points between 10% (the standard low-dose threshold value) and 50% were labeled 

as low dose points. The ratio of high dose to low dose points is shown in each figure, illustrating 

that for the higher-sampling scenario the proportion of high dose points to low dose points is either 

similar or can even be lower (in the case of the ArcCHECK) which may help explain why error 

sensitivity is also often similar or lower for the 1mm vs. 1mm comparisons.  
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Figure 3-24. The normalized dose maps for IMRT 16 are shown on the MapCHECK device along with the number of 

high dose and low dose points for (a) the real-spatial sampling of the MapCHECK device and (b) for 1mm spatial 
sampling. 

 

 

High dose points: 4,307 

Low dose points: 12,201 

High/Low ratio = 35%  

 (b) 

High dose points: 86 

Low dose points: 239  

High/Low ratio = 36%  

(a) 
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Figure 3-25. The normalized dose maps for IMRT 16 are shown on the ArcCHECK device along with the number of 

high dose and low dose points for (a) the real-spatial sampling of the ArcCHECK device and (b) for 1mm spatial 
sampling. 

 

III.C.3. Effects of delivery technique on gamma sensitivity 

Using the 1mm only comparisons, the error curve widths were compared between the IMRT and 

VMAT deliveries for each detector geometry.  Figure 3-26, Figure 3-27, Figure 3-28, Figure 3-29, 

and Figure 3-30 show the median error curve ranges for the lagging leaf error, the bank shift error, 

the collimator rotation error, the MLC perturbational error, and the MU error, respectively. Though 

not all differences were statistically significant for a particular device or error type, there is a visible 

trend that shows gamma comparison error sensitivity for VMAT cases was worse than IMRT 

cases for MU errors and most MLC errors for all studied devices and almost every studied gamma 

criterion. Conversely, error sensitivity to collimator errors in VMAT cases was higher than in IMRT 

High dose points: 104 

Low dose points: 237  

 

 

High/Low Ratio = 44%  

 (a)  

High dose points: 9,319 

Low dose points: 25,963 

 

 

High/Low Ratio = 36%  

 (b) 
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cases for the majority of studied gamma criteria. It is also interesting to note that the sensitivity of 

IMRT and VMAT cases measured on the ArcCHECK was, in many cases quite similar, while this 

was not true for the MapCHECK and Delta 4 geometries. This suggests that perhaps the same 

gamma criteria that are used for IMRT may not be appropriate for VMAT cases, especially for 

planar-type devices, in order to achieve the same error sensitivity in patient-specific QA. 

 

Figure 3-26. Median error curve range for the lagging leaf error for IMRT and VMAT cases for the 1mm vs. 1mm 

comparisons. Statistical significance is shown by cases highlighted in yellow. 
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Figure 3-27. Median error curve range for the bank shift error for IMRT and VMAT cases for the 1mm vs. 1mm 

comparisons. Statistical significance is shown by cases highlighted in yellow. 

 
Figure 3-28. Median error curve range for the collimator rotation error for IMRT and VMAT cases for the 1mm vs. 

1mm comparisons. Statistical significant is shown by cases highlighted in yellow. 
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Figure 3-29. Median error curve range for the MLC perturbational error for IMRT and VMAT cases for the 1mm vs. 
1mm comparisons. Statistical significance is shown by cases highlighted in yellow.  

 

Figure 3-30. Median error curve range for the MU error for IMRT and VMAT cases for the 1mm vs. 1mm 
comparisons. Statistical significance is shown by cases highlighted in yellow. 
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One possible explanation for these differences in error curve ranges between VMAT and IMRT 

cohorts would be if the dosimetric effects from a particular error, say for example a 0.5 cm bank 

shift, had a lower dosimetric impact on VMAT plans than it did on IMRT plans, thus resulting in 

the higher error curve ranges for VMAT plans for MLC errors, and higher IMRT error curve ranges 

for collimator errors. This was investigated by pulling the PTV D95%, PTV D99%, and PTV mean for 

the MLC and collimator error-induced cases to determine if the distribution of DVH dose 

differences between VMAT and IMRT cohorts were noticeably different, thus resulting in different 

error curve ranges. Figure 3-31, Figure 3-32, and Figure 3-33 show that for the MLC errors, the 

VMAT cohort had similar or sometimes larger DVH dose differences than the IMRT plans, which 

fails to account for VMAT plans having larger error curve ranges for these error types. Similarly, 

where IMRT plans had larger error curve ranges for collimator errors, Figure 3-34 shows that 

IMRT plans also had a larger range of DVH dose differences from collimator errors than the VMAT 

cohort. Thus, it is unlikely that differences in error sensitivity between IMRT and VMAT cohorts is 

due to plans experiencing different dosimetric effects from the same induced errors. Although an 

effort was made to match plan complexity and field sizes between VMAT and IMRT cohorts, 

VMAT and IMRT deliveries are still fundamentally different and some of these differences in error 

sensitivity may simply arise from differences between IMRT and VMAT plans other than field size 

and plan complexity.   
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Figure 3-31. PTV DVH metric differences for all lagging leaf error-induced plans between VMAT and IMRT cohorts. 

 

 

Figure 3-32. PTV DVH metric differences for all bank shift error-induced plans between VMAT and IMRT cohorts. 
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Figure 3-33. PTV DVH metric differences for all MLC perturbational error-induced plans between VMAT and IMRT 

cohorts. 

 

Figure 3-34. PTV DVH metric differences for all collimator rotation error-induced plans between VMAT and IMRT 

cohorts. 

 

III.D. Discussion 

This chapter has elucidated fundamental differences in error sensitivity between many different 

comparison scenarios that are present in clinical IMRT QA in a manner that removes limitations 
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that have not been addressed by previous publications. The calculation vs. calculation 

comparisons have allowed an objective evaluation of sensitivity differences caused by the very 

different measurement geometries and spatial sampling present in devices currently used across 

the field.  

In general, most current IMRT QA practices apply a universal gamma criterion for passing/failing 

an IMRT QA comparison, regardless of measurement device or delivery type. While this 

streamlines clinical workflow, it may also inhibit the ability to flag meaningful errors in a patient’s 

plan, especially depending on what type of error might be present in a plan combined with the 

specific measurement device. While current linear accelerator technology typically operates 

within very tight tolerances40,41, there are scenarios where large errors could make it to treatment. 

Some examples of this are if a MLC trajectory file were to be corrupted37, the wrong plan is sent 

to the machine, or a new version of software has some undiscovered bug in the code, just to 

name a few. When performing IMRT QA, the purpose of the test is to catch any errors that can 

cause large dosimetric differences. However, this work has shown that our range of sensitivity to 

large errors for a variety of different measurement devices is quite different and also dependent 

on the gamma criterion selected.  

IMRT plans measured on the ArcCHECK had noticeably lower error sensitivities to lagging leaf, 

bank shift, and MU errors compared to Delta 4 and MapCHECK. This may be due to the fact that 

IMRT cases measured on the ArcCHECK geometry have many more low dose measurement 

points that fall above the 10% low dose threshold and can serve to increase gamma passing rates 

in a globally normalized setting in the presence of an induced error. This is also supported by the 

results in Chapter II which show that a higher low-dose threshold increases error sensitivity for 

the ArcCHECK device.  
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This work also shows that the most commonly used gamma criterion (3%/3mm TH10, global) is 

likely not sufficient to address these sensitivity differences between devices, and suggests either 

device- and/or delivery-specific gamma criteria, or the use of a different universal criterion. The 

data in this chapter showed that a 3%/3mm TH10 (L) gamma criteria may be useful as a universal 

criterion as it offered similar error sensitivity between the studied detector geometries. However, 

in clinical use, locally normalized comparisons may result in a higher number of IMRT QA failures, 

and especially if many of these failures were false positives, this could have a dramatic impact on 

the clinical workflow. Thus, separate passing criteria for individual devices is likely the most 

conservative and appropriate approach.  Further study is required in order to appropriately set 

individual gamma criteria for different measurement devices.  

Differences in error sensitivity for the spatial sampling scenarios for each studied device were not 

largely different and often showed inconsistent behavior, with some cases having higher error 

sensitivity with higher spatial sampling, and other cases having higher error sensitivity with 

sparser spatial sampling.  We believe these differences in error sensitivity may thus be driven by 

the ratio of high-dose to low-dose points available in the gamma comparisons with different spatial 

sampling, where increased numbers of low dose points can decrease error sensitivity in globally 

normalized comparisons. Some cases have similar ratios of high- and low-dose points available 

for comparison between sparse and higher spatial sampling scenarios. Other cases have an even 

higher number of low dose points in up-sampled comparisons, which may explain why lower error 

sensitivity can be observed with increased sampling. This leads us to believe that the relatively 

sparse spatial sampling of detector arrays is not a main driving factor of gamma comparison 

insensitivity.   

For the MLC and MU induced errors, VMAT plans had noticeably lower error sensitivity for the 

studied gamma criteria when compared to IMRT plans of similar complexity and field sizes. 
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Conversely, VMAT plans were more sensitive to collimator rotation errors than the IMRT plans in 

this study.  This behavior was consistent across all three measurement devices suggesting there 

may be real sensitivity differences between these delivery techniques. To ensure that this was 

not simply due to the same error magnitudes having different dosimetric effects on the different 

delivery techniques, DVH PTV metrics were extracted from Eclipse for all error-induced plans in 

this study and plotted between VMAT and IMRT cohorts. While no dramatic differences were 

noted between PTV dosimetric differences for different delivery techniques, the plan deliveries 

are fundamentally different. It is important to note that the IMRT and VMAT plans were planned 

for individual patients (as opposed to an IMRT and VMAT plan for the same patient), which may 

also explain some of these differences. Regardless, this work suggests that IMRT QA 

comparisons are much less sensitive to MLC and MU errors in VMAT plans when compared to 

IMRT plans. 

III.E. Conclusions 

The work in this chapter made use of a large number of gamma comparisons and error curve 

ranges (approximately 4,500 error curve widths and roughly 36,000 gamma comparisons) to 

investigate sensitivity differences and limitations for a variety of different clinical IMRT QA 

measurement scenarios. Here, we have shown that the sensitivity of the gamma comparison does 

not largely hinge on the spatial sampling of the device. Noticeable differences in error sensitivity 

were observed for different detector geometries, but these differences were not consistent across 

all studied error types and gamma criteria. This suggests that a particular device can not 

necessarily be labeled “superior” but rather, that different gamma criteria may be required for 

different devices, particularly for the ArcCHECK array, given its very different geometry. 

Additionally, the low dose points that appear in ArcCHECK measurements when the array is not 

irradiated with a high dose around the entire circumference of the device may greatly influence 
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the gamma comparison sensitivity when using a global normalization of the dose differences. 

Finally, it is possible there are large error sensitivity differences between IMRT and VMAT cases 

which may ultimately suggest different gamma comparison settings for different delivery 

techniques to achieve similar error sensitivity in patient-specific QA.  
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A.III. Appendix A for Chapter III 

Table A.3-1. Dunn’s test results for significance between groups for the MLC bank shift error for IMRT cases. For the three gamma criteria that had significant 
differences between the error curve ranges for the three devices, the ArcCHECK had significantly larger median error ranges while error ranges between 
MapCHECK and Delta 4 were not significantly different. P-values < 0.025 are highlighted in yellow. 

3%/3mm TH 10 (global) 3%/3mm TH 50 (local) 2%/2mm TH 10 (global) 

 D4 MpCk  D4 MpCk  D4 MpCk 
MpCk 0.1999  MpCk 0.2400  MpCk 0.1862  
AcCk 0.0002* 0.0037* AcCk 0.0006* 0.0058* AcCk 0.0001* 0.0027* 

 

 

Table A.3-2. Dunn’s test results for significance between groups for the MU error for IMRT cases. In general, for gamma criteria that had significant differences 
between median error curve ranges, it was that the ArcCHECK was significantly more sensitive than the Delta 4 or MapCHECK. For 3%/3mm TH10 (Global) the 
MapCHECK was significantly less sensitive than the Delta 4 and ArcCHECK. P-values < 0.025 are highlighted in yellow. 

3%/3mm TH 10 (global) 3%/3mm TH 10 (local) 3%/3mm TH 50 (global) 2%/2mm TH 10 (global) 3%/3mm TH 50 (local) 

 D4 MpCk  D4 MpCk  D4 MpCk  D4 MpCk  D4 MpCk 
MpCk 0.1091  MpCk 0.4711  MpCk 0.3319  MpCk 0.1447  MpCk 0.4711  
AcCk 0.0000* 0.0000* AcCk 0.0009* 0.0011* AcCk 0.0000* 0.0000* AcCk 0.0000* 0.0000* AcCk 0.0001* 0.0001* 

 

 

Table A.3-3. Dunn’s test results for significance between groups for the MLC perturbational error for IMRT cases. In general, for gamma criteria that had significant 
differences between median error curve ranges, it was that the ArcCHECK was significantly more sensitive than the Delta 4 or MapCHECK. For 3%/3mm TH10 
(Global) the MapCHECK was significantly less sensitive than the Delta 4 and ArcCHECK. P-values < 0.025 are highlighted in yellow. 

3%/3mm TH 10 (global) 3%/3mm TH 10 (local) 3%/3mm TH 50 (Local) 2%/2mm TH 10 (global) 

 D4 MpCk  D4 MpCk  D4 MpCk  D4 MpCk 
MpCk 0.0242*  MpCk 0.3964  MpCk 0.3519  MpCk 0.0278  
AcCk 0.2691 0.0048* AcCk 0.0080* 0.0038* AcCk 0.0010* 0.0033* AcCk 0.2982 0.0073* 
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Table A.3-4. Dunn’s test results for significance between detector devices for the MLC perturbational error for VMAT cases. The only criterion for which the error 
ranges between detector arrays reached statistical significance was for 2%/2mm TH 10 (global). In this instance, ArcCHECK was significantly more sensitive, though 
differences that did not reach significance are still appreciable for other criteria. P-values < 0.025 are highlighted in yellow. 

2%/2mm TH 10 (global) 

 D4 MpCk 
MpCk 0.3688  
AcCk 0.0136* 0.0055* 

 
 
Table A.3-5 Dunn’s test results for significance between groups for the MU error for VMAT cases. In general, for gamma criteria that had significant differences 
between median error curve ranges, it was that the ArcCHECK was significantly more sensitive than the Delta 4 or MapCHECK. For 3%/3mm TH10 (Global) the 
MapCHECK was significantly less sensitive than the Delta 4 and ArcCHECK. P-values < 0.025 are highlighted in yellow. 

3%/3mm TH 10 (global) 3%/3mm TH 10 (local) 3%/3mm TH 50 (global) 2%/2mm TH 10 (global) 3%/3mm TH 50 (local) 

 D4 MpCk  D4 MpCk  D4 MpCk  D4 MpCk  D4 MpCk 
MpCk 0.3930  MpCk 0.2904  MpCk 0.4964  MpCk 0.4603  MpCk 0.3552  
AcCk 0.0001* 0.0003* AcCk 0.0014* 0.0076* AcCk 0.0000* 0.0000* AcCk 0.0000* 0.0000* AcCk 0.0000* 0.0000* 
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Chapter 4                                             Chapter IV.  

The effect of dose gradients on gamma comparison sensitivity 

 

IV.A. Motivation 

As the sensitivity of the gamma comparison for IMRT QA has been called into question, recent 

publications have proposed tighter gamma criteria for clinical IMRT QA1–4. While methods other 

than gamma exist for comparing these complex distributions5–14, none of these are in routine 

clinical use. The gamma comparison thus remains the standard for analyzing IMRT QA 

comparisons2,15 even though many publications have shown that commonly used criteria can be 

insensitive to large, clinically meaningful errors16–25.  

While spatial sampling is sometimes blamed for gamma comparison insensitivity, the results from 

Chapter III showed that increasing the spatial sampling of three different detector arrays – 

ArcCHECK, MapCHECK, and Delta 4 – did not greatly improve error sensitivity, and in some 

cases even decreased error sensitivity in conjunction with the gamma comparison. It is unlikely 

that the driving factor behind low error sensitivity in current IMRT QA comparisons is driven by 

the measurement device geometry or device spatial sampling.  

To further investigate causes for gamma insensitivity, known errors were induced in plan 

calculations and compared to calculations without induced errors. This was first performed using 

a manufactured test field, and gamma value maps were studied in order to understand if particular 

features of the dose distribution prevent comparison points from failing gamma in the presence 

of induced errors of increasing magnitude. This was extended to real patient plans to understand 

the relationship between dose distribution features and gamma failures with the use of different 

detector geometries and gamma criteria. 
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IV.B. Induced errors in test fields  

MU and random MLC perturbational errors were induced in plan calculations for simple test fields. 

Two test fields, shown in Figure 4-1, is flat rectangular field with intensity spikes and dips in the 

center of the field. The purpose of this is to introduce simple dose gradients in the center of the 

field. This test fields were artificially manufactured by creating an optimal fluence file and importing 

this file into an IMRT test plan in Eclipse. Error-free and error-induced dose calculations were 

performed using Eclipse AAA (1mm grid size) on the ArcCHECK phantom.  

 

Figure 4-1. The optimal fluence maps for test fields with an intensity spikes and dips. Rectangular field size is 10 cm x 
3 cm. 

MU scaling and MLC random perturbational errors (previously described in Chapter II) were 

introduced in the DICOM RT plan files in MATLAB and re-imported into Eclipse for dose 

calculation. All doses were calculated using Eclipse AAA with a grid size of 1mm on the 

ArcCHECK phantom. Comparisons for this portion of the work were performed between error-

free calculation and error-induced calculations in SNC Patient (v.6.7.3, Sun Nuclear Corporation, 

Melbourne, FL).  

Many different magnitudes of error-induced calculations were studied to observe the progression 

of failing points as induced errors increased in magnitude from small to large. For the simpler test 

plan with one intensity spike and dip this is illustrated for induced MU errors in Figure 4-2 with 

three different induced MU errors shown here. The comparison points failing a gamma criterion 

of 2%/2mm TH 10 (global) are also shown. As a note, while gamma values are always positive, 

SNC Patient shows gamma failures as red or blue points based on the sign of the dose difference. 
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Blue points represent those which fail gamma because the measurement is colder than the 

calculation, and conversely, red points are those that fail the gamma comparison because the 

measurement is hotter than the calculation. In this case, the “measurement” is the error-induced 

calculation.  

It is visible in Figure 4-2 that as error magnitudes increase, the areas with lower gradients fail the 

gamma comparison first, and by the largest magnitude errors rings around the highest gradient 

regions of the field without any gamma failures can be visualized. Similar results are visualized 

for the random MLC perturbational error, shown induced on the test plan with multiple intensity 

spikes and dips in Figure 4-3. While this error is more complex in nature, it is still clear that as 

error magnitudes increase, gamma failures generally do not occur first along the highest dose 

gradients in the plan. This is further visualized with line profiles shown in Figure 4-4 for an induced 

10% MU error and in Figure 4-5 for a ±0.8 cm random MLC perturbational error. These 

comparisons with the test fields led to the hypothesis that there may be a relationship between 

steep dose gradients and gamma failures in real IMRT QA comparisons. 
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Figure 4-2. For one of the test fields, the (a) ArcCHECK unwrapped dose map is shown. Different magnitudes of MU errors were induced from (b) 4%, (c) 5%, to 
(d) a 10% scaling of MU values. The gamma passing rates are also shown. Blue points represent gamma failures where the error-induced calculation is colder 

than the error-free calculation. 
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Figure 4-3. For one of the test fields, the (a) ArcCHECK unwrapped dose map is shown. Different magnitudes of MLC random perturbational errors were induced 

from (b) ±0.5cm, (c) ±0.8cm, to (d) ±1.3cm. The gamma passing rates are also shown. Blue points represent gamma failures where the error-induced calculation is 
colder than the error-free calculation. Similarly, red points indicate gamma failures where the error-induced calculation is hotter than the error-free calculation.
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Figure 4-4. (a) Unwrapped ArcCHECK dose for the test field with multiple spikes and dips. (b) A 10% MU error was induced in one of the plan calculations and the 
resulting gamma failures at 2%/2mm TH 10 (G) are shown in blue and red. (c) A line profile through the center of the field – green line in (a) and (b) – is shown here 
for the area highlighted in the orange box in (b). 
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Figure 4-5. (a) Unwrapped ArcCHECK dose for the test field with multiple spikes and dips. (b) A ±0.8 cm MLC random perturbational error was induced in one of 
the plan calculations and the resulting gamma failures at 2%/2mm TH 10 (G) are shown in blue and red. (c) A line profile through the center of the field – green line 
in (a) and (b) – is shown here for the area highlighted in the orange box in (b).
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IV.C. Dose gradients vs. gamma value maps 

IV.C.1. Methods 

Based on the preliminary results from the test fields, the relationship between plan dose gradients 

and gamma values in the presence of induced errors was investigated. The 3D dose gradient 

maps for the 20 IMRT and 20 VMAT cases from Chapter III were calculated in MATLAB. Based 

on work published by Moran et al.5 the 3D gradient is defined as  

                                                       𝐺𝑖 =  𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 =  √∑ (
∆𝑑𝑖𝑗

∆𝑥𝑖𝑗
)

2

                                         [𝐸𝑞. 4.1]  

Where: 

 Gi is the generalized gradient at location i 

 Δdij is the difference between the doses at grid point i and its six nearest neighbors, j, (for 

the 3D gradient) 

 Δxij is the distance between grid points i and j, which in this case is 1 mm for the calculated 

dose maps 

The gradient maps were calculated in 3D using the dose matrices previously extracted for use in 

calculating gamma sensitivities in Chapter III. Gradient maps were calculated for the 20 IMRT 

and the 20 VMAT cases for the ArcCHECK, MapCHECK, and Delta 4 geometries between 1mm 

error-free calculations and 1mm error-induced calculations. Using patient plans on the various 

devices, the 3D gamma value maps (as opposed to the points with gamma greater than unity) 

were compared to investigate the relationship between gamma values and plan dose gradients.  

Typically, the gamma comparison is used in a binary pass/fail setting, where gamma values 

greater than unity are labeled as “failing”. However, for this portion of the work the calculated 

gamma values were computed and stored for the IMRT and VMAT cases studied for the five 

different induced errors previously described in Chapter III (MU, collimator rotation, bank shift, 

lagging leaf, and MLC perturbational errors). These gamma value maps were calculated using 
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the in-house MATLAB gamma comparison software also developed in Chapter III. This software 

was created to allow calculation vs. calculation gamma comparisons for the ArcCHECK, 

MapCHECK, and the Delta 4. For some of the devices used here, gamma value maps cannot be 

obtained from the commercial vendor software for the device. Thus, these comparisons were only 

possible using the MATLAB in-house developed gamma comparison code for this project.  

IV.C.2. Results  

Gradient and gamma value maps were first compared for the simplest error type – MU errors – 

for both locally and globally normalized gamma comparisons on the three detector devices 

studied. Examples of the relationship between dose, gradient, and gamma values are shown for 

the same case on the different detector geometries in Figure 4-6 (ArcCHECK), Figure 4-7 

(MapCHECK), Figure 4-8 (Delta 4 vertical board) and Figure 4-9 (Delta 4 horizontal board). For 

each example, the gamma value maps are shown for both local and global gamma comparisons 

using 3% dose and 3mm distance criteria. The same case is shown here in order to illustrate the 

fact that the relationship between gradient maps and gamma values appears independent of 

detector geometry as well as dose difference normalization technique. A more complex IMRT 

case with an induced MU error is shown on the MapCHECK geometry in Figure 4-10. Of note, 

the structure in the gamma value maps for both locally and globally normalized comparisons 

appears to be the negative of the structure in the gradient maps. Additionally, inspecting the 

gradient and dose maps in tandem with the gamma value maps allows us to see that areas of 

high dose and low gradient fail the gamma comparison first in the presence of this induced error, 

regardless of dose normalization strategy. While locally normalized gamma comparisons may 

increase error sensitivity for the gamma comparison when used as a binary metric, the areas of 

the comparison that have the lowest gamma values in the presence of induced errors are along 

high dose gradients, regardless of normalization setting. 
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Figure 4-6. (a) Unwrapped ArcCHECK dose map and (b) calculated 3D gradient map for case IMRT 19. The resulting gamma value maps in the presence of a 
10% MU error are shown for (c) a locally normalized comparison and (d) a globally normalized comparison. 
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Figure 4-7. (a) Error-free calculated dose map on the MapCHECK device and (b) corresponding 3D gradient map for 

the error-free calculation. Gamma value maps are shown for an induced 10% MU error for (c) a locally normalized 
gamma comparison and (d) a globally normalized gamma comparison.  
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Figure 4-8. (a) Error-free calculated dose map on for the vertical board in the Delta 4 and (b) corresponding 3D 

calculated gradient map. Gamma value maps are shown for an induced MU error of 10% for (c) a locally normalized 
gamma comparison and (d) a globally normalized gamma comparison. 
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Figure 4-9. (a) Error-free calculated dose map on for the horizontal board in the Delta 4 and (b) corresponding 3D 

calculated gradient map. Gamma value maps are shown for an induced MU error of 10% for (c) a locally normalized 
gamma comparison and (d) a globally normalized gamma comparison. 
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Figure 4-10. The relationship between dose and gradient maps to gamma values in the presence of an induced MU 

error are shown. (a) An error-free calculated dose map for IMRT 1 on the MapCHECK device, where the dose is 
normalized to the maximum point dose.  (b) The 3D dose gradient map for IMRT 1 on the MapCHECK (c) the 

calculated gamma values when comparing the dose map in (a) to a calculation with an induced 10% MU error using a 
locally normalized gamma comparison (d) the calculated gamma values in the presence of a 10% MU error using a 

globally normalized gamma comparison. 
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Representative examples are also shown for a bank error on the ArcCHECK in Figure 4-11, a 

MLC perturbational error on the MapCHECK in Figure 4-12, and a collimator error on the Delta 4 

in Figure 4-14.  For the random MLC perturbational and collimator errors, the highest gamma 

values appear, not surprisingly, more randomly distributed in the comparison due to the nature of 

these induced errors. For these two error types it is more difficult to visualize from two separate 

images where the gradients fall in relation to the gamma values. Therefore, colormap overlays of 

the gamma values on a greyscale image of the gradients are presented in Figure 4-13 and Figure 

4-15. These show that even though high gamma values are less uniform for these error types, as 

one might expect, the gamma values are very low at the location of the highest dose gradients.  

Thus, regardless of detector device, error type, and dose normalization strategy, high dose 

gradients appear to prevent comparison points from failing gamma in the presence of known, 

induced errors. 

The majority of case examples shown here are less complex plans for illustrative purposes. 

However, for more complex plans, the gradient maps may be so intricate that a large number of 

measurement points fall on these high gradients and subsequently limit error sensitivity in real 

comparisons.   One case example of this is shown in Figure 4-16 for a 3-target 14 field IMRT 

case. In this example, the ArcCHECK diode map was overlaid on the gradient map in greyscale 

to illustrate how few measurement points can fall in high-dose, low-gradient regions for highly 

complex plans. While one might assume that a measurement device with more diodes would 

increase the sensitivity of IMRT QA comparisons, it is likely that the number of measurement 

points falling in low gradient regions of the field drive error sensitivity. 
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Figure 4-11. (a) Error-free unwrapped dose map on the ArcCHECK geometry, (b) error-free unwrapped 3D gradient 

map for IMRT 3 and (c) gamma values calculated in the presence of a -0.2 cm bank shift error. 
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Figure 4-12. (a) Error-free MapCHECK dose map, (b) error-free MapCHECK gradient map and (c) gamma values in the presence of an induced MLC 

perturbational error of ±2 cm. 

 
Figure 4-13. The 3D gradient map for IMRT 7 from Figure 4-12 is shown in greyscale, with the highest gradients shown in white. The gamma value map from 
Figure 4-10c) is overlaid on top of the gradient map to better illustrate the relationship between gradients and gamma values. For this MLC error, the highest 

gamma values fall just outside the high gradient regions of the plan. 
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Figure 4-14. (a) Error-free Delta 4 horizontal detector board dose map (b) error-free Delta 4 horizontal board gradient map and (c) gamma values in the presence 
of an induced collimator error of 2 degrees. 
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Figure 4-15. The 3D gradient map for IMRT 2 from Figure 4-14 is shown in greyscale for the (a) horizontal Delta 4 
board and (b) the vertical Delta 4 board. The highest gradient values are shown in white and the gamma value maps 
from Figure 4-14 are overlaid on the gradient map to better illustrate the relationship between gradients and gamma 
values. For this collimator error, the highest gamma values fall just outside the high gradient regions of the plan. 

(a) (b) 
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Figure 4-16. (a) Unwrapped ArcCHECK dose map (b) unwrapped ArcCHECK gradient map and (c) unwrapped gamma value map clearly show that points with 

high gamma values do not fall along the gradients and that higher gamma values occur first in high dose, low gradient regions. The points falling in different 
gradient and dose regions of the distribution are superimposed on the gradient map to illustrate (d,f) the small number of error sensitive points versus (e,g) points 

falling along the high dose gradients. 
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IV.D. Gamma error sensitivity and number of available measurement points 

IV.D.1. Methods  

Based on the fact that visible relationships were observed in error-induced comparisons between 

low gamma values and high dose gradients, we investigated if simple metrics could predict the 

error sensitivity (i.e. error curve ranges) of the various cases in this study. This was first explored 

for the 20 IMRT cases on the simplest measurement geometry – MapCHECK. In theory, if the 

error sensitivity of a particular case can be predicted, it may allow the user to adjust the gamma 

criterion for a particular measurement in order to achieve the desired error sensitivity.  

For the MLC perturbational error, lagging leaf error, bank shift error, and collimator rotation error 

the error curve ranges for the 1 mm error-free calculation compared to the 1mm error-induced 

calculation were pulled from the work in Chapter III for the five different gamma criteria studied:  

• 3%/3mm TH 10 (G), 95% pixels passing 

• 3%/3mm TH 10 (L), 95% pixels passing 

• 2%/2mm TH 10 (G), 95% pixels passing 

• 3%/3mm TH 50 (G), 95% pixels passing 

• 3%/3mm TH 50 (L), 95% pixels passing    

The error curve ranges for each combination of error type and gamma criterion were compared 

to different plan descriptors and Pearson r2 correlation coefficients were calculated to assess if 

these plan descriptors could predict the range of errors that could pass QA for the 20 cases in the 

IMRT cohort. The plan characteristics investigated were the modulation complexity score 

(MCS)26,27, the PTV volume, the equivalent sphere diameter of the PTV, and the average aperture 

area. The average aperture area was calculated in MATLAB using the MLC information from 

DICOM RT plan files and was defined as: 
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                                   𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐴𝑝𝑒𝑟𝑡𝑢𝑟𝑒 𝐴𝑟𝑒𝑎 =  
1

𝑛𝐵𝑒𝑎𝑚𝑠
∑

1

(𝑛𝐶𝑃)𝑗
∑ 𝐴𝑖𝑗

𝑛𝐶𝑝

𝑖=1

𝑛𝐵𝑒𝑎𝑚𝑠

𝑗=1

                                 [𝐸𝑞. 4.2] 

Where: 

 Ai is the open area for a given aperture or control point, i, in a given beam, j 

 nCP is the total number of control points in a given beam or arc  

 nBeams is the total number of beams or arcs in a plan  

Additionally, we postulated that the number of available points for comparison in different gradient 

and dose regions of the field may predict gamma comparison error sensitivity. In order to calculate 

the number of points available in the different segmented regions of the field, 56 different 

combinations of dose and gradient thresholds were evaluated. For each gradient and dose 

threshold, the number of points in high-dose low-gradient regions, low-dose low-gradient regions, 

and high-gradient regions were counted in the 1mm error-free calculations and gradient maps 

obtained from the work in Chapter III. Gradient thresholds ranged from 4-16 cGy/mm by intervals 

of 2 cGy/mm and dose thresholds investigated were 20%, 25%, 30%, 40%, 50%, 60%, 70%, and 

80% of the maximum error-free calculated dose. The number of points in each region were 

calculated using an in-house MATLAB script. Pearson correlation coefficients were calculated 

between the error curve ranges and the number of points in each region for the 56 different dose 

and gradient thresholds, for a total of 168 (i.e. 56*3) r2 values for the dose and gradient 

segmentation alone. Including the four other plan descriptors studied, the four error types, and 

the error curve ranges for the five different gamma criteria studied, 3,440 r2 values were calculated 

to determine if any of these metrics predict gamma error curve ranges.  
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IV.D.2. Results 

Pearson correlation coefficients for the five gamma criteria and the error ranges for the four error 

types compared to MCSv, PTV volume, equivalent square PTV diameter, and the average 

aperture area are shown in Table 4-1, Table 4-2, Table 4-3, and Table 4-4. Correlation coefficients 

less than 0.2 are highlighted in grey, 0.2 – 0.4 in blue, 0.4 – 0.6 in green, 0.6 – 0.8 in yellow, and 

0.8 – 1.0 in red. However, all correlation coefficients were less than 0.70. For a particular error 

type, such as the bank shift error, the modulation complexity score had moderate r2 values ranging 

from 0.57 – 0.678 depending on the gamma criterion. However, there was not one plan metric 

that was able to consistently predict error curve ranges across error types. In terms of predicting 

error sensitivity for a real measurement, where these errors may be added together in any given 

way, it clearly would be difficult to predict an error range for a given case and adjust the gamma 

criteria appropriately.  

Table 4-1. Pearson correlation coefficients for MLC perturbational error curve ranges vs. simple plan characteristics  
 Pearson r2 for MLC perturbational error curve ranges vs. plan metrics 

 3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

MCSv 0.3630 0.3260 0.0049 0.2629 0.0675 
PTV volume [cm3] 0.1491 0.0609 0.0371 0.0905 0.0018 
Equivalent sphere  

diameter [cm] 
0.1739 0.1057 0.0222 0.1376 0.0042 

Average aperture  
area [cm2] 

0.0678 0.0034 0.0006 0.1264 0.0000 

 

Table 4-2. Pearson correlation coefficients for MLC lagging leaf error curve ranges vs. simple plan characteristics 

 Pearson r2 for MLC lagging leaf error curve ranges vs. plan metrics 

 3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

MCSv 0.0057 0.0201 0.1129 0.0151 0.0907 
PTV volume [cm3] 0.2922 0.6382 0.6174 0.5640 0.6892 
Equivalent sphere  

diameter [cm] 
0.3749 0.6357 0.5802 0.5906 0.6184 

Average aperture  
area [cm2] 

0.3086 0.0626 0.0058 0.1208 0.0067 
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Table 4-3. Pearson correlation coefficients for MLC bank shift error curve ranges vs. simple plan characteristics 

 Pearson r2 for MLC bank shift error curve ranges vs. plan metrics 

 3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

MCSv 0.6143 0.6780 0.5768 0.5885 0.6545 
PTV volume [cm3] 0.1536 0.1106 0.0706 0.1542 0.0726 
Equivalent sphere  

diameter [cm] 
0.1416 0.1111 0.0467 0.1468 0.0580 

Average aperture  
area [cm2] 

0.0540 0.0503 0.0742 0.0512 0.0960 

 

Table 4-4. Pearson correlation coefficients for collimator rotation curve ranges vs. simple plan characteristics 
 Pearson r2 for collimator rotation error curve ranges vs. plan metrics 

 3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

MCSv 0.0316 0.0196 0.0614 0.0526 0.0704 
PTV volume [cm3] 0.3127 0.2647 0.2659 0.2690 0.2681 
Equivalent sphere  

diameter [cm] 
0.5560 0.4615 0.5135 0.4983 0.5188 

Average aperture  
area [cm2] 

0.0209 0.0087 0.0158 0.0072 0.0161 

 

In studying the number of points in different dose and gradient regions of the plan comparison, 

weak to moderate correlations were observed between error curve ranges and the number of 

points falling in high-dose low-gradient, low-dose low-gradient, or high-gradient regions for each 

of the 56 dose and gradient thresholds. These results can be found in Appendix A. Clearly, the 

simple plan descriptors studied here are not capable of predicting the gamma comparison error 

sensitivity across a range of cases and error types. These results suggest that gamma 

comparison error sensitivity is a more complex relationship that is error type-specific and likely 

also case-specific, too.  

IV.E. Discussion 

In this chapter we have shown for a variety of different induced error types that the complex, 

overlapping gradients in current IMRT QA comparisons may limit gamma comparison sensitivity. 

This work was performed in calculation vs. calculation scenarios, so any uncertainties introduced 

in real measurements are not present in the comparisons presented here. While it is clear there 

is a relationship between high dose gradients and low gamma values, no relationship was 
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observed between plan metrics or the number of points available in different dose and gradient 

regions of the field predicted error curve ranges for the variety of studied error types. More 

importantly, it is clear from the qualitative comparisons of gradient and dose maps compared to 

gamma value maps that the many overlapping dose gradients in real patient cases are one of the 

driving factors in gamma comparison insensitivity. Additionally, this observed behavior was 

independent of gamma comparison criteria, including dose normalization strategy, and also 

independent of detector geometry.    

Another way of visualizing the relationship between dose/gradient and gamma maps is to utilize 

k-means clustering (i.e. unsupervised learning) to group features in the dose and gradient maps. 

The k-means clustering algorithm uses features in the data, in this case dose and gradient values, 

and attempts to assign each data point to a group that has similar features. Clustering analysis 

was performed using the k-means clustering function in MATLAB with a varying number of k 

clusters. Figure 4-17 shows gamma value maps for four of the induced errors for one of the IMRT 

cases on the MapCHECK (IMRT 10). The gamma value maps have very different structure based 

on the type of induced error, as previously mentioned. However, it is clear that for different 

numbers of clusters, the k-means algorithm is able to separate points into groupings that have 

markedly similar structure as that seen in the gamma maps, particularly for simpler errors such 

as MU errors. As few as k=5 clusters were enough to separate dose and gradient points into 

regions that roughly predict the most sensitive regions of the comparison for bank shift and MU 

errors, since these errors occur more uniformly throughout the field. For collimator and MLC 

perturbational errors, which tend to have greater dosimetric effects along the edges of the field, 

the gamma maps are less uniform. However, the structure seen in the k-means cluster map for 

12 clusters mimics the structure in these gamma maps as well.   
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This type of analysis further supports that a relationship between dose, gradients, and gamma is 

not purely qualitative, but that more complex unsupervised learning algorithms can also partition 

dose and gradient maps into regions that are likely to be more sensitive to errors. Gradient and 

dose maps, either separately or using k-means clustering, may be a way of selecting cases a 

priori that are likely to have small areas of sensitive regions in gamma comparisons and may 

require additional analysis in IMRT QA. These plans with a large number of overlapping gradients 

may be limited in error sensitivity, meaning that if errors did exist in the delivered plan, it is possible 

they could go undetected using conventional IMRT QA comparisons, as the number of points 

available in the regions of the field that will fail the gamma comparison first (high-dose, low-

gradient regions) may contain very few measurement points.  
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Figure 4-17. For case IMRT 10 on the MapCHECK geometry, 3%/3mm (Global) gamma value maps are shown for (a) bank shift error of -0.2cm (b) a MU error of -
5% (c) a collimator error of 5 degrees and (d) a MLC perturbational error of ±2 cm. K-means cluster maps are shown for two different values of k, (e) k = 5 and (f) k 

= 12. 
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To evaluate the number of diodes residing in these high-dose low-gradient regions for the plans 

in this study, the number of diodes was counted for each detector geometry using the true spatial 

sampling of the device. That is, the 1mm 3D gradient maps and 1mm calculated dose maps were 

first down-sampled to the true detector locations for each device. Gradient maps were normalized 

by the dose per fraction for each case to remove the effects of plans with very different 

fractionation schemes. Next, dose points less than 10% of the maximum dose were excluded, to 

mimic current clinical gamma comparisons which removes these low dose points from the 

analysis.  Based on qualitative comparisons, we selected 50% as the high dose threshold, and a 

5%/mm gradient threshold. Figure 4-18 shows the number of measurement points falling in high-

dose low-gradient regions of the field, normalized by the total number of diodes for each device 

(1386 diodes for ArcCHECK, 1527 diodes for MapCHECK, and 1069 diodes for Delta 4). 

Normalizing by the number of diodes in each device allows fairer comparisons of available high-

dose low-gradient points for analysis between devices with very different spatial sampling.  

The first thing to note in Figure 4-18 is that for some cases, there is an alarmingly low number of 

points that fall within high-dose, low-gradient regions of the field. This is concerning when 

considering that the cases with the lowest number of high-dose, low-gradient diodes are likely 

those with smaller target volumes and may very often be cases receiving higher doses per 

fraction. Thus, these plans may have very few diodes in the measurement that aid in catching 

errors when using the gamma comparison. Moreover, these are likely the types of cases in which 

increased error sensitivity is more important.  

Another noticeable feature in Figure 4-18 is that the Delta 4 appears to have a higher percentage 

of diodes falling within high-dose, low-gradient regions of the field, which may in part be due to 

the unique detector arrangement in this device. In the Delta 4, the central portion of the device 



139 

 
 

 

has increased spatial sampling, which also corresponds to the center of most measured plans 

where the highest doses are likely to be located.  

In the setting of continued gamma comparison use, it could prove useful to evaluate plan dose 

gradients on the phantom prior to measurement to determine if the gradient maps are too complex 

for appropriate sensitivity in gamma comparisons. Further study is required to determine how best 

to evaluate these plans with many overlapping gradients for clinical IMRT QA comparisons. 

However, given the increasing complexity of plans in routine clinical practice, it seems reasonable 

that new comparison methods that deal separately with these different regions of gradient and 

dose in the field would be more appropriate moving forward.  

 
Figure 4-18. The percentage of diodes falling in high-dose, low-gradient regions of the plan measurements for both 

IMRT and VMAT cohorts and each of the three diode arrays studied. 
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IV.F. Conclusions 

Using a variety of test fields and many patient plans, this chapter has shown that the insensitivity 

of the gamma comparison may be driven in part by the complexity of dose gradient maps for 

current IMRT and VMAT deliveries. This was initially discovered by inducing errors in calculation-

vs-calculation comparisons on the ArcCHECK for simple test plans and observing, as error 

magnitudes were increased, where gamma comparison failures occurred first in the presence of 

these induced errors. These comparisons showed that the gamma comparison failed first in high-

dose, low-gradient regions of the field for globally normalized comparisons, while failures occurred 

last along the highest dose gradients in the plan. 3D gradient maps were calculated for many 

different patient plans superimposed on the ArcCHECK, MapCHECK, and Delta 4 geometries. 

Gamma value maps in the presence of known, induced errors were calculated using in-house 

software and compared to gradient maps. The examples shown here clearly illustrate that the 

gradient and gamma value maps appear to be negatives of another, suggesting that the lowest 

gamma values in the presence of an error fall along the highest dose gradients. This behavior 

was present regardless of the dose difference normalization technique.  

Although error curve ranges were not predicted by the number of measurement points falling 

within different dose and gradient regions of the comparison, there is a clear relationship between 

gamma sensitivity and the large number of overlapping gradients in current IMRT QA 

comparisons. Diodes falling on these high gradients can inflate gamma passing rates in the 

presence of a true error. Additionally, the number of diodes in real comparisons that fall in the 

error-sensitive regions of the plan (i.e. high-dose, low-gradient regions) can be disturbingly low 

for cases with more gradients and smaller target volumes. As patient treatments become more 

complex, increasing error sensitivity in IMRT QA may be desirable and thus new or modified 

comparison techniques that account for the complexity of plan gradients may be necessary.
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A.IV. Appendix A for Chapter 4 

Pearson correlation coefficients are shown in the following tables for the five gamma criteria and 

the error ranges on the MapCHECK for the four error types compared to the number of points 

available in in different dose and gradient regions of the field based on the listed dose and gradient 

thresholds. 
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Table A.4-1. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points available 
in high-dose, low-gradient regions for MLC perturbational errors. 

Pearson r2 for MLC perturbational error curve ranges vs. # high-dose, low-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.0115 0.0311 0.0250 0.0138 0.0075 

20% 6 0.0400 0.0539 0.0251 0.0279 0.0032 

20% 8 0.0698 0.0727 0.0223 0.0420 0.0008 

20% 10 0.0858 0.0794 0.0203 0.0505 0.0002 

20% 12 0.0954 0.0826 0.0196 0.0556 0.0001 

20% 14 0.1008 0.0842 0.0196 0.0587 0.0000 

20% 16 0.1042 0.0853 0.0198 0.0607 0.0000 

25% 4 0.0115 0.0099 0.0311 0.0252 0.0135 

25% 6 0.0376 0.0256 0.0296 0.0413 0.0070 

25% 8 0.0651 0.0410 0.0263 0.0564 0.0030 

25% 10 0.0802 0.0481 0.0239 0.0650 0.0015 

25% 12 0.0889 0.0516 0.0232 0.0696 0.0010 

25% 14 0.0940 0.0535 0.0235 0.0722 0.0008 

25% 16 0.0971 0.0547 0.0239 0.0738 0.0008 

30% 4 0.0133 0.0031 0.0336 0.0284 0.0144 

30% 6 0.0400 0.0136 0.0317 0.0462 0.0079 

30% 8 0.0684 0.0265 0.0285 0.0620 0.0037 

30% 10 0.0833 0.0329 0.0263 0.0705 0.0021 

30% 12 0.0916 0.0363 0.0257 0.0749 0.0015 

30% 14 0.0964 0.0382 0.0262 0.0772 0.0013 

30% 16 0.0998 0.0396 0.0265 0.0790 0.0012 

40% 4 0.0121 0.0013 0.0552 0.0172 0.0210 

40% 6 0.0445 0.0110 0.0458 0.0383 0.0097 

40% 8 0.0766 0.0239 0.0393 0.0559 0.0042 

40% 10 0.0930 0.0302 0.0360 0.0652 0.0024 

40% 12 0.1013 0.0333 0.0347 0.0696 0.0017 

40% 14 0.1061 0.0350 0.0346 0.0720 0.0015 

40% 16 0.1092 0.0362 0.0346 0.0736 0.0013 

50% 4 0.0057 0.0006 0.0613 0.0115 0.0261 

50% 6 0.0349 0.0102 0.0468 0.0349 0.0105 

50% 8 0.0659 0.0236 0.0386 0.0539 0.0040 

50% 10 0.0821 0.0302 0.0345 0.0632 0.0020 

50% 12 0.0897 0.0328 0.0328 0.0670 0.0013 

50% 14 0.0939 0.0340 0.0324 0.0692 0.0011 

50% 16 0.0970 0.0351 0.0320 0.0707 0.0009 

60% 4 0.0007 0.0000 0.0639 0.0062 0.0339 

60% 6 0.0149 0.0036 0.0495 0.0226 0.0171 
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Table A.4-1 (cont.)      

60% 8 0.0349 0.0111 0.0400 0.0383 0.0084 

60% 10 0.0473 0.0159 0.0355 0.0470 0.0052 

60% 12 0.0551 0.0189 0.0335 0.0514 0.0037 

60% 14 0.0595 0.0204 0.0328 0.0538 0.0031 

60% 16 0.0623 0.0215 0.0320 0.0552 0.0027 

70% 4 0.0000 0.0003 0.0570 0.0033 0.0372 

70% 6 0.0047 0.0008 0.0444 0.0137 0.0229 

70% 8 0.0121 0.0029 0.0369 0.0230 0.0154 

70% 10 0.0167 0.0043 0.0336 0.0281 0.0121 

70% 12 0.0197 0.0053 0.0323 0.0307 0.0105 

70% 14 0.0217 0.0059 0.0317 0.0321 0.0097 

70% 16 0.0231 0.0064 0.0310 0.0331 0.0090 

80% 4 0.0164 0.0132 0.0614 0.0035 0.0697 

80% 6 0.0090 0.0093 0.0528 0.0005 0.0587 

80% 8 0.0059 0.0075 0.0471 0.0000 0.0515 

80% 10 0.0048 0.0070 0.0441 0.0000 0.0479 

80% 12 0.0044 0.0067 0.0425 0.0001 0.0460 

80% 14 0.0041 0.0067 0.0415 0.0001 0.0452 

80% 16 0.0040 0.0066 0.0407 0.0001 0.0444 
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Table A.4-2. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points available 
in low-dose, low-gradient regions for MLC perturbational errors. 

Pearson r2 for MLC perturbational error curve ranges vs. # low-dose, low-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.1681 0.0827 0.0223 0.1624 0.0669 

20% 6 0.1408 0.0666 0.0194 0.1503 0.0558 

20% 8 0.1265 0.0590 0.0155 0.1418 0.0473 

20% 10 0.1168 0.0554 0.0135 0.1346 0.0432 

20% 12 0.1109 0.0533 0.0125 0.1303 0.0410 

20% 14 0.1079 0.0524 0.0119 0.1282 0.0400 

20% 16 0.1064 0.0517 0.0113 0.1274 0.0392 

25% 4 0.1599 0.0468 0.0184 0.1815 0.0539 

25% 6 0.1279 0.0301 0.0169 0.1714 0.0433 

25% 8 0.1089 0.0230 0.0133 0.1607 0.0347 

25% 10 0.0978 0.0204 0.0116 0.1524 0.0311 

25% 12 0.0909 0.0187 0.0106 0.1468 0.0289 

25% 14 0.0876 0.0179 0.0099 0.1441 0.0277 

25% 16 0.0857 0.0174 0.0092 0.1426 0.0268 

30% 4 0.1702 0.0337 0.0218 0.1911 0.0604 

30% 6 0.1305 0.0155 0.0209 0.1805 0.0482 

30% 8 0.1077 0.0091 0.0167 0.1679 0.0378 

30% 10 0.0945 0.0069 0.0143 0.1585 0.0331 

30% 12 0.0862 0.0056 0.0130 0.1523 0.0305 

30% 14 0.0822 0.0050 0.0122 0.1492 0.0290 

30% 16 0.0803 0.0047 0.0116 0.1478 0.0284 

40% 4 0.1862 0.0323 0.0278 0.1828 0.0785 

40% 6 0.1365 0.0104 0.0326 0.1701 0.0702 

40% 8 0.1024 0.0030 0.0293 0.1530 0.0574 

40% 10 0.0843 0.0011 0.0266 0.1413 0.0510 

40% 12 0.0727 0.0003 0.0255 0.1332 0.0478 

40% 14 0.0670 0.0001 0.0249 0.1290 0.0461 

40% 16 0.0641 0.0000 0.0243 0.1268 0.0451 

50% 4 0.1769 0.0314 0.0350 0.1772 0.0873 

50% 6 0.1166 0.0080 0.0495 0.1605 0.0858 

50% 8 0.0724 0.0008 0.0494 0.1341 0.0724 

50% 10 0.0509 0.0000 0.0481 0.1168 0.0656 

50% 12 0.0379 0.0007 0.0483 0.1049 0.0621 

50% 14 0.0314 0.0015 0.0487 0.0985 0.0602 

50% 16 0.0285 0.0021 0.0490 0.0957 0.0595 

60% 4 0.1588 0.0270 0.0378 0.1677 0.0855 
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Table A.4-2 (cont.)      

60% 6 0.0853 0.0032 0.0541 0.1384 0.0801 

60% 8 0.0388 0.0004 0.0548 0.1042 0.0636 

60% 10 0.0194 0.0037 0.0548 0.0828 0.0561 

60% 12 0.0099 0.0075 0.0566 0.0689 0.0527 

60% 14 0.0059 0.0104 0.0582 0.0612 0.0509 

60% 16 0.0041 0.0123 0.0595 0.0572 0.0503 

70% 4 0.1518 0.0256 0.0464 0.1628 0.0902 

70% 6 0.0662 0.0011 0.0687 0.1233 0.0821 

70% 8 0.0164 0.0046 0.0690 0.0773 0.0587 

70% 10 0.0022 0.0143 0.0670 0.0499 0.0466 

70% 12 0.0000 0.0229 0.0670 0.0336 0.0402 

70% 14 0.0013 0.0282 0.0675 0.0254 0.0367 

70% 16 0.0028 0.0314 0.0680 0.0214 0.0352 

80% 4 0.1078 0.0125 0.0489 0.1188 0.0747 

80% 6 0.0243 0.0018 0.0701 0.0678 0.0589 

80% 8 0.0000 0.0242 0.0661 0.0273 0.0340 

80% 10 0.0074 0.0435 0.0612 0.0099 0.0226 

80% 12 0.0197 0.0563 0.0588 0.0031 0.0171 

80% 14 0.0284 0.0629 0.0579 0.0010 0.0144 

80% 16 0.0339 0.0669 0.0575 0.0003 0.0132 
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Table A.4-3. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points available  
in high-gradient regions for MLC perturbational errors. 

Pearson r2 for MLC perturbational error curve ranges vs. # high-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.2375 0.1275 0.0009 0.0933 0.0294 

20% 6 0.1900 0.0917 0.0051 0.0774 0.0318 

20% 8 0.1187 0.0526 0.0072 0.0476 0.0224 

20% 10 0.0681 0.0320 0.0103 0.0228 0.0174 

20% 12 0.0318 0.0176 0.0180 0.0067 0.0158 

20% 14 0.0112 0.0083 0.0301 0.0005 0.0158 

20% 16 0.0026 0.0035 0.0422 0.0004 0.0165 

25% 4 0.2375 0.1275 0.0009 0.0933 0.0294 

25% 6 0.1900 0.0917 0.0051 0.0774 0.0318 

25% 8 0.1187 0.0526 0.0072 0.0476 0.0224 

25% 10 0.0681 0.0320 0.0103 0.0228 0.0174 

25% 12 0.0318 0.0176 0.0180 0.0067 0.0158 

25% 14 0.0112 0.0083 0.0301 0.0005 0.0158 

25% 16 0.0026 0.0035 0.0422 0.0004 0.0165 

30% 4 0.2375 0.1275 0.0009 0.0933 0.0294 

30% 6 0.1900 0.0917 0.0051 0.0774 0.0318 

30% 8 0.1187 0.0526 0.0072 0.0476 0.0224 

30% 10 0.0681 0.0320 0.0103 0.0228 0.0174 

30% 12 0.0318 0.0176 0.0180 0.0067 0.0158 

30% 14 0.0112 0.0083 0.0301 0.0005 0.0158 

30% 16 0.0026 0.0035 0.0422 0.0004 0.0165 

40% 4 0.2375 0.1275 0.0009 0.0933 0.0294 

40% 6 0.1900 0.0917 0.0051 0.0774 0.0318 

40% 8 0.1187 0.0526 0.0072 0.0476 0.0224 

40% 10 0.0681 0.0320 0.0103 0.0228 0.0174 

40% 12 0.0318 0.0176 0.0180 0.0067 0.0158 

40% 14 0.0112 0.0083 0.0301 0.0005 0.0158 

40% 16 0.0026 0.0035 0.0422 0.0004 0.0165 

50% 4 0.2375 0.1275 0.0009 0.0933 0.0294 

50% 6 0.1900 0.0917 0.0051 0.0774 0.0318 

50% 8 0.1187 0.0526 0.0072 0.0476 0.0224 

50% 10 0.0681 0.0320 0.0103 0.0228 0.0174 

50% 12 0.0318 0.0176 0.0180 0.0067 0.0158 

50% 14 0.0112 0.0083 0.0301 0.0005 0.0158 

50% 16 0.0026 0.0035 0.0422 0.0004 0.0165 

60% 4 0.2375 0.1275 0.0009 0.0933 0.0294 

60% 6 0.1900 0.0917 0.0051 0.0774 0.0318 
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Table A.4-3 (cont.)      

60% 8 0.1187 0.0526 0.0072 0.0476 0.0224 

60% 10 0.0681 0.0320 0.0103 0.0228 0.0174 

60% 12 0.0318 0.0176 0.0180 0.0067 0.0158 

60% 14 0.0112 0.0083 0.0301 0.0005 0.0158 

60% 16 0.0026 0.0035 0.0422 0.0004 0.0165 

70% 4 0.2375 0.1275 0.0009 0.0933 0.0294 

70% 6 0.1900 0.0917 0.0051 0.0774 0.0318 

70% 8 0.1187 0.0526 0.0072 0.0476 0.0224 

70% 10 0.0681 0.0320 0.0103 0.0228 0.0174 

70% 12 0.0318 0.0176 0.0180 0.0067 0.0158 

70% 14 0.0112 0.0083 0.0301 0.0005 0.0158 

70% 16 0.0026 0.0035 0.0422 0.0004 0.0165 

80% 4 0.2375 0.1275 0.0009 0.0933 0.0294 

80% 6 0.1900 0.0917 0.0051 0.0774 0.0318 

80% 8 0.1187 0.0526 0.0072 0.0476 0.0224 

80% 10 0.0681 0.0320 0.0103 0.0228 0.0174 

80% 12 0.0318 0.0176 0.0180 0.0067 0.0158 

80% 14 0.0112 0.0083 0.0301 0.0005 0.0158 

80% 16 0.0026 0.0035 0.0422 0.0004 0.0165 
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Table A.4-4. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points available 
in high-dose, low-gradient regions for MLC lagging leaf errors. 

Pearson r2 for MLC lagging leaf error curve ranges vs. # high-dose, low-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.2448 0.3524 0.2121 0.3523 0.2776 

20% 6 0.2984 0.4595 0.3258 0.4479 0.3940 

20% 8 0.3236 0.5242 0.4103 0.5039 0.4745 

20% 10 0.3371 0.5632 0.4652 0.5377 0.5251 

20% 12 0.3435 0.5886 0.5040 0.5590 0.5606 

20% 14 0.3482 0.6047 0.5296 0.5725 0.5834 

20% 16 0.3514 0.6166 0.5486 0.5826 0.6011 

25% 4 0.1911 0.3681 0.2166 0.3187 0.2875 

25% 6 0.2300 0.4529 0.3075 0.3931 0.3809 

25% 8 0.2546 0.5108 0.3805 0.4443 0.4512 

25% 10 0.2697 0.5475 0.4307 0.4774 0.4978 

25% 12 0.2790 0.5726 0.4679 0.4999 0.5320 

25% 14 0.2856 0.5889 0.4934 0.5145 0.5550 

25% 16 0.2901 0.6012 0.5128 0.5255 0.5731 

30% 4 0.1441 0.3568 0.2149 0.2790 0.2848 

30% 6 0.1784 0.4359 0.3021 0.3486 0.3739 

30% 8 0.2049 0.4956 0.3756 0.4020 0.4453 

30% 10 0.2212 0.5318 0.4239 0.4351 0.4901 

30% 12 0.2317 0.5569 0.4596 0.4580 0.5231 

30% 14 0.2399 0.5742 0.4860 0.4741 0.5470 

30% 16 0.2452 0.5868 0.5062 0.4857 0.5657 

40% 4 0.1426 0.3587 0.2389 0.2817 0.3066 

40% 6 0.1707 0.4426 0.3411 0.3517 0.4079 

40% 8 0.2006 0.5105 0.4259 0.4122 0.4883 

40% 10 0.2188 0.5497 0.4771 0.4474 0.5348 

40% 12 0.2302 0.5746 0.5131 0.4702 0.5668 

40% 14 0.2393 0.5924 0.5406 0.4868 0.5910 

40% 16 0.2445 0.6046 0.5615 0.4982 0.6099 

50% 4 0.1688 0.3919 0.2627 0.3169 0.3338 

50% 6 0.1994 0.4861 0.3820 0.3961 0.4489 

50% 8 0.2320 0.5585 0.4759 0.4614 0.5349 

50% 10 0.2501 0.5972 0.5276 0.4964 0.5801 

50% 12 0.2612 0.6199 0.5622 0.5172 0.6092 

50% 14 0.2696 0.6348 0.5873 0.5314 0.6302 

50% 16 0.2739 0.6453 0.6071 0.5413 0.6477 

60% 4 0.2010 0.4251 0.2742 0.3529 0.3497 

60% 6 0.2335 0.5205 0.3880 0.4335 0.4598 
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Table A.4-4 (cont.)      

60% 8 0.2613 0.5890 0.4749 0.4942 0.5394 

60% 10 0.2758 0.6224 0.5198 0.5242 0.5783 

60% 12 0.2863 0.6445 0.5526 0.5446 0.6065 

60% 14 0.2947 0.6595 0.5760 0.5587 0.6265 

60% 16 0.2992 0.6693 0.5930 0.5680 0.6417 

70% 4 0.2038 0.3987 0.2302 0.3378 0.3090 

70% 6 0.2190 0.4559 0.2872 0.3838 0.3666 

70% 8 0.2302 0.4917 0.3205 0.4130 0.3986 

70% 10 0.2375 0.5116 0.3383 0.4295 0.4147 

70% 12 0.2463 0.5296 0.3560 0.4456 0.4315 

70% 14 0.2546 0.5445 0.3716 0.4593 0.4467 

70% 16 0.2605 0.5566 0.3853 0.4703 0.4605 

80% 4 0.2126 0.3459 0.1534 0.3081 0.2307 

80% 6 0.2041 0.3523 0.1569 0.3090 0.2335 

80% 8 0.2040 0.3592 0.1567 0.3131 0.2321 

80% 10 0.2037 0.3607 0.1538 0.3137 0.2279 

80% 12 0.2052 0.3643 0.1538 0.3166 0.2279 

80% 14 0.2057 0.3670 0.1544 0.3184 0.2289 

80% 16 0.2063 0.3699 0.1561 0.3205 0.2311 
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Table A.4-5. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points available 
in low-dose, low-gradient regions for MLC lagging leaf errors. 

Pearson r2 for MLC lagging leaf error curve ranges vs. # low-dose, low-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.2297 0.4685 0.4252 0.4151 0.4684 

20% 6 0.2170 0.4393 0.3808 0.3850 0.4301 

20% 8 0.2075 0.4231 0.3584 0.3662 0.4115 

20% 10 0.1997 0.4068 0.3408 0.3502 0.3952 

20% 12 0.1942 0.3929 0.3276 0.3380 0.3827 

20% 14 0.1918 0.3851 0.3207 0.3314 0.3761 

20% 16 0.1918 0.3818 0.3190 0.3290 0.3745 

25% 4 0.1702 0.4470 0.4011 0.3543 0.4450 

25% 6 0.1390 0.3909 0.3278 0.2981 0.3778 

25% 8 0.1239 0.3611 0.2882 0.2681 0.3418 

25% 10 0.1153 0.3398 0.2641 0.2489 0.3186 

25% 12 0.1108 0.3249 0.2488 0.2369 0.3040 

25% 14 0.1091 0.3167 0.2413 0.2307 0.2968 

25% 16 0.1095 0.3136 0.2396 0.2287 0.2951 

30% 4 0.1241 0.4123 0.3860 0.3009 0.4235 

30% 6 0.0847 0.3365 0.2950 0.2289 0.3372 

30% 8 0.0691 0.3010 0.2486 0.1956 0.2946 

30% 10 0.0610 0.2777 0.2202 0.1754 0.2676 

30% 12 0.0569 0.2618 0.2020 0.1629 0.2503 

30% 14 0.0556 0.2536 0.1938 0.1572 0.2425 

30% 16 0.0557 0.2497 0.1913 0.1548 0.2398 

40% 4 0.0989 0.3543 0.3768 0.2557 0.3960 

40% 6 0.0461 0.2450 0.2563 0.1561 0.2777 

40% 8 0.0281 0.1947 0.1924 0.1125 0.2171 

40% 10 0.0196 0.1647 0.1540 0.0880 0.1801 

40% 12 0.0153 0.1433 0.1283 0.0723 0.1550 

40% 14 0.0137 0.1325 0.1161 0.0650 0.1429 

40% 16 0.0134 0.1276 0.1114 0.0620 0.1382 

50% 4 0.0992 0.3425 0.3750 0.2507 0.3881 

50% 6 0.0357 0.1991 0.2229 0.1258 0.2340 

50% 8 0.0144 0.1282 0.1378 0.0694 0.1499 

50% 10 0.0061 0.0906 0.0911 0.0417 0.1038 

50% 12 0.0027 0.0665 0.0626 0.0261 0.0748 

50% 14 0.0015 0.0541 0.0485 0.0190 0.0604 

50% 16 0.0012 0.0482 0.0425 0.0158 0.0540 

60% 4 0.1096 0.3528 0.3798 0.2628 0.3928 

60% 6 0.0382 0.1898 0.2046 0.1221 0.2151 
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Table A.4-5 (cont.) 

60% 8 0.0120 0.1042 0.1047 0.0555 0.1155 

60% 10 0.0027 0.0583 0.0521 0.0238 0.0619 

60% 12 0.0002 0.0320 0.0242 0.0089 0.0323 

60% 14 0.0000 0.0199 0.0124 0.0035 0.0189 

60% 16 0.0003 0.0142 0.0074 0.0015 0.0129 

70% 4 0.1045 0.3262 0.3431 0.2444 0.3583 

70% 6 0.0253 0.1367 0.1345 0.0841 0.1477 

70% 8 0.0016 0.0432 0.0310 0.0168 0.0409 

70% 10 0.0015 0.0081 0.0014 0.0002 0.0048 

70% 12 0.0084 0.0000 0.0041 0.0045 0.0008 

70% 14 0.0144 0.0024 0.0153 0.0128 0.0071 

70% 16 0.0179 0.0059 0.0246 0.0192 0.0135 

80% 4 0.0987 0.2810 0.2781 0.2148 0.2958 

80% 6 0.0141 0.0769 0.0619 0.0449 0.0742 

80% 8 0.0003 0.0068 0.0005 0.0005 0.0029 

80% 10 0.0111 0.0027 0.0178 0.0111 0.0090 

80% 12 0.0257 0.0206 0.0570 0.0362 0.0387 

80% 14 0.0365 0.0385 0.0895 0.0567 0.0648 

80% 16 0.0425 0.0509 0.1111 0.0700 0.0826 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



152 

 

 
 

Table A.4-6. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points available 
high-gradient regions for MLC lagging leaf errors. 

Pearson r2 for MLC lagging leaf error curve ranges vs. high-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.2325 0.5459 0.6644 0.5015 0.6184 

20% 6 0.1638 0.4360 0.5568 0.3959 0.5044 

20% 8 0.1070 0.3313 0.4255 0.2953 0.3804 

20% 10 0.0565 0.2181 0.2820 0.1904 0.2477 

20% 12 0.0201 0.1129 0.1463 0.0973 0.1243 

20% 14 0.0024 0.0424 0.0539 0.0360 0.0432 

20% 16 0.0002 0.0114 0.0132 0.0095 0.0087 

25% 4 0.2325 0.5459 0.6644 0.5015 0.6184 

25% 6 0.1638 0.4360 0.5568 0.3959 0.5044 

25% 8 0.1070 0.3313 0.4255 0.2953 0.3804 

25% 10 0.0565 0.2181 0.2820 0.1904 0.2477 

25% 12 0.0201 0.1129 0.1463 0.0973 0.1243 

25% 14 0.0024 0.0424 0.0539 0.0360 0.0432 

25% 16 0.0002 0.0114 0.0132 0.0095 0.0087 

30% 4 0.2325 0.5459 0.6644 0.5015 0.6184 

30% 6 0.1638 0.4360 0.5568 0.3959 0.5044 

30% 8 0.1070 0.3313 0.4255 0.2953 0.3804 

30% 10 0.0565 0.2181 0.2820 0.1904 0.2477 

30% 12 0.0201 0.1129 0.1463 0.0973 0.1243 

30% 14 0.0024 0.0424 0.0539 0.0360 0.0432 

30% 16 0.0002 0.0114 0.0132 0.0095 0.0087 

40% 4 0.2325 0.5459 0.6644 0.5015 0.6184 

40% 6 0.1638 0.4360 0.5568 0.3959 0.5044 

40% 8 0.1070 0.3313 0.4255 0.2953 0.3804 

40% 10 0.0565 0.2181 0.2820 0.1904 0.2477 

40% 12 0.0201 0.1129 0.1463 0.0973 0.1243 

40% 14 0.0024 0.0424 0.0539 0.0360 0.0432 

40% 16 0.0002 0.0114 0.0132 0.0095 0.0087 

50% 4 0.2325 0.5459 0.6644 0.5015 0.6184 

50% 6 0.1638 0.4360 0.5568 0.3959 0.5044 

50% 8 0.1070 0.3313 0.4255 0.2953 0.3804 

50% 10 0.0565 0.2181 0.2820 0.1904 0.2477 

50% 12 0.0201 0.1129 0.1463 0.0973 0.1243 

50% 14 0.0024 0.0424 0.0539 0.0360 0.0432 

50% 16 0.0002 0.0114 0.0132 0.0095 0.0087 

60% 4 0.2325 0.5459 0.6644 0.5015 0.6184 

60% 6 0.1638 0.4360 0.5568 0.3959 0.5044 



153 

 

Table A.4-6 (cont.) 

60% 8 0.1070 0.3313 0.4255 0.2953 0.3804 

60% 10 0.0565 0.2181 0.2820 0.1904 0.2477 

60% 12 0.0201 0.1129 0.1463 0.0973 0.1243 

60% 14 0.0024 0.0424 0.0539 0.0360 0.0432 

60% 16 0.0002 0.0114 0.0132 0.0095 0.0087 

70% 4 0.2325 0.5459 0.6644 0.5015 0.6184 

70% 6 0.1638 0.4360 0.5568 0.3959 0.5044 

70% 8 0.1070 0.3313 0.4255 0.2953 0.3804 

70% 10 0.0565 0.2181 0.2820 0.1904 0.2477 

70% 12 0.0201 0.1129 0.1463 0.0973 0.1243 

70% 14 0.0024 0.0424 0.0539 0.0360 0.0432 

70% 16 0.0002 0.0114 0.0132 0.0095 0.0087 

80% 4 0.2325 0.5459 0.6644 0.5015 0.6184 

80% 6 0.1638 0.4360 0.5568 0.3959 0.5044 

80% 8 0.1070 0.3313 0.4255 0.2953 0.3804 

80% 10 0.0565 0.2181 0.2820 0.1904 0.2477 

80% 12 0.0201 0.1129 0.1463 0.0973 0.1243 

80% 14 0.0024 0.0424 0.0539 0.0360 0.0432 

80% 16 0.0002 0.0114 0.0132 0.0095 0.0087 
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Table A.4-7. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points available 
high-dose, low-gradient regions for MLC bank shift errors. 

Pearson r2 for MLC bank shift error curve ranges vs. high-dose, low-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.1476 0.1075 0.0820 0.1459 0.0591 

20% 6 0.1747 0.1363 0.1015 0.1692 0.0791 

20% 8 0.1923 0.1564 0.1145 0.1847 0.0933 

20% 10 0.2024 0.1669 0.1206 0.1939 0.1004 

20% 12 0.2090 0.1737 0.1243 0.2003 0.1052 

20% 14 0.2127 0.1775 0.1261 0.2042 0.1079 

20% 16 0.2147 0.1794 0.1267 0.2066 0.1094 

25% 4 0.1481 0.0912 0.0706 0.1441 0.0494 

25% 6 0.1736 0.1186 0.0894 0.1662 0.0678 

25% 8 0.1901 0.1378 0.1020 0.1806 0.0810 

25% 10 0.1997 0.1483 0.1082 0.1895 0.0881 

25% 12 0.2058 0.1551 0.1118 0.1955 0.0927 

25% 14 0.2091 0.1589 0.1135 0.1990 0.0952 

25% 16 0.2107 0.1607 0.1140 0.2009 0.0964 

30% 4 0.1469 0.0901 0.0637 0.1407 0.0473 

30% 6 0.1731 0.1172 0.0827 0.1641 0.0654 

30% 8 0.1897 0.1364 0.0954 0.1784 0.0787 

30% 10 0.1988 0.1464 0.1016 0.1867 0.0856 

30% 12 0.2043 0.1524 0.1050 0.1921 0.0900 

30% 14 0.2070 0.1558 0.1064 0.1951 0.0922 

30% 16 0.2085 0.1576 0.1069 0.1969 0.0934 

40% 4 0.1496 0.1000 0.0620 0.1509 0.0509 

40% 6 0.1804 0.1323 0.0833 0.1774 0.0728 

40% 8 0.1975 0.1518 0.0963 0.1914 0.0869 

40% 10 0.2049 0.1599 0.1016 0.1971 0.0930 

40% 12 0.2086 0.1642 0.1041 0.2001 0.0964 

40% 14 0.2098 0.1661 0.1047 0.2012 0.0977 

40% 16 0.2101 0.1668 0.1046 0.2018 0.0983 

50% 4 0.1507 0.0973 0.0607 0.1535 0.0505 

50% 6 0.1905 0.1365 0.0861 0.1886 0.0771 

50% 8 0.2098 0.1586 0.1000 0.2046 0.0931 

50% 10 0.2161 0.1664 0.1050 0.2089 0.0992 

50% 12 0.2175 0.1692 0.1063 0.2095 0.1014 

50% 14 0.2172 0.1695 0.1060 0.2089 0.1017 

50% 16 0.2170 0.1697 0.1057 0.2088 0.1019 

60% 4 0.1373 0.0803 0.0523 0.1380 0.0421 

60% 6 0.1733 0.1127 0.0735 0.1695 0.0641 
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Table A.4-7 (cont.) 

60% 8 0.1925 0.1322 0.0855 0.1859 0.0781 

60% 10 0.1997 0.1407 0.0905 0.1918 0.0843 

60% 12 0.2021 0.1447 0.0922 0.1938 0.0871 

60% 14 0.2022 0.1456 0.0923 0.1936 0.0876 

60% 16 0.2023 0.1461 0.0922 0.1937 0.0879 

70% 4 0.1201 0.0639 0.0435 0.1207 0.0314 

70% 6 0.1489 0.0865 0.0594 0.1458 0.0466 

70% 8 0.1638 0.0986 0.0672 0.1589 0.0552 

70% 10 0.1701 0.1039 0.0702 0.1645 0.0590 

70% 12 0.1726 0.1065 0.0712 0.1668 0.0606 

70% 14 0.1727 0.1067 0.0709 0.1669 0.0606 

70% 16 0.1728 0.1068 0.0705 0.1670 0.0605 

80% 4 0.0531 0.0167 0.0113 0.0578 0.0031 

80% 6 0.0651 0.0232 0.0161 0.0689 0.0061 

80% 8 0.0706 0.0259 0.0180 0.0739 0.0076 

80% 10 0.0721 0.0265 0.0183 0.0752 0.0080 

80% 12 0.0715 0.0259 0.0178 0.0745 0.0078 

80% 14 0.0706 0.0252 0.0174 0.0735 0.0075 

80% 16 0.0701 0.0246 0.0171 0.0730 0.0073 
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Table A.4-8. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points available 
low-dose, low-gradient regions for MLC bank shift errors. 

Pearson r2 for MLC bank shift error curve ranges vs. low-dose, low-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.0034 0.0004 0.0047 0.0031 0.0034 

20% 6 0.0008 0.0003 0.0101 0.0007 0.0093 

20% 8 0.0002 0.0011 0.0134 0.0001 0.0133 

20% 10 0.0000 0.0018 0.0158 0.0000 0.0160 

20% 12 0.0000 0.0022 0.0171 0.0000 0.0177 

20% 14 0.0001 0.0025 0.0179 0.0001 0.0187 

20% 16 0.0001 0.0025 0.0180 0.0001 0.0191 

25% 4 0.0024 0.0001 0.0082 0.0019 0.0064 

25% 6 0.0001 0.0030 0.0172 0.0000 0.0161 

25% 8 0.0001 0.0062 0.0231 0.0002 0.0231 

25% 10 0.0006 0.0083 0.0271 0.0008 0.0274 

25% 12 0.0011 0.0098 0.0298 0.0013 0.0308 

25% 14 0.0015 0.0108 0.0316 0.0017 0.0331 

25% 16 0.0016 0.0111 0.0324 0.0018 0.0342 

30% 4 0.0005 0.0011 0.0150 0.0002 0.0104 

30% 6 0.0006 0.0080 0.0302 0.0010 0.0254 

30% 8 0.0028 0.0144 0.0407 0.0035 0.0365 

30% 10 0.0051 0.0188 0.0476 0.0059 0.0436 

30% 12 0.0070 0.0223 0.0528 0.0078 0.0494 

30% 14 0.0084 0.0246 0.0566 0.0092 0.0536 

30% 16 0.0090 0.0255 0.0583 0.0098 0.0558 

40% 4 0.0024 0.0073 0.0354 0.0024 0.0227 

40% 6 0.0167 0.0296 0.0737 0.0161 0.0556 

40% 8 0.0331 0.0525 0.1054 0.0321 0.0849 

40% 10 0.0478 0.0704 0.1293 0.0463 0.1068 

40% 12 0.0601 0.0849 0.1481 0.0583 0.1252 

40% 14 0.0682 0.0943 0.1604 0.0662 0.1376 

40% 16 0.0717 0.0981 0.1660 0.0696 0.1438 

50% 4 0.0071 0.0143 0.0484 0.0069 0.0316 

50% 6 0.0374 0.0547 0.1080 0.0359 0.0816 

50% 8 0.0721 0.0974 0.1605 0.0692 0.1284 

50% 10 0.1030 0.1318 0.2015 0.0989 0.1651 

50% 12 0.1293 0.1607 0.2346 0.1245 0.1967 

50% 14 0.1463 0.1793 0.2557 0.1410 0.2178 

50% 16 0.1543 0.1879 0.2658 0.1489 0.2288 

60% 4 0.0114 0.0215 0.0581 0.0115 0.0394 

60% 6 0.0540 0.0785 0.1328 0.0529 0.1033 
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Table A.4-8 (cont.) 

60% 8 0.1006 0.1360 0.1965 0.0978 0.1613 

60% 10 0.1441 0.1840 0.2485 0.1394 0.2083 

60% 12 0.1822 0.2250 0.2912 0.1762 0.2490 

60% 14 0.2072 0.2517 0.3182 0.2004 0.2762 

60% 16 0.2203 0.2655 0.3322 0.2135 0.2914 

70% 4 0.0183 0.0312 0.0704 0.0185 0.0508 

70% 6 0.0826 0.1144 0.1692 0.0808 0.1387 

70% 8 0.1507 0.1976 0.2518 0.1459 0.2174 

70% 10 0.2078 0.2596 0.3104 0.1999 0.2732 

70% 12 0.2530 0.3064 0.3518 0.2430 0.3152 

70% 14 0.2787 0.3326 0.3731 0.2676 0.3388 

70% 16 0.2918 0.3455 0.3835 0.2806 0.3515 

80% 4 0.0438 0.0631 0.1076 0.0421 0.0879 

80% 6 0.1523 0.1951 0.2467 0.1445 0.2195 

80% 8 0.2462 0.3046 0.3438 0.2326 0.3173 

80% 10 0.3110 0.3711 0.3981 0.2929 0.3724 

80% 12 0.3521 0.4111 0.4265 0.3319 0.4044 

80% 14 0.3710 0.4285 0.4360 0.3501 0.4175 

80% 16 0.3792 0.4354 0.4387 0.3585 0.4234 
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Table A.4-9. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points available 
high-gradient regions for MLC bank shift errors. 

Pearson r2 for MLC bank shift error curve ranges vs. high-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.1806 0.1728 0.1318 0.1689 0.1471 

20% 6 0.1365 0.1262 0.0996 0.1282 0.1149 

20% 8 0.0965 0.0835 0.0714 0.0914 0.0847 

20% 10 0.0571 0.0482 0.0464 0.0549 0.0588 

20% 12 0.0254 0.0202 0.0259 0.0247 0.0349 

20% 14 0.0064 0.0043 0.0110 0.0064 0.0164 

20% 16 0.0007 0.0002 0.0048 0.0007 0.0077 

25% 4 0.1806 0.1728 0.1318 0.1689 0.1471 

25% 6 0.1365 0.1262 0.0996 0.1282 0.1149 

25% 8 0.0965 0.0835 0.0714 0.0914 0.0847 

25% 10 0.0571 0.0482 0.0464 0.0549 0.0588 

25% 12 0.0254 0.0202 0.0259 0.0247 0.0349 

25% 14 0.0064 0.0043 0.0110 0.0064 0.0164 

25% 16 0.0007 0.0002 0.0048 0.0007 0.0077 

30% 4 0.1806 0.1728 0.1318 0.1689 0.1471 

30% 6 0.1365 0.1262 0.0996 0.1282 0.1149 

30% 8 0.0965 0.0835 0.0714 0.0914 0.0847 

30% 10 0.0571 0.0482 0.0464 0.0549 0.0588 

30% 12 0.0254 0.0202 0.0259 0.0247 0.0349 

30% 14 0.0064 0.0043 0.0110 0.0064 0.0164 

30% 16 0.0007 0.0002 0.0048 0.0007 0.0077 

40% 4 0.1806 0.1728 0.1318 0.1689 0.1471 

40% 6 0.1365 0.1262 0.0996 0.1282 0.1149 

40% 8 0.0965 0.0835 0.0714 0.0914 0.0847 

40% 10 0.0571 0.0482 0.0464 0.0549 0.0588 

40% 12 0.0254 0.0202 0.0259 0.0247 0.0349 

40% 14 0.0064 0.0043 0.0110 0.0064 0.0164 

40% 16 0.0007 0.0002 0.0048 0.0007 0.0077 

50% 4 0.1806 0.1728 0.1318 0.1689 0.1471 

50% 6 0.1365 0.1262 0.0996 0.1282 0.1149 

50% 8 0.0965 0.0835 0.0714 0.0914 0.0847 

50% 10 0.0571 0.0482 0.0464 0.0549 0.0588 

50% 12 0.0254 0.0202 0.0259 0.0247 0.0349 

50% 14 0.0064 0.0043 0.0110 0.0064 0.0164 

50% 16 0.0007 0.0002 0.0048 0.0007 0.0077 

60% 4 0.1806 0.1728 0.1318 0.1689 0.1471 

60% 6 0.1365 0.1262 0.0996 0.1282 0.1149 
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Table A.4-9 (cont.) 

60% 8 0.0965 0.0835 0.0714 0.0914 0.0847 

60% 10 0.0571 0.0482 0.0464 0.0549 0.0588 

60% 12 0.0254 0.0202 0.0259 0.0247 0.0349 

60% 14 0.0064 0.0043 0.0110 0.0064 0.0164 

60% 16 0.0007 0.0002 0.0048 0.0007 0.0077 

70% 4 0.1806 0.1728 0.1318 0.1689 0.1471 

70% 6 0.1365 0.1262 0.0996 0.1282 0.1149 

70% 8 0.0965 0.0835 0.0714 0.0914 0.0847 

70% 10 0.0571 0.0482 0.0464 0.0549 0.0588 

70% 12 0.0254 0.0202 0.0259 0.0247 0.0349 

70% 14 0.0064 0.0043 0.0110 0.0064 0.0164 

70% 16 0.0007 0.0002 0.0048 0.0007 0.0077 

80% 4 0.1806 0.1728 0.1318 0.1689 0.1471 

80% 6 0.1365 0.1262 0.0996 0.1282 0.1149 

80% 8 0.0965 0.0835 0.0714 0.0914 0.0847 

80% 10 0.0571 0.0482 0.0464 0.0549 0.0588 

80% 12 0.0254 0.0202 0.0259 0.0247 0.0349 

80% 14 0.0064 0.0043 0.0110 0.0064 0.0164 

80% 16 0.0007 0.0002 0.0048 0.0007 0.0077 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



160 

 

 
 

Table A.4-10. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points 
available high-dose, low-gradient regions for collimator rotation errors. 

Pearson r2 for MLC collimator rotation error curve ranges vs. high-dose, low-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.2413 0.1811 0.2204 0.2132 0.2250 

20% 6 0.2715 0.2029 0.2443 0.2368 0.2493 

20% 8 0.2887 0.2165 0.2584 0.2505 0.2637 

20% 10 0.2966 0.2237 0.2635 0.2564 0.2689 

20% 12 0.2992 0.2266 0.2651 0.2582 0.2706 

20% 14 0.3018 0.2293 0.2674 0.2600 0.2730 

20% 16 0.3039 0.2312 0.2699 0.2617 0.2755 

25% 4 0.2319 0.1712 0.1999 0.1962 0.2034 

25% 6 0.2602 0.1926 0.2226 0.2196 0.2265 

25% 8 0.2791 0.2077 0.2385 0.2353 0.2426 

25% 10 0.2883 0.2160 0.2457 0.2426 0.2501 

25% 12 0.2921 0.2199 0.2489 0.2457 0.2533 

25% 14 0.2960 0.2235 0.2523 0.2488 0.2568 

25% 16 0.2989 0.2261 0.2554 0.2515 0.2600 

30% 4 0.2051 0.1476 0.1740 0.1697 0.1774 

30% 6 0.2352 0.1715 0.1970 0.1948 0.2009 

30% 8 0.2566 0.1889 0.2142 0.2128 0.2184 

30% 10 0.2664 0.1971 0.2221 0.2208 0.2265 

30% 12 0.2712 0.2014 0.2262 0.2246 0.2307 

30% 14 0.2762 0.2059 0.2305 0.2287 0.2350 

30% 16 0.2796 0.2088 0.2339 0.2318 0.2384 

40% 4 0.1977 0.1392 0.1658 0.1616 0.1693 

40% 6 0.2247 0.1607 0.1866 0.1844 0.1910 

40% 8 0.2464 0.1784 0.2046 0.2025 0.2096 

40% 10 0.2564 0.1866 0.2127 0.2105 0.2179 

40% 12 0.2607 0.1903 0.2160 0.2137 0.2212 

40% 14 0.2652 0.1944 0.2197 0.2173 0.2248 

40% 16 0.2679 0.1967 0.2223 0.2197 0.2274 

50% 4 0.2050 0.1446 0.1780 0.1686 0.1813 

50% 6 0.2381 0.1709 0.2045 0.1967 0.2093 

50% 8 0.2587 0.1874 0.2226 0.2140 0.2284 

50% 10 0.2662 0.1934 0.2287 0.2197 0.2348 

50% 12 0.2677 0.1946 0.2292 0.2201 0.2353 

50% 14 0.2702 0.1969 0.2309 0.2218 0.2369 

50% 16 0.2714 0.1978 0.2320 0.2227 0.2380 

60% 4 0.2070 0.1488 0.1852 0.1722 0.1886 
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Table A.4-10 (cont.) 

60% 6 0.2361 0.1711 0.2094 0.1968 0.2143 

60% 8 0.2533 0.1845 0.2247 0.2110 0.2307 

60% 10 0.2605 0.1900 0.2309 0.2165 0.2373 

60% 12 0.2638 0.1924 0.2329 0.2184 0.2394 

60% 14 0.2666 0.1947 0.2348 0.2202 0.2412 

60% 16 0.2674 0.1951 0.2355 0.2207 0.2419 

70% 4 0.1868 0.1306 0.1694 0.1552 0.1721 

70% 6 0.2068 0.1451 0.1871 0.1729 0.1911 

70% 8 0.2170 0.1518 0.1977 0.1815 0.2028 

70% 10 0.2230 0.1554 0.2037 0.1862 0.2091 

70% 12 0.2277 0.1585 0.2076 0.1894 0.2132 

70% 14 0.2317 0.1616 0.2108 0.1922 0.2165 

70% 16 0.2340 0.1632 0.2129 0.1937 0.2186 

80% 4 0.1088 0.0664 0.1011 0.0853 0.1011 

80% 6 0.1137 0.0690 0.1066 0.0905 0.1074 

80% 8 0.1164 0.0701 0.1110 0.0931 0.1125 

80% 10 0.1176 0.0704 0.1130 0.0941 0.1148 

80% 12 0.1184 0.0708 0.1137 0.0945 0.1157 

80% 14 0.1186 0.0710 0.1139 0.0944 0.1159 

80% 16 0.1184 0.0709 0.1137 0.0940 0.1158 
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Table A.4-11. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points 

available low-dose, low-gradient regions for collimator rotation errors. 

Pearson r2 for MLC collimator rotation error curve ranges vs. low-dose, low-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.3455 0.3090 0.2557 0.2718 0.2618 

20% 6 0.3509 0.3157 0.2550 0.2755 0.2600 

20% 8 0.3565 0.3211 0.2569 0.2799 0.2610 

20% 10 0.3606 0.3255 0.2593 0.2840 0.2628 

20% 12 0.3663 0.3313 0.2624 0.2893 0.2653 

20% 14 0.3726 0.3373 0.2666 0.2948 0.2691 

20% 16 0.3789 0.3428 0.2714 0.3004 0.2735 

25% 4 0.3110 0.2770 0.2185 0.2361 0.2232 

25% 6 0.3084 0.2780 0.2101 0.2330 0.2135 

25% 8 0.3101 0.2804 0.2081 0.2340 0.2106 

25% 10 0.3131 0.2837 0.2101 0.2370 0.2120 

25% 12 0.3196 0.2904 0.2137 0.2427 0.2150 

25% 14 0.3272 0.2976 0.2183 0.2492 0.2190 

25% 16 0.3345 0.3039 0.2234 0.2557 0.2238 

30% 4 0.2719 0.2430 0.1844 0.2008 0.1887 

30% 6 0.2596 0.2370 0.1673 0.1896 0.1704 

30% 8 0.2585 0.2375 0.1622 0.1882 0.1644 

30% 10 0.2606 0.2396 0.1630 0.1902 0.1647 

30% 12 0.2674 0.2460 0.1665 0.1957 0.1675 

30% 14 0.2758 0.2538 0.1712 0.2025 0.1716 

30% 16 0.2832 0.2602 0.1757 0.2087 0.1758 

40% 4 0.2338 0.2150 0.1501 0.1673 0.1539 

40% 6 0.1992 0.1909 0.1167 0.1386 0.1193 

40% 8 0.1868 0.1823 0.1035 0.1279 0.1054 

40% 10 0.1848 0.1810 0.1008 0.1261 0.1020 

40% 12 0.1885 0.1849 0.1009 0.1285 0.1015 

40% 14 0.1946 0.1909 0.1031 0.1330 0.1032 

40% 16 0.2009 0.1964 0.1063 0.1381 0.1060 

50% 4 0.2218 0.2078 0.1426 0.1578 0.1461 

50% 6 0.1686 0.1687 0.0966 0.1150 0.0987 

50% 8 0.1394 0.1450 0.0733 0.0921 0.0746 

50% 10 0.1278 0.1348 0.0646 0.0831 0.0654 

50% 12 0.1241 0.1319 0.0603 0.0799 0.0606 

50% 14 0.1246 0.1326 0.0591 0.0800 0.0590 

50% 16 0.1273 0.1350 0.0598 0.0821 0.0594 

60% 4 0.2197 0.2090 0.1430 0.1568 0.1464 

60% 6 0.1532 0.1576 0.0882 0.1040 0.0901 
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Table A.4-11 (cont.) 

60% 8 0.1122 0.1220 0.0578 0.0727 0.0588 

60% 10 0.0921 0.1035 0.0444 0.0579 0.0449 

60% 12 0.0822 0.0945 0.0369 0.0505 0.0369 

60% 14 0.0776 0.0904 0.0331 0.0472 0.0328 

60% 16 0.0765 0.0891 0.0317 0.0464 0.0312 

70% 4 0.2018 0.1929 0.1295 0.1425 0.1325 

70% 6 0.1225 0.1292 0.0669 0.0806 0.0682 

70% 8 0.0707 0.0816 0.0317 0.0426 0.0322 

70% 10 0.0446 0.0557 0.0168 0.0249 0.0167 

70% 12 0.0312 0.0419 0.0093 0.0160 0.0091 

70% 14 0.0248 0.0350 0.0061 0.0120 0.0057 

70% 16 0.0223 0.0321 0.0048 0.0105 0.0044 

80% 4 0.1475 0.1413 0.0896 0.0982 0.0910 

80% 6 0.0628 0.0699 0.0281 0.0356 0.0281 

80% 8 0.0210 0.0290 0.0048 0.0086 0.0046 

80% 10 0.0061 0.0119 0.0001 0.0011 0.0001 

80% 12 0.0014 0.0052 0.0007 0.0000 0.0009 

80% 14 0.0002 0.0027 0.0021 0.0004 0.0025 

80% 16 0.0000 0.0018 0.0031 0.0008 0.0037 
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Table A.4-12. Pearson correlations for error curve ranges for listed gamma criterion vs. the number of points 
available high-gradient regions for collimator rotation errors. 

Pearson r2 for MLC collimator rotation error curve ranges vs. high-gradient points 

Dose 
threshold 

[%] 

Gradient 
threshold 
[cGy/mm] 

3%/3mm TH 10 
(G) 95% PP 

3%/3mm TH 10 
(L) 95% PP 

3%/3mm TH 50 
(G) 95% PP 

2%/2mm TH 10 
(G) 90% PP 

3%/3mm TH 50 
(G) 95% PP 

20% 4 0.0631 0.0474 0.0585 0.0459 0.0643 

20% 6 0.0219 0.0174 0.0205 0.0128 0.0242 

20% 8 0.0011 0.0011 0.0011 0.0000 0.0022 

20% 10 0.0079 0.0054 0.0060 0.0137 0.0040 

20% 12 0.0459 0.0329 0.0381 0.0571 0.0327 

20% 14 0.1031 0.0749 0.0893 0.1172 0.0812 

20% 16 0.1586 0.1160 0.1418 0.1750 0.1315 

25% 4 0.0631 0.0474 0.0585 0.0459 0.0643 

25% 6 0.0219 0.0174 0.0205 0.0128 0.0242 

25% 8 0.0011 0.0011 0.0011 0.0000 0.0022 

25% 10 0.0079 0.0054 0.0060 0.0137 0.0040 

25% 12 0.0459 0.0329 0.0381 0.0571 0.0327 

25% 14 0.1031 0.0749 0.0893 0.1172 0.0812 

25% 16 0.1586 0.1160 0.1418 0.1750 0.1315 

30% 4 0.0631 0.0474 0.0585 0.0459 0.0643 

30% 6 0.0219 0.0174 0.0205 0.0128 0.0242 

30% 8 0.0011 0.0011 0.0011 0.0000 0.0022 

30% 10 0.0079 0.0054 0.0060 0.0137 0.0040 

30% 12 0.0459 0.0329 0.0381 0.0571 0.0327 

30% 14 0.1031 0.0749 0.0893 0.1172 0.0812 

30% 16 0.1586 0.1160 0.1418 0.1750 0.1315 

40% 4 0.0631 0.0474 0.0585 0.0459 0.0643 

40% 6 0.0219 0.0174 0.0205 0.0128 0.0242 

40% 8 0.0011 0.0011 0.0011 0.0000 0.0022 

40% 10 0.0079 0.0054 0.0060 0.0137 0.0040 

40% 12 0.0459 0.0329 0.0381 0.0571 0.0327 

40% 14 0.1031 0.0749 0.0893 0.1172 0.0812 

40% 16 0.1586 0.1160 0.1418 0.1750 0.1315 

50% 4 0.0631 0.0474 0.0585 0.0459 0.0643 

50% 6 0.0219 0.0174 0.0205 0.0128 0.0242 

50% 8 0.0011 0.0011 0.0011 0.0000 0.0022 

50% 10 0.0079 0.0054 0.0060 0.0137 0.0040 

50% 12 0.0459 0.0329 0.0381 0.0571 0.0327 

50% 14 0.1031 0.0749 0.0893 0.1172 0.0812 

50% 16 0.1586 0.1160 0.1418 0.1750 0.1315 

60% 4 0.0631 0.0474 0.0585 0.0459 0.0643 
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Table A.4-12 (cont.) 

60% 6 0.0219 0.0174 0.0205 0.0128 0.0242 

60% 8 0.0011 0.0011 0.0011 0.0000 0.0022 

60% 10 0.0079 0.0054 0.0060 0.0137 0.0040 

60% 12 0.0459 0.0329 0.0381 0.0571 0.0327 

60% 14 0.1031 0.0749 0.0893 0.1172 0.0812 

60% 16 0.1586 0.1160 0.1418 0.1750 0.1315 

70% 4 0.0631 0.0474 0.0585 0.0459 0.0643 

70% 6 0.0219 0.0174 0.0205 0.0128 0.0242 

70% 8 0.0011 0.0011 0.0011 0.0000 0.0022 

70% 10 0.0079 0.0054 0.0060 0.0137 0.0040 

70% 12 0.0459 0.0329 0.0381 0.0571 0.0327 

70% 14 0.1031 0.0749 0.0893 0.1172 0.0812 

70% 16 0.1586 0.1160 0.1418 0.1750 0.1315 

80% 4 0.0631 0.0474 0.0585 0.0459 0.0643 

80% 6 0.0219 0.0174 0.0205 0.0128 0.0242 

80% 8 0.0011 0.0011 0.0011 0.0000 0.0022 

80% 10 0.0079 0.0054 0.0060 0.0137 0.0040 

80% 12 0.0459 0.0329 0.0381 0.0571 0.0327 

80% 14 0.1031 0.0749 0.0893 0.1172 0.0812 

80% 16 0.1586 0.1160 0.1418 0.1750 0.1315 
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Chapter 5                                               Chapter V.  

A new method for comparing IMRT QA dose distributions:                                                  

the gradient-dose segmented analysis method 

V.A. Motivation 

In previous chapters we have explored various factors affecting the sensitivity of current IMRT 

QA comparisons in conjunction with the gamma comparison, showing that the same gamma 

criterion across different devices has different implications for error sensitivity. Additionally, large 

errors have the potential to go undetected with the most commonly used gamma criteria1–7. 

Beyond this, the gamma comparison results are difficult to interpret, and the final result of the 

comparison, the percent pixels passing, has been shown to lack clinical relevance2,8–12. 

In order to overcome these limitations, the use of “delivered” DVHs have become a subject of 

interest. These methods make use of back projection calculations that attempt to transform the 

dose from the measurement in the phantom/array back on to the patient geometry. This allows 

the user to visualize dose differences between measurement and calculation in both 3D and in 

DVH format in order to determine if the differences in the delivered plan are clinically meaningful13–

19.  

While the use of delivered DVHs offers a unique way to analyze IMRT QA results, these methods 

have limitations in predicting reconstructed doses and additionally, present a clinical workflow 

challenge due to the time that would be required if this analysis was performed for each IMRT QA 

measurement. As IMRT QA already requires a large amount of clinical effort, increasing the 

amount of time spent performing IMRT QA, and any associated analysis, could prove onerous for 

the clinical physics team, especially in smaller clinics. The use of the gamma comparison has 

thus continued to be the standard in the field for IMRT QA analysis20,21, as it is an efficient 

comparison technique and has a documented history of use in the field. 



169 

 

While the binary implementation of the gamma comparison has been labeled an “insensitive” 

metric, it is important to realize this is highly dependent on the gamma criteria chosen to evaluate 

IMRT QA comparisons. The user has five different parameters to select that can adjust the 

sensitivity of the test. On top of the many parameters choices available, the interpretation of the 

gamma passing rate is difficult and high gamma passing rates do not always indicate good 

agreement between measurement and calculation. 

Other than tightening gamma parameters, several other groups have investigated methods to 

improve our understanding of IMRT QA results by looking at gamma comparisons and gamma 

values in a slightly different manner. Wootten et al. proposed a modified way of analyzing gamma 

maps by training a machine-learning model on radiomics features in error-induced gamma 

maps22, highlighting their method had improved AUC values for ROC analyses when compared 

to clinical gamma comparisons. Valdes et al. also utilized machine learning in an effort to produce 

“predicted” passing rates and flag plans that had passing rates lower than the predicted, or 

expected, passing rates23. However, these methods still make use of a metric that is 

fundamentally difficult to interpret when used as a binary metric (i.e. points pass or fail).  

In looking to design new analysis techniques it is important to consider the feasibility of any new 

method for clinical implementation. In addition to this, it is important to ask what size and types of 

errors we want to be sensitive to in pre-treatment QA. Such a new method should thus have the 

following characteristics:     

• Quick to calculate and easy to interpret such that it will not increase the clinical physics 

workload associated with IMRT QA.  

• Provide meaningful and sensitive results (ex. a plan with a 5% overall dose error ideally 

would be correctly labeled by the analysis technique as having a 5% dose error).  
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• Independent of user-selected input parameters/criteria that can modify comparison 

sensitivity, such as the selection of DTA and percent dose difference criteria, dose 

thresholds, and normalization criteria 

 

The work in previous chapters has shown not only that sensitivity with a universal gamma criterion 

between devices can be different, but also that gamma values can be remarkably low along the 

highest plan dose gradients in the presence of induced errors. Additionally, results from Chapter 

III suggest that low dose points, especially in the ArcCHECK geometry, may severely inhibit 

gamma sensitivity. Thus, the number of points available in IMRT QA comparisons that exist in 

more sensitive regions of the field (i.e. high-dose, low-gradient points) may be outnumbered by 

the large number of high-gradient and low-dose points that can easily pass the gamma 

comparison. It is possible that more meaningful comparisons could result by segmenting the 

regions of the comparison into different point groupings, and analyzing these regions separately. 

This idea of analyzing only particular regions of the field was utilized by Childress and Rosen in 

the development of the NAT index, as well24. However, many regions of the field were entirely 

excluded from their method and their exclusion/inclusion criteria appeared to be chosen arbitrarily.  

With this is mind, a new method is presented which segments regions of the dose distribution in 

the phantom geometries based on dose and gradient thresholds. The high-dose low-gradient 

regions of the field are likely to approximate regions within the PTV in the treatment plan, while 

the low-dose low-gradient regions of the field may approximate a ring-like structure outside the 

PTV as shown in Figure 5-1.  
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Figure 5-1. Different regions in phantom dose distributions segmented by dose and gradient may approximate the 
PTV and ring structures outside the high gradient regions of the field. 

 

The aim of this chapter is to investigate if dose difference histogram statistics in these segmented 

point groupings (illustrated in Figure 5-1) in the phantom geometry can predict changes in DVH 

metrics in the patient geometry, and in particular if high-dose low-gradient points can predict 

changes in PTV metrics. This analysis is performed for many different combinations of dose and 

gradient thresholds in order to segment points into separate groupings (high gradient, high-dose 

low-gradient, and low-dose low-gradient). This method is investigated for both IMRT and VMAT 

cases on three unique detector geometries – ArcCHECK, MapCHECK, and Delta 4.  It is expected 

that these thresholds may vary between IMRT and VMAT cases as well as for each studied 

measurement geometry. 

V.B. Methods 

As in the previous chapters, the method investigated here is studied using error-free calculations 

compared to calculations with induced errors of known magnitude. This offers the advantage of 

being able to remove uncertainties that can be present in real QA measurements, such as delivery 

uncertainties, machine output fluctuations, device measurement limitations, set-up errors, etc.  

Additionally, this allows the comparison of DVHs using the patient geometry between error-free 

and error-induced plans as the ground truth in order to determine the true dose differences to the 

patient in the presence of a given error.   

PTV 

High dose, 

low gradient 

points 

Ring 
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V.B.1. Ground truth – DVH differences in the patient geometry 

For this portion of the work, the previously generated error-induced plans were compared to the 

error free plans for the same cohort of 20 IMRT and 20 VMAT cases described in Chapter III. 

DVHs were generated in the Eclipse TPS for error-free and error-induced plans and DVH metrics 

were extracted from Eclipse utilizing the ESAPI functionality in C# to pull the desired DVH metrics. 

These endpoints were saved in a text file and parsed by an in-house MATLAB code that 

concatenates all the DVH metrics into one Excel spreadsheet and calculates the percent dose 

differences between the error-free and error-induced plans. Since the dose differences between 

error-free and error-induced plans are simulated in calculations only, the differences between the 

DVH metrics here are considered the ground truth in our comparisons.  

Nine DVH metrics were extracted for every error-free and error-induced IMRT and VMAT plan. 

Evaluated PTV metrics included the dose to 95% of the PTV volume (D95%), the dose to 99% of 

the volume (D99%, used as a surrogate for minimum dose), the maximum dose to the PTV volume, 

and the mean dose to the PTV. Ring structures were created at varying distances from the PTV 

using expansions of the target volume at 0.5 cm, 1 cm, 2 cm, and 3 cm, as shown in Figure 5-2 

for one of the cases from the VMAT cohort. As a note, each ring is an annulus of the previous 

ring, thus the 3 cm ring is a one centimeter expansion of the 2 cm ring. Ring structure DVH metrics 

included the maximum point dose for the ring closest to the PTV (0.5 cm), and the mean dose 

differences for each annulus.  

Ring structures were chosen as a simplified approximation of normal tissues and OARs in a plan, 

as it would be onerous to evaluate dose differences to each OAR in every plan. Several different 

ring distances were studied since the importance of dose differences at increasing distances away 

from the PTV changes. In the rings closer to the PTV (0.5 cm and 1 cm), dose differences may 

be more concerning as any organs-at-risk (OARs) in this region are likely to be receiving higher 

doses and may already be close to their dose limits. Likewise, the more peripheral rings (2 cm 
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and 3 cm) are likely to contain OARs that are receiving lower doses and as such, dose differences 

in these rings are likely to be less critical than in the closer rings. Another consideration in studying 

dose differences in these various ring structures is that our ability to predict dose changes in any 

given ring likely also depends on the conformity of the original plan. Thus, it is possible that for 

highly non-conformal plans dose differences in the closest rings will mimic those seen in the PTV.  

We believe that the PTV DVH metrics will be most important and more straightforward to predict 

in the IMRT QA process and thus study the changes in ring structures here as a secondary metric. 

The main purpose of IMRT QA is to determine, prior to treatment, if large dose differences exist 

in a delivered plan that could adversely affect the patient. These larger errors are likely to be more 

easily flagged by evaluating the high dose regions of the field, as most delivery errors would occur 

in-field. While doses to normal structures are indeed important, the importance of these 

differences in the pre-treatment QA measurement, even if they are known, can be difficult to 

evaluate without knowledge of the patient set-up uncertainties and both inter- and intra-fraction 

motion. 

 

Figure 5-2 Illustration showing the annuli around the tumor volume (or PTV) for one of the patient plans from the 
VMAT cohort. Rings were created at different distances from the PTV and DVH metrics were calculated in each ring. 

The CT data in this example is intentionally darkened to better visualize the ring structures. 
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V.B.2. Predicting changes in the patient DVH using calculations on phantom geometries 

As in previous chapters, all work here was performed using three different detector geometries – 

ArcCHECK, MapCHECK, and Delta 4. From the gamma comparison calculations in previous 

chapters, gradient and dose maps from both the “calculation” (1mm error-free calculation) and 

the “simulated measurement” (error-induced calculation down-sampled to the detector locations) 

were calculated and saved and thus were readily available for analysis in a saved MATLAB file 

format (*.mat). All subsequent analysis was performed using in-house MATLAB codes written as 

a part of this project.  

Dose and gradient maps were pulled for each comparison between calculation and simulated 

measurement. This analysis is performed at the current spatial sampling of each device in order 

to simulate the spatial sampling capabilities of currently available commercial products. For each 

induced error type (MLC laggy leaf, MLC random perturbational, MLC bank shift, collimator 

rotations) and error magnitude, the dose difference maps are calculated. The MU error induced 

plans are not included here as it is expected that predicting dose differences from simple dose 

scaling errors to be less challenging than predicting changes from MLC and collimator-type errors. 

It should be noted that dose difference maps were calculated using both a local and global 

normalization of the dose differences as:  

𝑳𝑜𝑐𝑎𝑙 % 𝑫𝑜𝑠𝑒 𝑫𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒, 𝐿𝐷𝐷(𝑖,𝑗) = 100 ∗
𝐷𝑐𝑎𝑙𝑐( 𝑖,𝑗) − 𝐷𝑚𝑒𝑎𝑠(𝑖,𝑗)

𝐷𝑐𝑎𝑙𝑐(𝑖,𝑗)
 

                              𝑮𝑙𝑜𝑏𝑎𝑙 % 𝑫𝑜𝑠𝑒 𝑫𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒, 𝐺𝐷𝐷(𝑖,𝑗) = 100 ∗
𝐷𝑐𝑎𝑙𝑐(𝑖,𝑗) − 𝐷𝑚𝑒𝑎𝑠(𝑖,𝑗)

𝐷𝑐𝑎𝑙𝑐𝑚𝑎𝑥
             [𝐸𝑞. 5.1] 

Where: 

 (i,j) is the location of a detector (i.e. a simulated measurement point) 

 Dcalc(i,j)
 is the calculated dose (i.e. error-free plan dose) at point (i,j) 

 Dmeas(i,j)
 is the simulated measurement dose (i.e. error-induced plan dose) at point (i,j) 
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 Dcalcmax is the maximum dose over all points in the error-free plan 

For a given detector geometry and comparison between error-free and error-induced calculation, 

both the local and global dose differences are calculated and are separately segmented into 

regions of high gradient and low gradient based on a gradient threshold, Tgrad. Dose differences 

falling in low gradient regions are further separated into regions of high and low dose based a 

given dose threshold, Tdose, which is a percentage of the maximum dose in the error-free 

calculation.    

For a given detector geometry and induced error plan, six dose difference histograms are created 

– both locally normalized and globally normalized histograms for each of the three segmented 

regions as shown in Figure 5-3.   

 

Figure 5-3. Example of both local (top row) and global (bottom row) dose difference histograms created for each 
error-induced case. 

For each of these histograms in Figure 5-3, 11 histogram metrics are calculated. Dose difference 

histogram statistics consisted of calculating the mean, median, mode, minimum, and maximum 

dose differences as well as splitting the dose differences into positive and negative differences 
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and calculating the mean, median, and mode for these split regions as well, as shown in Figure 

5-4.  

 
Figure 5-4. 11 histogram descriptors are calculated for each of the 6 histograms shown in Figure 5-3, including the 

mean, median, mode, min, and max of the entire dose difference histogram (left). The mean, median, and mode are 
also calculated for both positive and negative dose differences separately so shown (right). 

 

Each of these 11 metrics is then separately compared to the dose differences in PTV and ring 

structure DVH metrics. High-dose low-gradient dose difference histogram statistics are compared 

to changes in PTV DVH metrics as it is expected that the high-dose low-gradient regions 

approximate the dose points that would fall within the PTV. Conversely, the low-dose low-gradient 

dose difference histogram statistics are compared to changes in ring structure DVH metrics as it 

is expected these low-dose low-gradient regions to predict the dose changes outside the PTV. 

For high gradient regions, dose difference histogram statistics are compared to both changes in 

DVH and ring structure metrics – while it is not expected that gradient dose differences will be as 

useful here, they are included just in case the high gradient regions could predict changes in ring 

or DVH metrics since they sit on the edges of these two regions. The general workflow for all the 
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different combinations of dose and gradient thresholds, as well as for different delivery techniques 

and different phantom geometries is shown in Figure 5-5.
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Figure 5-5. The general workflow for testing the new method. This method is repeated for each delivery technique and performed separately for a variety of 
different dose and gradient thresholds (Tdose and Tgrad, respectively). Using a particular dose and gradient threshold, the innermost loop is repeated six times to 

obtain the six dose difference histograms shown in Figure 5-3. 
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The values of Tdose and Tgrad that were investigated in the workflow shown in Figure 5-5 are as 

follows: 

• Tdose  = {0.2, 0.25, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8} 

• Tgrad,IMRT = {4, 6, 8, …, 16} 

• Tgrad,VMAT = {4, 6, 8, …, 26} 

A larger range of thresholds was investigated for VMAT cases after discovering that many of the 

VMAT plans had higher maximum gradient values. This was later determined to be the result of 

several VMAT plans having a higher dose per fraction than in the IMRT cohort. The effects of 

different fractionation schemes was mitigated by normalizing the gradient maps by the dose per 

fraction for each case in order to obtain similar gradient values across plans with different 

fractionation. 

Pearson r2 correlations were calculated between the segmented dose-difference histogram 

statistics and the changes in the DVH metrics for a given detector geometry and delivery type 

across all the studied errors to determine if any relationship existed between DVH metrics and 

dose difference statistics seen in the different point groupings.  This can be done across all the 

different induced errors types since it matters less here what the error type is, but rather that 

deviations exist in the plan.  For each specific combination of delivery technique, detector 

geometry, dose/gradient threshold, and point grouping (e.g. high-dose low-gradient), nine r2
 

values are obtained, evaluating the correlation between histogram statistics from the separate 

point groupings and differences seen in the four different PTV DVH metrics and the five different 

ring DVH metrics. Each r2 correlation is calculated with the use of dose differences from n=480 

error-induced patient plans.  

Since a large amount of data exists, the final r2 values are plotted in a heat map as shown in 

Figure 5-6. Separate heat maps are created for each evaluated DVH metric, but the example here 
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shows the r2 values for changes in PTV mean dose. For this example, using the Delta 4 geometry 

for IMRT cases, each colored box represents the Pearson correlation (r2 value) between the PTV 

mean for each of the given segmented dose difference histogram metrics (y-axis) for a specific 

dose/gradient threshold (listed on the x-axis). This allows quick visualization of the best 

combinations of dose/gradient threshold and segmented dose difference histogram metrics in 

predicting the true changes in the patient DVH metrics. Heat maps were created for each DVH 

metric evaluated showing the correlations between a particular DVH metric – PTV D95%, D99%, 

mean, max, and ring means, and 0.5 cm ring max – and the segmented dose difference histogram 

metrics. The heat maps are obtained separately for each device, delivery technique, and DVH 

metric. Since each heat map contains anywhere from 2400-4200 r2 values, this analysis across 

three devices for IMRT and VMAT cases consisted of approximately 20,000 r2 values for one DVH 

metric alone. Thus, for 9 DVH metrics the total number of r2 values calculated for this analysis 

exceeded 180,000.  Pearson correlations were calculated in MATLAB and the process was 

automated with the final Pearson r2 values being written to an Excel spreadsheet for data storage.  

In order to select the threshold for final use with each detector type, the standard square error 

(SSE) for each metric, which is the value minimized in the r2 fitting, is also stored and evaluated 

for each Pearson correlation. The final dose and gradient thresholds are chosen by first evaluating 

the heat maps for a subset of thresholds with the highest r2 values and the final threshold is 

chosen from this subset based on the smallest SSE.  
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Figure 5-6. Example heat map for predicting true DVH changes to PTV mean dose using calculations on the Delta 4 geometry for IMRT cases. The x-axis shows 
the different dose and gradient thresholds evaluated for this scenario, and the y-axis shows the different segmented dose difference histogram statistics. Here, for 

each dose/gradient threshold combination the Pearson correlation is calculated between the change in PTV mean for an error-induced plan and various dose 
difference histogram statistics for high-dose low-gradient points (HDLG) and high gradient points (HG). The distinction between the high/low gradient and high/low 

dose is made based on the threshold listed on the x-axis. 
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V.C. Results 

V.C.1. Best predictor for changes in patient PTV DVH metrics – PTV mean 

A total of 27 heat maps showing the Pearson correlations between the changes in each of the 

nine studied DVH metrics for many different dose difference histogram descriptors for all studied 

combinations of dose and gradient thresholds are shown in Appendix A. In evaluating the heat 

maps, it was found that for each detector geometry, the PTV metric best predicted by dose 

difference histogram descriptors was the change in PTV mean dose. While dose difference 

histogram metrics for other PTV DVH metrics had relatively high r2 values, sometimes above 0.80, 

scatter plots of the predicted change in the DVH metric versus the true change in the PTV DVH 

metrics often showed large variations from the trend line. However, the correlations between the 

predicted change in PTV mean dose using the dose difference histograms and the true change 

in PTV mean showed not only the highest Pearson correlations but also considerably less 

variability in the scatter plots.  

The heat map in Figure 5-6, showing correlations for IMRT cases on the Delta 4 geometry for 

predicting true change in PTV mean, shows the highest r2 values for “HDLG, local all results, 

mean” and “HDLG, global all results, mean” which represents the local and global mean dose 

differences for high-dose, low-gradient points (HDLG), respectively. Since both globally and 

locally normalized dose differences resulted in similar maximum r2 values, scatter plots showing 

the predicted change in PTV mean dose (from the dose difference histograms) versus the true 

change in PTV mean (from the patient DVH) were also evaluated. Two representative plots are 

shown in Figure 5-7 for IMRT cases on the Delta 4 geometry. This illustrates that while 

correlations for globally normalized mean dose differences are very strong, the slope of the fit line 

for locally normalized comparisons, which have equally strong correlations, is near unity. This 

nearly 1:1 correlation between the predicted and true change in PTV mean suggests the use of 

the mean local dose difference in high-dose, low-gradient points for predicting true change in PTV 
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mean.  This 1:1 correlation is a desirable property as this represents a direct relationship between 

the change in PTV mean predicted by the new method and the change in PTV mean dose from 

the TPS DVH. A slope much different from unity would require some transformation of the 

predicted dose difference to understand the real change in PTV mean dose, which may be difficult 

to ascertain with a high level of certainty. 

 
Figure 5-7. Correlations between predicted change in PTV mean dose from the high-dose low-gradient points 

compared to the true change in the PTV mean in the patient geometry from the TPS DVHs for (a) locally normalized 
dose differences and (b) globally normalized dose differences. 

 

For all studied detector geometries, the mean local dose difference in high-dose low-gradient 

points was the best predictor of true changes in PTV mean dose in the patient geometry. The 

predicted change in PTV mean dose (utilizing local mean dose differences in high-dose, low-

gradient comparison points) is shown for IMRT and VMAT cohorts for each detector geometry in 

Figure 5-8 (a-f). Correlations between the predicted change in PTV mean and the true change in 

PTV mean were also separated by delivery error type and can be found in Appendix B. 

The ability of the doses in the phantom geometry to predict the change in the PTV mean dose 

depends greatly on the selection of appropriate dose and gradient thresholds used to sort the 

measurement points. The thresholds that resulted in the best predictive power for PTV mean 

varied between measurement geometries and also sometimes between delivery techniques for a 

given detector geometry. The gradient and dose thresholds that were found to be most useful for 

IMRT and VMAT cohorts for each device are shown in Table 5-1.  
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Figure 5-8. Correlations between predicted change in PTV mean dose from the high-dose low-gradient points 

compared to the true change in the PTV mean in the patient geometry from the TPS DVHs for both IMRT cases (left) 
and VMAT cases (right) for each studied device geometry – ArcCHECK (a-b), MapCHECK (c-d), and Delta 4 (e-f). 

 

Table 5-1. Dose and gradient thresholds for each detector geometry and delivery technique that were found to allow 
the best prediction of the change in PTV mean dose. 

 Delta 4 MapCHECK ArcCHECK 

 IMRT VMAT IMRT VMAT IMRT VMAT 

Dose Threshold [%] 70% 80% 60% 60% 40% 70% 

Gradient Threshold 
[%/mm] 

4%/mm 8%/mm 4%/mm 6%/mm 4%/mm 6%/mm 
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The dose thresholds in Table 5-1 are noticeably different between the planar-type devices and 

the ArcCHECK device. This is not unexpected as the maximum dose measured locally on the 

ArcCHECK device is lower than that on the MapCHECK or Delta 4 devices for the same IMRT 

case. This is because the ArcCHECK device samples the dose distribution outside the center of 

the target volume, whereas the MapCHECK and Delta 4 have detectors in the center of the PTV, 

where the highest cumulative doses will be for a given plan.  

The ability to predict changes to the patient DVH using only information from comparisons in the 

phantom geometry allows more clinically meaningful results in IMRT QA comparisons in a way 

that would not require an increase in clinical workload. The utility of predicting changes in PTV 

mean dose for evaluating an IMRT QA result has interesting implications as well, as ICRU-83 has 

previously recommended that the mean dose be used as the prescription point25. While current 

compliance rates with this recommendation are low26, one can imagine that if these guidelines 

are more widely adopted in the future, the utility of predicting changes in PTV mean dose from 

IMRT QA results could be even more powerful.  One potential limitation in using of this metric, 

however, is that a large change in the gradient of the PTV DVH could still result in a similar PTV 

mean dose. In this scenario the change in PTV mean may still be predicted by the new method 

properly, but the clinical relevance of this type of dose error would likely go undetected if using 

this metric alone to pass or fail an IMRT QA comparison.  

V.C.2. Predicting other PTV DVH metrics  

Other PTV DVH metrics studied here (PTV D99%, D95%, and maximum dose) were not as strongly 

predicted by any of the segmented histogram metrics when compared to the predictions for PTV 

mean dose. While some correlations for PTV D95% and maximum dose were moderately strong 

with r2 values approaching 0.90 in some cases (such as predictions for D95%) for high-dose low-

gradient point regions, the relationship between the predicted and true dose differences was not 

as strong and trend lines had slopes far from unity, unlike the correlation found previously with 
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PTV mean dose.  This limits the usefulness of predictions for other PTV metrics because 

attempting to transform the obtained result to the true change in a given DVH metric may be 

difficult and inaccurate. Heat maps for all PTV DVH metric correlations to those predicted by 

different segmented dose difference histogram statistics are available in Appendix A.  

V.C.3. Predicting DVH dose changes in ring structures 

For ring structures, the strongest correlations were observed for the change in mean dose in the 

3 cm ring outside the PTV. The change in mean dose in the 3 cm ring was predicted best using 

the median dose difference in the low-dose, low-gradient points. Using the same dose and 

gradient thresholds as shown in Table 5-1, the correlations between the predicted and true 

change in 3 cm ring mean dose are shown in Figure 5-9 for all three geometries for both VMAT 

and IMRT cases. It is notable that the correlations in Figure 5-9 are strongest for the ArcCHECK 

and Delta 4 geometries. For the ArcCHECK and Delta 4 devices it may be the case that since 

they sample the plan in several different planes there are more low-dose points available in the 

periphery of the plan available for analysis, compared to the MapCHECK. 

Additionally, it was also observed that the predictions for changes in the 3 cm ring mean dose 

were much stronger for VMAT cases than they are for IMRT cases.  In considering reasons for 

the ability to better predict changes in ring doses between IMRT and VMAT cases, we 

hypothesized that perhaps the conformity of the plans between IMRT and VMAT cohorts were 

very different. Conformity indices, initially proposed by Shaw et al.27, were calculated for each 

IMRT and VMAT case based on notation by Feuvret et al28. as: 

                                                              𝐶𝑜𝑛𝑓𝑜𝑟𝑚𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥𝑅𝑇𝑂𝐺 =  
𝑉𝑅𝐼

𝑇𝑉
                                                       [𝐸𝑞. 5.2] 

Where: 

 VRI is the volume of the reference isodose (here set to 90%) 

 TV is the total volume of the PTV 
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Figure 5-9. Correlations between predicted change in 3 cm ring mean dose from the median dose difference in the 
low-dose low-gradient points compared to the true change in the 3 cm ring mean in the patient geometry from the 

TPS DVHs for both IMRT cases (left) and VMAT cases (right) for each studied device geometry – ArcCHECK (a-b), 

MapCHECK (c-d), and Delta 4 (e-f). 
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However, as Figure 5-10 shows, the calculated conformity indices for the two cohorts are very 

similar. Thus, one possible explanation for why dose differences in ring mean doses are better 

predicted for VMAT cases is that the low doses are spread more evenly across the devices.  

In developing a new QA comparison technique, the change in ring doses would not be used alone 

to pass or a fail a plan. However, this information could offer some utility if paired with an 

understanding of changes in the PTV dose distribution. These two pieces together have the 

potential to give the end-user a sense of what could be happening in the dose distribution on a 

larger scale. For example, if the PTV mean decreases, but the ring structure mean increases, this 

may suggest that something is offset in the plan positionally. If the PTV mean increases along 

with the ring structure mean it may suggest that some type of scaling error may exist.  

 

Figure 5-10. Conformity indices between the IMRT and VMAT cohorts show that both plan cohorts have similar dose 
conformity around the PTV. 

 

V.C.4. Ability of gamma to predict changes in PTV DVH metrics 

Previous studies have reported on the lack of relationship between gamma passing rates and 

clinically meaningful endpoints2,5,8,10,19,29,30. Our data also shows that for our case cohort, the 



189 

 

relationship between gamma passing rates and the PTV dose metrics are weak at best. Figure 

5-11, Figure 5-12, and Figure 5-13 show the true changes in PTV D95% and PTV mean dose 

against the gamma passing rates in our calculation-only scenario for the ArcCHECK, 

MapCHECK, and Delta 4, respectively. These figures also illustrate the fact that select plans with 

large changes to the PTV D95% and PTV mean dose can pass QA using gamma criteria that are 

actually more stringent than criteria used by many clinics. Additionally, these figures further 

illustrate the point that when a plan has passing rates even above 99%, there can still be 

appreciable dose differences in the plan (here dose differences in the PTV D95% and PTV mean 

exceeding 2-4%). Results for VMAT cases were similar and are available in Appendix C.  

 
Figure 5-11. The true change in PTV D95% for (a) 3%/3mm TH10 (local), (b) 2%/2mm TH10 (global) and the true 
change in the PTV mean dose for (c) 3%/3mm TH10 (local) and (d) 2%/2mm TH10 (global) for IMRT cases on the 
ArcCHECK geometry. 
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Figure 5-12. The true change in PTV D95% for (a) 3%/3mm TH10 (local), (b) 2%/2mm TH10 (global) and the true 
change in the PTV mean dose for (c) 3%/3mm TH10 (local) and (d) 2%/2mm TH10 (global) for IMRT cases on the 
MapCHECK geometry. 

 
Figure 5-13. The true change in PTV D95% for (a) 3%/3mm TH10 (local), (b) 2%/2mm TH10 (global) and the true 
change in the PTV mean dose for (c) 3%/3mm TH10 (local) and (d) 2%/2mm TH10 (global) for IMRT cases on the 
Delta 4 geometry. 
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V.C.5. The new method: gradient-dose segmented analysis (GDSA) 

Based on the results in sections V.C.1-4 and, in particular, the results shown in Figure 5-8, a new 

method, gradient-dose segmented analysis (GDSA) is introduced for analyzing IMRT QA 

comparisons. The GDSA method segments QA comparisons based on the dose and gradient 

thresholds listed in Table 5-1. This method takes as input from the user the dose per fraction for 

a given case, the calculated 3D dose matrix, and the acquired measurement. First, the 3D 

gradient map at the plane of the detectors is calculated from the 3D dose map and normalized by 

the dose per fraction. Next, locally normalized dose difference maps are created between the 

calculated and measured doses. Dose differences are segmented into regions of high-gradient 

and low-gradient. If the normalized gradient value at a given detector location is greater than or 

equal to the specified gradient threshold, the dose difference at that point is labeled “high-

gradient”. Similarly, dose differences at detector locations with gradient values less than the 

gradient threshold are labeled “low-gradient”.  

Dose differences in low-gradient regions are further segmented into regions of low- and high-dose 

based on the dose thresholds in Table 5-1. This dose segmentation step utilizes the calculated 

dose distribution to determine if a dose difference point should be considered high-dose or low-

dose. For example, if the dose threshold is 70%, the method checks to see if the calculated dose 

at a given detector location is greater than or equal to 70% of the maximum calculated dose. If 

the calculated dose is greater than or equal to this threshold, the dose difference at that detector 

location is labeled as “high-dose low-gradient”, otherwise this dose difference is placed in the 

“low-dose low-gradient” point grouping.  

The mean of the locally normalized dose differences from all the high-dose low-gradient points is 

then computed and output as the final GDSA result. This result directly predicts the change in 

PTV mean dose between the delivered/measured plan and the calculated plan. Thus, the final 

output from the GDSA analysis is “predicted change in PTV mean dose [%]”.  
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V.D Sensitivity of gradient-dose segmented analysis (GDSA) compared to gamma 

V.D.1. Methods 

Since strong correlations were observed for predicting changes in PTV mean dose using the high-

dose low-gradient mean local dose differences, this was labeled our new comparison method, 

which shall be referred to as the “gradient-dose segmented analysis” or GDSA. In addition to 

evaluating the ability of the new method to relate to DVH endpoints, the sensitivity and specificity 

of GDSA as a binary test was compared to that of the five gamma criteria utilized in this work 

using receiving operating characteristic (ROC) curves. 

A 3% change in PTV mean dose was chosen as the pass/fail metric for the ROC analyses. The 

ability of GDSA to properly identify plans with a PTV mean dose difference greater than ±3% was 

evaluated and compared to the ability of the five different gamma criteria to fail a plan with a PTV 

mean dose difference greater than ±3%. ROC analyses were carried out in R. The area under 

the ROC curves (AUC) was also calculated for GDSA compared to the five studied gamma 

criteria.  

True positives and negatives, and false positives and negatives were defined as 

• True negative (TN): An error-induced plan has <3% change in PTV mean dose 

and gamma/GDSA correctly labels the plan as passing 

• True positive (TP): An error-induced plan has ≥3% change in PTV mean dose and 

gamma/GDSA correctly labels the plan as failing 

• False negative (FN): An error-induced plan has ≥3% change in PTV mean dose, 

but gamma/GDSA incorrectly labels the plan as passing 

• False positive (FP): An error-induced plan has <3% change in PTV mean dose, 

but gamma/GDSA method incorrectly labels the plan as failing 
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Rates of TN, TP, FN, and FP were also evaluated for 3%/3mm TH10 (G), 2%/2mm TH10 (G), 

and 3%/3mm TH10 (L) against GDSA. The purpose of this was to determine if any dramatic 

increases in rates of false negatives or false positives might be seen with GDSA compared to 

gamma criteria currently in clinical use. This is important to evaluate as any dramatic increases 

in FNs or FPs for GDSA compared to gamma could inhibit the utility of GDSA in the clinic. 

V.D.2. Results 

ROC analyses were carried out in R to evaluate sensitivity/specificity of both gamma and GDSA 

as a binary pass/fail metric. The pass/fail metric to perform ROC analyses was chosen to be >3% 

change in PTV mean dose from the TPS DVHs. This analysis thus tested the ability of both the 

gamma comparison (for the five studied criteria here) and the GDSA method to correctly flag 

plans that have a PTV mean dose difference greater than ±3%. ROC curves are shown in Figure 

5-14 and corresponding AUC values are shown in Table 5-2. Most notably, for almost all studied 

scenarios GDSA offers improved accuracy to identify errors in PTV mean >3% compared to the 

five studied gamma criteria. The only scenario for which this is not true is for VMAT cases on the 

ArcCHECK, which show only slightly improved error detection with GDSA compared to gamma.  

With the exception of VMAT cases on the ArcCHECK, the AUC of GDSA was noticeably higher 

than the AUC of the five studied gamma criteria for all studied scenarios. Of note, MapCHECK 

and Delta 4 had very similar and also high AUC values for GDSA. While ArcCHECK performed 

less well with GDSA, the AUC values for GDSA with ArcCHECK are still higher than those for the 

gamma comparison on this device. GDSA not only allows a more clinically meaningful result, but 

also offers improvements in sensitivity and specificity compared to the studied gamma criteria.   

From the ROC analysis, it is also clear that the gamma comparison in conjunction with Delta 4 is 

typically more sensitive than MapCHECK, which is more sensitive than ArcCHECK with the 

gamma comparison, which is consistent with the error curve analysis of the three devices in 

Chapter III. 
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Figure 5-14. ROC curves showing the ability of the new GDSA method (i.e. using high-dose low gradient points to 

predict changes in PTV mean) compared to the listed gamma criteria to flag a plan as failing in the presence of a PTV 
mean dose difference greater than ±3%.  Results shown for ArcCHECK (a-b), MapCHECK (c-d), and Delta 4 (e-f) 

geometries. 
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Table 5-2. Area under the ROC curve (AUC) values for the three devices and two delivery techniques are shown for 

the new GDSA method and the three listed gamma criteria. 

 ArcCHECK MapCHECK Delta 4 

 IMRT VMAT IMRT VMAT IMRT VMAT 

GDSA  0.957 0.930 0.981 0.993 0.988 0.982 

3%/3mm TH 10 (G) 0.802 0.877 0.891 0.890 0.928 0.905 

3%/3mm TH 10 (L) 0.885 0.907 0.907 0.911 0.942 0.929 

2%/2mm TH 10 (G) 0.853 0.901 0.899 0.919 0.932 0.926 

3%/3mm TH 50 (G) 0.797 0.891 0.925 0.913 0.951 0.931 

3%/3mm TH 50 (L) 0.857 0.894 0.940 0.925 0.962 0.937 

 

The number of true negatives, true positives, false negatives, and false positives was also 

evaluated for a pass/fail threshold of ±3% change in PTV mean dose for both the GDSA method 

and the three gamma criteria that are more prevalent in clinic use – 3%/3mm TH 10 (global), 

3%/3mm TH 10 (local), and 2%/2mm TH 10 (global). The purpose of this was to determine if this 

new method would cause a large increase in the number of false positives or false negatives 

compared to gamma comparisons in the clinical setting. This is important to consider when 

studying a new technique for clinical use – an increase in false positives could greatly impact the 

clinical workflow, requiring extra time to investigate these failures, whereas too many false 

negatives implies the test would fail to catch plans with important dose differences.  Most notably, 

the results, shown in Figure 5-16, illustrate that the GDSA method generally has similar or lower 

false negative rates than the three gamma criteria, and dramatically lower false positive rates than 

the listed gamma criteria. Therefore, the rate of false positives/negatives with the use of GDSA is 

unlikely to be a barrier to clinical implementation.  
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Figure 5-15. True negatives/positives and false negatives/positives for a pass/fail of ±3% change in PTV mean dose 
for three gamma criteria and the new, gradient segmented method for (a) IMRT cases on the ArcCHECK, (b) VMAT 
cases on the ArcCHECK, (c) IMRT cases on the MapCHECK, (d) VMAT cases on the MapCHECK, (e) IMRT cases 

on the Delta 4, and (f) VMAT cases on the Delta 4 device. 

V.E. Discussion 

In this chapter, gradient-dose segmented analysis (GDSA) has been introduced as a new method 

for performing IMRT QA comparisons which segments comparison points based on dose and 

gradient thresholds. The GDSA method was developed using calculation-only comparisons which 
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made use of an error-free calculation at 1mm spatial resolution compared to many error-induced 

calculations which were down-sampled to each detector’s spatial sampling. Thus, no noise or 

other uncertainties were introduced in the process of developing and evaluating this method.  

Proper selection of dose and gradient thresholds allowed the prediction of true changes in PTV 

mean dose in the patient geometry using only the dose and gradient information in the phantom 

geometry. The mean local dose difference in the high-dose low-gradient points was able to predict 

changes in PTV mean dose in the patient. As a secondary result, changes in ring structure mean 

doses (3 cm from the PTV) were also predicted with moderately strong correlations to the median 

local dose difference in low-dose, low-gradient comparison points. While the change in mean ring 

dose 3 cm outside the PTV is not the most important metric when evaluating a plan, the change 

in PTV mean dose paired with the change in the ring structure may give the user a hint at what 

type of dose differences are present in the plan – for example increased dose to the ring mean 

and the PTV mean could signal a calibration issue. Similarly, if the PTV mean was not different 

and the mean ring dose increased one can imagine that certain scenarios – such as leaves open 

where they should not be, could cause this type of dose error.  

Using the high-dose low-gradient points to predict changes in PTV mean is a feasible metric with 

which to quickly evaluate a IMRT QA comparison result that not only gives more meaningful 

results in relation to the actual patient dose distribution, but also is a more sensitive metric than 

the gamma comparison in the binary pass/fail setting, as shown in the ROC analyses in Figure 

5-14. The GDSA method is also feasible to implement clinically in that it would not cause a 

foreseeable increase in the amount of work required to perform the analysis. The only additional 

piece of information required by the user would be the dose per fraction in order to normalize the 

gradient maps. Additionally, the GDSA method does not require the user to select large number 

of different parameters that can modify the sensitivity of the test. Rather, the user can select a 
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threshold for change in PTV that matters most in their clinical setting, which would also easily 

allow clinics to select site-specific thresholds. 

With GDSA the changes in PTV mean dose were well predicted for the MapCHECK and Delta 4 

geometries, and moderately well for IMRT cases on the ArcCHECK. However, VMAT ArcCHECK 

cases had similar AUC values compared to the gamma comparison as well as much lower 

Pearson correlations between predicted and true change in PTV mean dose. To rule out spatial 

sampling as a cause for lower ArcCHECK correlations, the change in PTV mean dose predicted 

by the new method for the same dose and gradient threshold values in Table 5-1 was calculated 

for 1mm vs. 1mm comparisons. Results in Figure 5-16 show that increased spatial sampling does 

not improve results for the new method in the ArcCHECK geometry.  

 
Figure 5-16. Correlations between predicted change in PTV mean dose from the high-dose low-gradient points 

compared to the true change in the PTV mean in the patient geometry from the TPS DVHs for ArcCHECK geometry 
with higher spatial sampling (1mm vs. 1mm) for (a) IMRT cases and (b) VMAT cases. 

 

One reason for this may be the fact that GDSA makes use of gradient and dose maps as a way 

to predict which measurement/calculation points are inside the PTV volume on the phantom 

geometry. When looking at the same IMRT plan measured on the ArcCHECK and the Delta 4 in 

Figure 5-17, it is easy to see that the general shape of the PTV is visible on both these devices. 

However, looking at a sample VMAT case for these two same devices shows a much different 
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story. Figure 5-18 shows that the gradient maps for VMAT plans look somewhat random on the 

ArcCHECK device compared to those on the Delta 4 geometry.  

Even though the gradient map for the Delta 4 geometry for the VMAT case is more complex than 

that of the IMRT case on the Delta 4, it is still easy to predict which points in the measurement 

likely represent measurement/calculation points inside the PTV volume. However, the same is 

not true for the ArcCHECK, and in particular VMAT cases on the ArcCHECK. For this comparison 

scenario it is difficult to discern which comparison points in the ArcCHECK likely lie within the PTV 

volume based on the dose and gradient maps alone. This is because the plan gradients come 

together much differently in the center of the plan than on a cylindrical surface some distance 

away from the target.   

 

 
Figure 5-17. For IMRT cases on the ArcCHECK the gradient maps outline the shape of the PTV on both the (top) 

ArcCHECK and (bottom) Delta 4. 
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Figure 5-18. (Top) ArcCHECK VMAT gradient map shows how the gradients for VMAT cases are non-intuitive 

relative to the shape of the PTV volume. (Bottom) Conversely, the Delta 4 VMAT gradient map still shows the relative 
shape of the gradient map. 

The histograms of the normalized gradient maps from Figure 5-17 and Figure 5-18 were also 

plotted in Figure 5-19 for IMRT 10 and Figure 5-20 for VMAT 7 to further illustrate the 

fundamentally different gradient distribution for ArcCHECK VMAT cases. The histograms in 

Figure 5-19 for the IMRT case show that the range and distribution of gradient values are similar 

between the ArcCHECK and Delta 4 geometries. However, when studying the histograms of 

gradient values for the example VMAT case in Figure 5-20, the histogram of gradient values for 

the ArcCHECK shows that the maximum gradient is much smaller than that for the same case on 

the Delta 4 geometry. These results illustrate that for VMAT cases on the ArcCHECK it is likely 

that the swath of low gradients around the entire device limits our ability to sort out which 

measurement points relate to those located within the PTV volume, and subsequently reduces 

the accuracy of the GDSA method for the ArcCHECK geometry.  
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Figure 5-19. Histograms of normalized gradient values for IMRT 10 shown for (a) ArcCHECK and (b) Delta 4 

horizontal board 

 

(a) 

(b) 
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Figure 5-20. Histograms of normalized gradient values for VMAT 7 shown for (a) ArcCHECK and (b) Delta 4 
horizontal board 

 

(a) 

(b) 
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While the current GDSA method did not perform as well for the ArcCHECK geometry as it did with 

the Delta 4 and MapCHECK geometries, it was also not worse than the studied gamma criteria, 

and perhaps ArcCHECK-specific modifications are required to improve performance. This is not 

surprising when considering that the ArcCHECK samples the plan at fundamentally different 

locations in space (and outside the PTV volume) compared to the planar-type arrays. These 

challenges, both with the gamma comparison and the GDSA method presented here, point to the 

fact that a different method of analyzing ArcCHECK data may be necessary.  

V.F. Conclusions 

A new method, gradient-dose segmented analysis (GDSA), for comparing IMRT QA dose 

distributions was presented and evaluated. This method relies on calculated dose matrices to 

obtain gradient maps for the GDSA analysis, but requires only information that is already exported 

for current IMRT QA comparisons (i.e. the exported DICOM dose files). These dose and gradient 

maps are then utilized to segment the comparison into: 

• High-dose, low-gradient comparison points 

• Low-dose, low-gradient comparison points 

• High-gradient comparison points 

The mean local dose difference in high-dose, low-gradient comparison points was found to predict 

true changes in PTV mean dose in the patient geometry for error-induced plans with known errors. 

The predicted change in PTV mean dose was strongly correlated with the true change in PTV 

mean dose from the patient DVHs, with a nearly 1:1 correlation. This suggests that this GDSA 

metric can be utilized in evaluating an IMRT QA comparison using more clinically meaningful 

results, compared to the percent pixels passing result obtained from the gamma comparison.  

The GDSA method performed well for both IMRT and VMAT cases on the MapCHECK and Delta 

4 geometries and was shown to be more sensitive and specific than gamma comparisons using 
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current clinical criteria. Performance of the GDSA method on the ArcCHECK device was 

noticeably worse compared to planar-type devices, though GDSA sensitivity/specificity on 

ArcCHECK was still slightly higher than that of the gamma comparison. GDSA showed similar 

rates of false negatives compared to stricter gamma criteria such as 2%/2mm TH 10 (global) and 

even lower rates of false positives than this same criterion when used as a binary metric with a 

3% cut-off for passing/failing plans. In addition to not increasing time spent analyzing data in the 

clinic, GDSA gives the user a more clinically meaningful end-result. Additionally, users could 

select any desired threshold for change in PTV mean that they are willing to accept in their clinic 

for IMRT QA comparisons and would also easily allow the selection of site-specific thresholds on 

allowable differences in PTV mean between calculation and measurement.  
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A.V. Appendix A for Chapter V 

The heat maps presented here show Pearson r2 values and were utilized to determine if any of 

the studied DVH metrics could be predicted by the histogram metrics obtained from dose 

differences from various dose/gradient segmented regions of the field. A large number of dose 

and gradient thresholds were studied, as it was not obvious a priori which thresholds would offer 

the best predictions for changes in DVH metrics for each detector device.   
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A.V.1 Delta 4 IMRT PTV Correlations  

 
Figure A.5-1. Pearson r2 heat map for IMRT cases on the Delta 4 for predicting the change in PTV D95% in the patient plan using histogram metrics obtained from 
high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. The many 

different dose and gradient thresholds used for segmentation are shown on the x-axis.  
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Figure A.5-2. Pearson r2 heat map for IMRT cases on the Delta 4 for predicting the change in PTV D99% in the patient plan using histogram metrics obtained from 

high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. The many 

different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-3. Pearson r2 heat map for IMRT cases on the Delta 4 for predicting the change in PTV maximum dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-4. Pearson r2 heat map for IMRT cases on the Delta 4 for predicting the change in PTV mean dose in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. The 

many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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A.V.2 Delta 4 IMRT Ring Correlations  

 
Figure A.5-5. Pearson r2 heat map for IMRT cases on the Delta 4 for predicting the change in 0.5 cm ring maximum dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-6. Pearson r2 heat map for IMRT cases on the Delta 4 for predicting the change in 0.5 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-7. Pearson r2 heat map for IMRT cases on the Delta 4 for predicting the change in 1 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-8. Pearson r2 heat map for IMRT cases on the Delta 4 for predicting the change in 2 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-9. Pearson r2 heat map for IMRT cases on the Delta 4 for predicting the change in 3 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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A.V.3 ArcCHECK IMRT PTV Correlations  

 
Figure A.5-10. Pearson r2 heat map for IMRT cases on the ArcCHECK for predicting the change in PTV D95% in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. The 

many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-11. Pearson r2 heat map for IMRT cases on the ArcCHECK for predicting the change in PTV D99% in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. The 

many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-12. Pearson r2 heat map for IMRT cases on the ArcCHECK for predicting the change in PTV maximum dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-13. Pearson r2 heat map for IMRT cases on the ArcCHECK for predicting the change in PTV mean dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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A.V.4 ArcCHECK IMRT Ring Correlations  

 
Figure A.5-14. Pearson r2 heat map for IMRT cases on the ArcCHECK for predicting the change in 0.5 cm ring maximum dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-15. Pearson r2 heat map for IMRT cases on the ArcCHECK for predicting the change in 0.5 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-16. Pearson r2 heat map for IMRT cases on the ArcCHECK for predicting the change in 1 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-17. Pearson r2 heat map for IMRT cases on the ArcCHECK for predicting the change in 2 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-18. Pearson r2 heat map for IMRT cases on the ArcCHECK for predicting the change in 3 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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A.V.5 MapCHECK IMRT PTV Correlations  

 
Figure A.5-19. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in PTV D95% in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose 

and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-20. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in PTV D95% in the patient plan using histogram obtained from 

high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose and 

gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-21. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in PTV D99% in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose 

and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-22. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in PTV D99% in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose 

and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-23. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in PTV maximum dose in the patient plan using histogram 

metrics obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-24. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in PTV maximum dose in the patient plan using histogram 

metrics obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-25. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in PTV mean dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-26. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in PTV mean dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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A.V.6 MapCHECK IMRT Ring Correlations  

 
Figure A.5-27. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in 0.5 cm ring maximum dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-28. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in 0.5 cm ring maximum dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-29. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in 0.5 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-30. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in 0.5 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-31. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in 1 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-32. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in 1 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-33. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in 2 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-34. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in 2 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-35. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in 3 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-36. Pearson r2 heat map for IMRT cases on the MapCHECK for predicting the change in 3 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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A.V.7 Delta 4 VMAT PTV Correlations  

 
Figure A.5-37. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in PTV D95% in the patient plan using histogram metrics obtained from 

high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose and 

gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-38. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in PTV D95% in the patient plan using histogram metrics obtained from 

high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose and 

gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-39. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in PTV D99% in the patient plan using histogram metrics obtained from 

high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose and 

gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-40. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in PTV D99% in the patient plan using histogram metrics obtained from 

high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose and 

gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-41. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in PTV maximum dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-42. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in PTV maximum dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 



248 

 

 
Figure A.5-43. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in PTV mean dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-44. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in PTV mean dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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A.V.8 Delta 4 VMAT Ring Correlations  

 
Figure A.5-45. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in 0.5 cm ring maximum dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-46. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in 0.5 cm ring maximum dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-47. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in 0.5 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-48. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in 0.5 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-49. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in 1 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-50. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in 1 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-51. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in 2 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-52. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in 2 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-53. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in 3 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-54. Pearson r2 heat map for VMAT cases on the Delta 4 for predicting the change in 3 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 
phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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A.V.9 ArcCHECK VMAT PTV Correlations  

 
Figure A.5-55. Pearson r2 heat map for VMAT cases on the ArcCHECK for predicting the change in PTV D95% in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. The 

many different dose and gradient thresholds used for segmentation are shown on the x-axis. 



261 

 

 
Figure A.5-56. Pearson r2 heat map for VMAT cases on the ArcCHECK for predicting the change in PTV D99% in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. The 

many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-57. Pearson r2 heat map for VMAT cases on the ArcCHECK for predicting the change in PTV maximum dose in the patient plan using histogram 

metrics obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-58. Pearson r2 heat map for VMAT cases on the ArcCHECK for predicting the change in PTV mean dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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A.V.10 ArcCHECK VMAT Ring Correlations  

 
Figure A.5-59. Pearson r2 heat map for VMAT cases on the ArcCHECK for predicting the change 0.5 cm ring maximum dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-60. Pearson r2 heat map for VMAT cases on the ArcCHECK for predicting the change 0.5 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 



266 

 

 
Figure A.5-61. Pearson r2 heat map for VMAT cases on the ArcCHECK for predicting the change 1 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-62. Pearson r2 heat map for VMAT cases on the ArcCHECK for predicting the change 2 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-63. Pearson r2 heat map for VMAT cases on the ArcCHECK for predicting the change 3 cm ring mean dose in the patient plan using histogram metrics 

obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on the 

phantom geometry. The many different dose and gradient thresholds used for segmentation are shown on the x-axis. 
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A.V.11 MapCHECK VMAT PTV Correlations  

 
Figure A.5-64. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in PTV D95% in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose 

and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-65. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in PTV D95% in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose 

and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-66. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in PTV D99% in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose 

and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-67. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in PTV D99% in the patient plan using histogram metrics obtained 

from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom geometry. Dose 

and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-68. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in PTV maximum dose in the patient plan using histogram 

metrics obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-69. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in PTV maximum dose in the patient plan using histogram 

metrics obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-70. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in PTV mean dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-71. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in PTV mean dose in the patient plan using histogram metrics 

obtained from high-dose low-gradient (HDLG) segmented dose differences and high-gradient (HG) dose differences (shown on the y-axis) on the phantom 

geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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A.V.12 MapCHECK VMAT Ring Correlations  

 
Figure A.5-72. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in 0.5 cm ring maximum dose in the patient plan using 

histogram metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-

axis) on the phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-73. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in 0.5 cm ring maximum dose in the patient plan using 

histogram metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-

axis) on the phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-74. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in 0.5 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-75. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in 0.5 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-76. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in 1 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-77. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in 1 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-78. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in 2 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-79. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in 2 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-80. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in 3 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 20%-40% for all gradient thresholds used for segmentation are shown on the x-axis. 
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Figure A.5-81. Pearson r2 heat map for VMAT cases on the MapCHECK for predicting the change in 3 cm ring mean dose in the patient plan using histogram 

metrics obtained from high-gradient (HG) segmented dose differences and low-dose low-gradient (LDLG) segmented dose differences (shown on the y-axis) on 

the phantom geometry. Dose and gradient thresholds ranging from 50%-80% for all gradient thresholds used for segmentation are shown on the x-axis. 
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B.V. Appendix B for Chapter V 

 

The predicted change in PTV mean dose (utilizing local mean dose differences in high-dose, low-

gradient comparison points) is shown for IMRT and VMAT cohorts for each detector geometry 

with results separated by delivery error type. 

  

 
Figure B.5-1. Correlations between predicted change in PTV mean dose from the high-dose low-gradient points 

compared to the true change in the PTV mean in the patient geometry from the TPS DVHs split by error type for both 
IMRT cases (left) and VMAT cases (right) for each studied device geometry – ArcCHECK (a-b), MapCHECK (c-d), 

and Delta 4 (e-f). 
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C.V. Appendix C for Chapter V 

 

Figure C.5-1, Figure C.5-2, and Figure C.5-3 show the true changes in PTV D95% and PTV mean 

dose against the gamma passing rates in our calculation-only scenario for VMAT cases on the 

ArcCHECK, MapCHECK, and Delta 4, respectively. Some plans with large changes to the PTV 

D95% and PTV mean dose can pass QA using the gamma criteria shown. Additionally, these 

figures further illustrate the point that when a plan has passing rates even above 99%, there can 

still be appreciable dose differences in the plan (here dose differences in the PTV D95% and PTV 

mean exceeding 2-4%).  

 

Figure C.5-1. The true change in PTV D95% for (a) 3%/3mm TH10 (local), (b) 2%/2mm TH10 (global) and the true 
change in the PTV mean dose for (c) 3%/3mm TH10 (local) and (d) 2%/2mm TH10 (global) for IVMAT cases on the 

ArcCHECK geometry. 
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Figure C.5-2. The true change in PTV D95% for (a) 3%/3mm TH10 (local), (b) 2%/2mm TH10 (global) and the true 

change in the PTV mean dose for (c) 3%/3mm TH10 (local) and (d) 2%/2mm TH10 (global) for IVMAT cases on the 
MapCHECK geometry. 

Figure C.5-3. The true change in PTV D95% for (a) 3%/3mm TH10 (local), (b) 2%/2mm TH10 (global) and the true 
change in the PTV mean dose for (c) 3%/3mm TH10 (local) and (d) 2%/2mm TH10 (global) for IVMAT cases on the 

Delta 4 geometry. 
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Chapter 6                                              Chapter VI.  

Validating the gradient-dose segmented analysis (GDSA) method  

 

VI.A. Motivation 

In the previous chapter the gradient-dose segmented analysis (GDSA) method was introduced 

for comparing measurements and calculations in patient-specific IMRT QA. GDSA was developed 

as an additional/alternative test to the gamma comparison, as gamma comparisons can be 

insensitive to clinically meaningful errors, and results lack a relationship to clinical dose metrics1–

14.  GDSA separates the analysis into regions of high-gradient, high-dose low-gradients, and low-

dose low-gradients.  The calculation-only comparisons in Chapter V showed that the mean local 

dose difference in the high-dose low-gradient regions of the phantom comparisons predicts 

changes in PTV mean dose in the patient DVH for three studied detector array geometries – 

ArcCHECK, MapCHECK, and Delta 4. The relationship between predicted change and true 

change was nearly 1:1, with strong linear correlations. Additionally, used as a binary metric with 

a threshold of 3% change in PTV mean for passing/failing a QA comparison, GDSA has improved 

sensitivity and specificity when compared to five different gamma criteria – 3%/3mm TH 10 (G), 

3%/3mm TH 10 (L), 2%2mm TH 10 (G), 3%/3mm TH 50 (G), and 3%/3mm TH 50 (L).  

Since the development of GDSA in Chapter V relied on 20 IMRT and 20 VMAT cases for 

calculation-only comparisons, real MapCHECK measurements were compared to calculations 

with both the GDSA method and the gamma comparison to evaluate if results of GDSA with real 

measurements would cause a large increase in plan failures in the clinic compared to the gamma 

comparison. Additionally, errors were induced in real plan deliveries to determine if GDSA could 

accurately predict the relative change in PTV mean between the error-free measurement and 

error-induced measurement. These results were compared against the known change in PTV 

mean from the patient TPS DVH. In this chapter we also validate the GDSA method in calculation-
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only comparisons for a smaller validation data set consisting of randomly selected patient cases 

with induced errors for the ArcCHECK, MapCHECK, and Delta 4 geometries.  

VI.B. Methods 

VI.B.1. GDSA vs. gamma comparisons for clinical MapCHECK measurements 

Clinical MapCHECK measurements and plan dose calculations were compared for 20 patient 

cases using both the gamma comparison and GDSA. Cases were chosen by chronologically 

selecting the plans that were previously measured in the clinic after the most recent dose and 

array calibrations on the MapCHECK 2 device. 

The MATLAB code from Chapter V for the GDSA method was extended to perform GDSA 

comparisons with real measurements. The measurement and dose calculation files were opened 

using the MapCHECK software (Sun Nuclear Corporation, Melbourne FL) and dose matrices 

were copied manually from the software into MATLAB arrays to allow the calculation of 3D 

gradient maps in MATLAB.  The new method was then evaluated on the MapCHECK device and 

evaluated against gamma comparison results obtained from the vendor software. Gamma 

comparisons were performed for 2%/2mm TH 10 (global) and 3%/3mm TH 10 (global) criteria 

(uncertainty off). All cases were 6 MV VMAT plans, with a large number being prostate or pelvis 

treatment sites. Unlike the work in Chapter V which made use of calculation-only comparisons, it 

is important to note that comparisons with real measurements lack a ground truth.  

VI.B.2. GDSA vs. gamma comparisons for delivered plans with intentional errors  

A second set of comparisons was made with real MapCHECK measurements both with and 

without intentional errors introduced in the plan delivery. Error-induced plans were created by 

modifying the error-free DICOM RT plans in MATLAB, re-importing the plans into Eclipse for dose 

calculation, and subsequently pushing both the clinical plan without induced errors (labeled the 

“error-free” plan) and the plan with intentional errors to the treatment machine. Intentional errors 
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included collimator rotation, MU scaling, bank shift, lagging leaf, and random MLC perturbational 

errors to induce a range of dose differences in PTV mean among the nine studied plans. 

Error-free plans and error-induced plans were delivered using a TrueBeam linear accelerator and 

measured using a MapCHECK 2 device on the same day to avoid variations in output from the 

machine and differences in set-up. Measurements were compared to calculations without any 

intentional errors from the Eclipse TPS using AAA dose calculation and a 1mm grid size. Gamma 

comparisons were performed using the MapCHECK software (Sun Nuclear Corporation, 

Melbourne, FL) and GDSA predictions were performed using the in-house developed MATLAB 

software. For the GDSA analysis, the necessary dose planes for analysis were manually copied 

from the MapCHECK software into MATLAB. Changes in PTV mean predicted by GDSA between 

the error-free and error-induced deliveries were compared to the true changes in PTV mean from 

the patient DVHs calculated in the TPS. The reduction in gamma passing rates between error-

free and error-induced plans for 3%/3mm TH 10 (G) And 2%/2mm TH 10 (G) were also recorded 

and compared. It should be noted that while the plan labeled “error-free” did not have any 

intentional errors, these measurements may still show differences when compared to the 

calculations due to measurement limitations on the MapCHECK device, MapCHECK calibration 

uncertainties, as well as beam modeling limitations, and plan delivery limitations.  

VI.B.3. GDSA vs. gamma for calculation-only validation dataset 

Validation cases were chosen by selecting the most recently treated cases at our institution. A 

set of 25 VMAT and 25 IMRT cases were selected. Two different error magnitudes for a selected 

error type were induced in each of the 25 VMAT and IMRT cases, resulting in 50 error-induced 

calculations for both IMRT and VMAT groups. As the training dataset from Chapter V consisted 

of 480 error induced plans for each delivery type, the validation cohort here was chosen to be 

approximately 10% the size of the training data set. This follows the general rule of thumb that 

validation datasets typically be 10-20% the size of the training dataset.  
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Instead of inducing all the errors described in Chapter III on each patient case, an in-house 

MATLAB script was created to randomly select from one of the following error types for each 

case: 

• Whole plan MU errors 

• One beam/arc MU error 

• MLC perturbational error 

• MLC lagging leaf error 

• MLC bank shift error 

• Collimator rotation error 

• Gantry rotation error (for IMRT cases only) 

• Random combination of two of any of the above errors 

The MATLAB code assigned an index to each error type, and then used the random integer value 

function in MATLAB to select an error type for a given case. If the random combination error was 

chosen, the selection was repeated twice and selected one error type and removed this error type 

from the second iteration when selecting the second induced error. After the error type was 

selected, three error magnitudes were also randomly selected. MU errors ranged in magnitude 

from -15% to 15%, MLC perturbational errors from 0 to ±2 cm, lagging leaf from 0 to 4 cm, bank 

shift errors from -0.3 to +0.3 cm., collimator errors from 0 to 25 degrees, and gantry angle errors 

from 0 to 10 degrees. Three error magnitudes were selected with the expectation of obtaining a 

range of different error magnitudes, and ultimately choosing the smallest and largest of these 

three errors to induce in each patient plan on each detector geometry. The purpose of this was to 

have both a large magnitude and a small magnitude error for each case so as to span a range of 

error magnitudes.  
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Errors were induced using the same MATLAB codes in Chapter III and error-induced DICOM RT 

plan files were re-imported back into Eclipse for dose calculation on both the patient geometry 

and the detector phantom geometries. Dose calculations were performed using an Eclipse ESAPI 

script to run batch dose calculations and dose matrices were extracted for analysis in MATLAB 

using CERR. 1mm error-free calculations were compared to error-induced calculations at the real 

spatial sampling of each detector device using gamma criteria of 3%/3mm TH 10 (global) and 

2%/2mm TH 10 (global). These gamma comparisons were performed using the in-house 

MATLAB code previously described in Chapter III. The GDSA method was also performed 

between error-free and error-induced calculations at the real spatial sampling for each device. 

The mean local percent dose difference in the high-dose low-gradient regions of the field, using 

the specified thresholds in Table 6-1, was calculated for each case. As in Chapter V, this result 

was evaluated for its ability to predict change in the PTV mean dose from the patient DVH by 

plotting the predicted change from the GDSA method versus the actual change in PTV mean from 

the TPS DVH.   

Table 6-1. Optimal dose and gradient thresholds for each detector geometry and delivery technique. 

 Delta 4 MapCHECK ArcCHECK 

 IMRT VMAT IMRT VMAT IMRT VMAT 

Dose Threshold [%] 70% 80% 60% 70% 40% 70% 

Gradient Threshold 
[%/mm] 

4%/mm 8%/mm 4%/mm 6%/mm 4%/mm 6%/mm 

 

Additionally, ROC curves and AUC values were calculated for both the gamma comparison and 

the GDSA method to compare the sensitivity and specificity between GDSA and the gamma 

comparison. The ability of the GDSA to properly identify plans with a PTV mean dose difference 

greater than ±3% was evaluated and compared to the ability of 3%/3mm TH 10 (G) and 2%/2mm 

TH 10 (G) to fail a plan with a PTV mean dose difference greater than ±3%. ROC curves and 

AUC values were calculated in R. 
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True positives and negatives, and false positives and negatives were defined as 

• True negative (TN): An error-induced plan has <3% change in PTV mean dose 

and gamma/GDSA correctly labels the plan as passing 

• True positive (TP): An error-induced plan has ≥3% change in PTV mean dose and 

gamma/GDSA correctly labels the plan as failing 

• False negative (FN): An error-induced plan has ≥3% change in PTV mean dose, 

but gamma/GDSA incorrectly labels the plan as passing 

• False positive (FP): An error-induced plan has <3% change in PTV mean dose, 

but gamma/GDSA method incorrectly labels the plan as failing 

VI.C. Results 

VI.C.1. Comparisons with clinical MapCHECK measurements 

Comparisons were made using real MapCHECK measurements from 20 consecutive cases 

measured on the same TrueBeam linear accelerator over the course of several weeks. These 

measurements were made on different days by different users. While this introduces more 

uncertainties into the measurements, it also is representative of how QA comparisons are carried 

out in a clinical setting. For several cases it was apparent that small geometrical shifts in the x- 

and y-directions were appropriate to correct for set-up uncertainties. Automatic calculation shifts 

were not used, as this feature in the MapCHECK software only looks for shifts based on improving 

the gamma passing rate. Instead, we evaluated dose difference maps for structure that hinted at 

set-up issues. This typically exhibits itself in a planar measurement as a band or line of hot and 

cold points adjacent to one another such as that seen Figure 6-1 (a) and (c). This was also further 

verified by comparing measurements taken on the same day with the same setup. An example of 

this is shown in Figure 6-1. MapCHECK cases 5 and 6 were taken on the same day, and both 

show similar banding of hot and cold in the same direction. After applying small shifts of 1mm in 

both the x- and y-directions, the dose difference maps look slightly better. 
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Figure 6-1. Dose difference maps shown for (a) MapCHECK Case 5 without any shifts, (b) MapCHECK Case 5 with 

x=1mm and y=1mm shifts applied, (c) MapCHECK Case 6 without any shifts, and (d) MapCHECK Case 6 with 
x=1mm and y=1mm shifts applied. In both case measurements before shifting, lines of hot and cold dose differences 
are shown that are remedied by this small shift. Since this is present in both measurements, it is likely a set-up error 

and not a delivery error. 

Results for GDSA and the gamma comparison in Table 6-2 and Figure 6-3 show that no apparent 

relationship exists between GDSA and gamma passing rates for the two gamma criteria studied 

(2%/2mm TH 10 global, and 3%/3mm TH 10 global). For this case cohort, the results for GDSA 

predict that the change in PTV mean for all the studied cases is less than 3% in magnitude. 

However, if a 2% dose threshold were imposed as the GDSA pass/fail criterion for the cases 

shown in Table 6-2, nearly half of the cases would fail IMRT QA. Interestingly, the results all 

showed that the measurements were always slightly lower than the calculations, and it appears 

that there may be a systematic dose difference of approximately 1.5%. This may be due to several 

factors such as Eclipse dose calculation limitations for the phantom geometry or MapCHECK 
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calibration limitations for VMAT plans. However, this illustrates that the increased sensitivity of 

GDSA may also allow easier identification of systematic issues in the QA process that could be 

improved.   

Table 6-2. Results for 20 real MapCHECK measurements compared to calculations from Eclipse TPS. Positive 
differences for change in PTV mean dose represent where the calculation is hotter than the measurement, whereas 

negative PTV mean dose differences indicate that the measurement is hotter than the calculation. 

Case 
Name 

Treatment 
Site 

2%/2mm 
TH 10 (G) 

3%/3mm 
TH 10 (G) 

GDSA Predicted Δ in  
PTV Mean dose [%] 

MpCk 1 Pelvic LNs 88 % 97.8 % 1.93 % 

MpCk 2 Prostate 92.6 % 96.2 % 2.33 % 

MpCk 3 Prostate 85.5 % 93.4 % 1.96 % 

MpCk 4 Thigh 86.6 % 94 % 0.91 % 

MpCk 5 Prostate 90.2 % 95.9 % 2.20 % 

MpCk 6 Prostate 92.1 % 97.8 % 1.48 % 

MpCk 7 
Prostate + 

LNs 
89.7 % 96.3 % 2.17 % 

MpCk 8 Pelvis 88.6 % 96.6 % 1.45 % 

MpCk 9 Pelvis 89.6 % 96.9 % 2.05 % 

MpCk 10 Prostate 92.6 % 98.7 % 1.47 % 

MpCk 11 
Prostate + 

LNs 
92.2 % 98.2 % 0.53 % 

MpCk 12 Breast 73.4 % 90.4 % 1.25 % 

MpCk 13 Prostate 83.8 % 95.5 % 2.32 % 

MpCk 14 Anus/LN 88.7 % 96.8 % 0.22 % 

MpCk 15 
Prostate 
SBRT 

87.9 % 97.2 % 1.04 % 

MpCk 16 Pelvis 88.1 % 97.1 % 1.06 % 

MpCk 17 Prostate 90.2 % 96 % 1.50 % 

MpCk 18 Prostate 90.1 % 97.5 % 2.12 % 

MpCk 19 Pelvis 89.7 % 97.5 % 0.56 % 

MpCk 20 Rectum 94 % 98.7 % 2.04 % 

 

In Table 6-2 the case with the lowest gamma passing rate, MpCk 12, did not show large dose 

differences with the GDSA metric. When investigating where the points failed the gamma 

comparison, shown in Figure 6-2, we see that the gamma comparison fails many points both 

inside and outside the high dose regions of the measurement. The points failing gamma where 

the measurement is colder than the calculation, shown in blue, mostly fall within the PTV volume, 
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suggesting that the dose in the center of the plan is low, which is similar to GDSA results predicting 

the measurement has a 1.25% lower PTV mean dose than the calculation.  

Conversely, points failing the gamma comparison outside the high dose region all appear hotter 

in the measurement. This can likely be explained by two factors – when a high percentage of 

fluence enters through lateral beam angles on the MapCHECK device, the diodes are known to 

overrespond15–17. Additionally, for cases of larger field size, poor agreement on the MapCHECK 

has also been reported, particularly for 6 MV VMAT plans17.  Here, the gamma comparison would 

result in a case barely passing IMRT QA since the gamma comparison does not distinguish 

between comparison points that fall in/outside the PTV volume. Thus, gamma comparisons for 

cases like these could result in near failures or increased failures in the clinic. Conversely, the 

results for GDSA for this case predict that changes in PTV mean dose between measurement 

and calculation were less than 2% and it is likely that this measurement suffers from multiple 

MapCHECK limitations added together.  This suggests that GDSA has the potential to reduce 

false positives in the clinical setting. Indeed, reduced rates of false positives were also observed 

for GDSA compared to gamma comparisons in calculation-only comparisons performed in 

Chapter V. These results further support the argument that the percent pixels passing metric 

alone is not robust enough for passing or failing an IMRT QA result, which is also supported by 

current TG-218 recommendations18. 
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Figure 6-2. Gamma comparison QA result for MpCk 12. (Top) Acquired MapCHECK measurement and (Bottom) 

points failing the gamma comparison at 2%/2mm TH 10 (global, uncertainty off). 
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It is also of interest to note that a low gamma passing rate does not always mean that GDSA 

predicts a large change in PTV mean dose. Conversely, a high gamma passing rate does not 

correlate with smaller changes in PTV mean predicted by GDSA.  This is illustrated in Figure 6-3 

showing that no apparent correlation exists between the GDSA-predicted change in PTV mean 

dose and the gamma passing rate for 3%/3mm TH 10 (G) and 2%/2mm TH 10 (G).  

 
Figure 6-3. The results from the gamma comparison for (a) 2%/2mm TH 10 (global) and (b) 3%/3mm TH 10 (global) 

are plotted against the results from the GDSA method that predicts the change in PTV mean dose. 

 

VI.C.2. Comparisons with error-induced plan deliveries 

Errors were also introduced into the actual delivery for nine of the cases from Table 6-2. The 

purpose of this test is to evaluate if the GDSA predictions between the “error-free” and error-

induced plans can accurately predict the change in PTV mean shown in the TPS DVH (ground 

truth). Additionally, changes in gamma passing rates between error-free and error-induced plans 
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are shown. While gamma passing rates for error-free plans did not reach 100%, any error-induced 

plans with a change in passing rate >10% would most certainly cause a failure in the clinic (i.e. a 

passing rate below 90%). 

The results for gamma comparisons and GDSA comparisons are shown in Table 6-3 for plans 

without intentional errors and plan with intentional errors. The true change in PTV mean dose 

between the error-free plans and error-induced plans are also shown for reference in Table 6-3.  

For some cases, the error-induced plans resulted in slightly improved gamma passing rates or 

smaller GDSA predictions for the change in PTV mean dose, which is most noticeable for MpCk 

12. This same case had a higher passing rate for the clinical measurements made a year prior, 

but the pattern of gamma failures was similar to that shown in Figure 6-2, with a large number of 

points falling outside the PTV that failed hot, but with simply more points in this outer region of 

the measurement failing the gamma comparison for the new measurement. While the gamma 

passing rate for this plan is low, the GDSA predicted PTV mean dose difference for MpCk 12 is 

only 1.5%, and thus a pass/fail threshold of even 2% would allow this plan to pass clinically. 

Additionally, if a clinic applied a pass/fail threshold of 2% change in PTV mean dose for the GDSA 

method, two of the plans without intentional errors in Table 6-3 would fail IMRT QA (MpCk 3 and 

MpCk 6) with GDSA but not with the 3%/3mm TH 10 (global) gamma criterion. Since these real 

measurements lack a ground truth, these cases could indeed have PTV mean dose differences 

greater than 2%, but this would not be flagged in clinical gamma comparisons. 

The relative differences between the results from Table 6-3 are shown in Table 6-4 and are 

visualized in Figure 6-4. As a point of interest, while error-free plans never achieved a gamma 

passing rate of 100%, the change in gamma passing rate between error-free and error-induced 

plans was always >10% for those cases that had true changes in the PTV mean dose >3%. That 

is, the error-induced plans would cause a failure with the gamma comparison in the clinic (i.e. 

trigger a passing rate below 90%).  Most importantly, Table 6-4 shows that that for all but one 
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plan (MpCk 1), the change in GDSA predictions between error-free and error-induced 

comparisons match very closely to the changes in PTV mean dose predicted by the TPS DVHs 

between error-free and error-induced plans, illustrating that GDSA works well not only in 

calculation-only scenarios, but for real MapCHECK measurements. For eight of the nine studied 

cases, the relative difference predicted by GDSA between the error-free and error-induced plans 

was less than 1% different from the ground truth.  

 

 
Figure 6-4.  The GDSA-predicted change in PTV mean between the error-free and error-induced plans versus the 

true change in PTV mean dose from the TPS DVHs between the error-free and error-induced plans. 
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Table 6-3. The gamma passing rates and GDSA predictions are shown for nine cases that were delivered with and without intentional errors. 

    Without intentional errors With intentional errors 

 

Induced 
error 

Error 
magnitude 

True change in 
PTV mean [%]  
between error-
free and error-
induced plan 

2%/2mm 
TH 10 (G) 
passing 

rate 

3%/3mm 
TH 10 (G) 
passing 

rate 

GDSA 
predicted 
change in 
PTV mean 
dose [%] 

2%/2mm 
TH 10 (G) 
passing 

rate 

3%/3mm 
TH 10 (G) 
passing 

rate 

GDSA 
predicted 
change in 
PTV mean 
dose [%] 

MpCk 1 Collimator 10° 4 % 78.5 % 93.8 % -1.3 % 38.7 % 54.6 % -0.6 % 

MpCk 2 
MU whole 

plan 
6% -6.3 % 93.6 % 98.1 % -0.8 % 71 % 81.5 % -6.8 % 

MpCk 3 Perturb ±2 cm 6.6 % 83.8 % 94.5 % 2.5 % 58.1 % 75.9 % 8.3 % 

MpCk 4 Bank +0.2 cm -1.1 % 90 % 95.6 % 0.5 % 85.7 % 93.9 % -0.8 % 

MpCk 5 Lag 2 cm -3.2 % 85.6 % 94.4 % -0.6 % 71 % 85 % -3.6 % 

MpCk 6 Collimator 5° 0.1 % 88.9 % 97.6 % 2.0 % 80.7 % 93.7 % 2.4 % 

MpCk 12 
MU, one 

beam 
3% -1.3 % 61 % 78.8 % 1.5 % 61.1 % 79.9 % 0.1 % 

MpCk 14 Bank +1 cm -12.6 % 74.6 % 90.9 % 0.7 % 5.1 % 14.6 % -11.1 % 

MpCk 16 Lag 1 cm -0.5 % 82.8 % 94.6 % 1.2 % 82.5 % 95 % 1.0 % 

 
 

Table 6-4. For nine real deliveries, plans without intentional errors were delivered to the MapCHECK. GDSA and gamma comparison results were calculated. 
Plans were then delivered with the listed induced error and GDSA and gamma comparisons were calculated. Differences between these results between error-free 

and plan deliveries with intentional errors are shown. The true change in PTV mean dose from the TPS DVH is also shown as the ground truth for the change in 
GDSA results. 

 
Induced 

error 
Error 

magnitude 

True change in PTV mean [%]  
between error-free and error-

induced plan 

Change in GDSA result  
between error-free and 

error-induced plan 

Change in 3%/3mm TH 10 
(G) passing rate between 

error-free and error-
induced plan 

Change in 2%/2mm TH 
10 (G) passing rate 

between error-free and 
error-induced plan 

MpCk 1 Collimator 10° 4 % 0.7 % 39.2 % 39.8 % 

MpCk 2 
MU whole 

plan 
6% -6.3 % -6.0 % 16.6 % 22.6 % 

MpCk 3 Perturb ±2 cm 6.6 % 5.8 % 18.6 % 25.7 % 

MpCk 4 Bank +0.2 cm -1.1 % -1.3 % 1.7 % 4.3 % 

MpCk 5 Lag 2 cm -3.2 % -3.0 % 9.4 % 14.6 % 

MpCk 6 Collimator 5° 0.1 % 0.4 % 3.9 % 8.2 % 

MpCk 12 
MU, one 

beam 
3% -1.3 % -1.4 % -1.1 % -0.1 % 

MpCk 14 Bank +1 cm -12.6 % -11.8 % 76.3 % 69.5 % 

MpCk 16 Lag 1 cm -0.5 % -0.2 % -0.4 % 0.3 % 
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VI.C.3. Calculation-only validation cases 

The breakdown of cases by treatment site that were randomly chosen for the IMRT and VMAT 

cohorts are shown in Figure 6-5 and the frequency of the different randomly chosen errors that 

were induced in the IMRT and VMAT case cohorts is shown in Figure 6-6. For these cases and 

induced errors, the gradient segmented method was performed, and the results from that method 

were compared to the true change in the PTV mean from the TPS DVH. Results in Figure 6-7 

show the predicted change in PTV mean dose from the GDSA method compared to the true 

change in PTV mean dose from the TPS DVH for each detector geometry and delivery type. 

These results are markedly similar to those seen in Chapter V with the training dataset and 

suggests that the thresholds chosen in the training portion of this work appear to work well for an 

entirely different set of cases. As in Chapter V, the GDSA method is able to best predict changes 

in PTV mean dose for the MapCHECK and Delta 4 geometries. While GDSA does not work as 

well in the ArcCHECK geometry, correlations are still moderate to strong. Here, the ArcCHECK 

VMAT results show stronger Pearson correlations than seen in the training dataset, however, this 

may be simply due to the fewer number of evaluated cases in the validation dataset compared to 

the training dataset.  
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Figure 6-5. Treatment site breakdown for the validation cases for IMRT (n=25) and VMAT (n=25) cohorts. 

 

 
Figure 6-6. The frequency of different induced errors (chosen randomly) for the 25 IMRT and 25 VMAT cases 
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Figure 6-7. Correlations between predicted change in PTV mean dose from the high-dose low-gradient points 

compared to the true change in the PTV mean in the patient geometry from the TPS DVHs for both IMRT cases (left) 
and VMAT cases (right) for each studied device geometry – ArcCHECK (a-b), MapCHECK (c-d), and Delta 4 (e-f). 

 

ROC analyses were carried out in R and the ground truth was considered a true change >3% in 

PTV mean dose as the “gold standard” in this case to illustrate the sensitivity and specificity 

differences between two commonly used gamma criteria and the ability of the high-dose low-

gradient points to flag plans that have a PTV mean dose difference greater than ±3%. Evaluation 

of the gamma criteria here also includes comparison to a true change in PTV mean, meaning that 
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we are testing the ability of the listed gamma criteria to flag a plan as failing that has greater than 

a 3% change in PTV mean.   

Due to the smaller number of induced errors for each case, the ROC curves and respective AUC 

values are calculated by combining the results from VMAT and IMRT cohorts for each device. 

ROC curves are shown in Figure 6-8 and the corresponding AUC values in Table 6-5. Similar to 

the data in Chapter V, the ROC curves show that GDSA has higher sensitivity and specificity for 

all three devices, with MapCHECK and Delta 4 achieving similar AUC values for GDSA. Of note, 

it also appears that the sensitivity and specificity of the gamma comparison is higher for Delta 4 

than for MapCHECK, which is consistent with data from Chapter V.   As before, while ArcCHECK 

AUC values for GDSA are noticeably lower compared to MapCHECK and Delta 4, GDSA is still 

more accurate as a binary test when compared to 3%/3mm TH 10 (G) and 2%/2mm TH 10 (G) 

gamma criteria. 



310 

 

 

 
Figure 6-8. ROC curves showing the ability of the new method (i.e. using high-dose low gradient points to predict changes in PTV mean) compared to the listed 

gamma criteria to flag a plan as failing in the presence of a PTV mean dose difference greater than ±3%.  Results shown for (a) ArcCHECK cases (b) MapCHECK 
cases, and (c) Delta 4 cases. 

 

Table 6-5. Area under the ROC curve (AUC) values for the three devices are shown for the new method and the two listed gamma criteria for the validation cases. 
VMAT and IMRT results are combined for each device 

 ArcCHECK MapCHECK Delta 4 

New method 0.893 0.983 0.977 

3%/3mm TH 10 (G) 0.790 0.877 0.934 

2%/2mm TH 10 (G) 0.838 0.889 0.900 
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VI.D. Discussion  

This chapter has validated the gradient segmented analysis (GDSA) method with a separate set 

of 25 IMRT and 25 VMAT cases recently treated at our institution. The results from the validation 

data set showed very similar results to those seen in Chapter V with the initial training data set, 

thus confirming that this method works well to predict true changes in PTV mean dose, especially 

for the MapCHECK and Delta 4 geometries. Both the data in Chapter V and in the validation data 

set made use of calculation-only comparisons to not only remove uncertainties present in real 

measurements, but to allow the calculation of DVH dose differences as the ground truth.  

The GDSA method was also evaluated for 20 real measurements made on the MapCHECK 

device. Dose differences in PTV mean between measurement and calculation predicted by GDSA 

for the 20 MapCHECK cases were all less than 3%. All studied cases also passed clinical IMRT 

QA with >90% pixels passing at 3%/3mm TH 10 (G), uncertainty corrections off. It is important to 

note that any limitations in beam modeling, device calibration, machine output variations, and 

delivery limitations are folded into these comparisons with real measurements. No correlations 

appeared to exist between gamma passing rates and GDSA predicted changes in PTV mean 

dose.  

Additionally, for these 20 measurements, the GDSA results showed that the measurements had 

systematically lower doses of approximately 1-2% compared to the calculations, which is not 

information directly reported in gamma comparison results. While issues such as this could also 

be flagged by inspecting dose difference maps and profile comparisons, there is no simple metric 

that can be used to track this for a large number of cases when using the gamma comparison. 

Instead, the differences predicted by the gradient-dose segmented analysis method could easily 

be stored for each case and reviewed regularly to watch for concerning trends.  

Finally, the ability of GDSA to predict changes in PTV mean doses between delivered plans 

without intentional errors and delivered plans with intentional errors was evaluated. For eight of 



312 

 

the nine cases delivered to the MapCHECK, the relative change in PTV mean predicted by GDSA 

was within 1% of the ground truth (from the TPS DVH). This further confirms that GDSA works 

well not only in calculation-only comparisons, but in real measurement scenarios as well. 

When planning to implement a new technique for IMRT QA comparisons in the clinic, one concern 

is if the new technique will increase the number of false positives in clinical IMRT QA comparisons, 

which could ultimately result in an increase in the physics workload. A method that fails too many 

plans when there is not actually a concerning dose discrepancy could lead to a large amount of 

time spent investigating, measuring, or even re-planning cases. However, it is equally important 

that the new comparison method does not pass too many plans that do indeed have considerable 

dose differences. For the 20 real MapCHECK measurements we found that the new GDSA 

method, using a ±3% change in PTV mean dose as a pass/fail metric, would not have failed any 

case that passed IMRT QA with the standard 3%/3mm TH 10 (global) 90% pixels passing 

criterion. We also evaluated the number of false negatives and false positives for the GDSA 

method using the calculation-only comparison data from Chapter V. For the MapCHECK and 

Delta 4 geometries, assuming a pass/fail threshold of ±3% change in PTV mean dose, the number 

of false positives and more importantly, false negatives are very low which is important to consider 

when implementing this method clinically. False positive rates and false negative rates from the 

training dataset in Chapter V (n=480) are shown for GDSA and three different gamma criteria for 

IMRT cases and VMAT cases in Table 6-6 and Table 6-7, respectively. 

Table 6-6. False negative and false positive rates for IMRT cases on each device are shown for the gradient 
segmented method and three different gamma criteria given a threshold of ±3% for change in PTV mean dose. 

IMRT Cases 

 False Negative Rate (FN / 480)  False Positive Rate (FP / 480) 

 ArcCHECK MapCHECK Delta 4  ArcCHECK MapCHECK Delta 4 

GDSA 4.8 % 1.3 % 2.5 %  9.2 % 4.4 % 2.5 % 

3%/3mm TH 10 (G) 95% 7.9 % 1.9 % 7.1 %  10.6 % 17.1 % 10.2 % 

3%/3mm TH 10 (L) 95% 0.3 % 1.9 % 2.1 %  23.3 % 17.1 % 17.9 % 

2%/2mm TH 10 (G) 95% 0.8 % 1.5 % 1.0 %  24.8 % 17.9 % 24.0 % 
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Table 6-7. False negative and false positive rates for VMAT cases on each device are shown for the gradient 
segmented method and three different gamma criteria given a threshold of ±3% for change in PTV mean dose. 

VMAT Cases 

 False Negative Rate (FN / 480)  False Positive Rate (FP / 480) 

 ArcCHECK MapCHECK Delta 4  ArcCHECK MapCHECK Delta 4 

GDSA 3.5 % 3.1 % 2.9 %  5.4 % 1.3 % 1.5 % 

3%/3mm TH 10 (G) 95% 14.0 % 5.6 % 3. 8 %  11.0 % 12.5 % 15.2 % 

3%/3mm TH 10 (L) 95% 1.5 % 1.7 % 0.4 %  19.4 % 20.6 % 27.1 % 

2%/2mm TH 10 (G) 95% 3.5 % 0.2 % 0.0 %  21.3 % 23.8 % 28.3 % 

 

Most importantly, GDSA has fewer false negatives and false positives compared to the most 

commonly used criterion of 3%/3mm TH 10 (global). As gamma criteria are tightened, the number 

of false negatives decreases, but this also causes a rise in false positives which often precludes 

the use of stricter gamma criteria in many clinics. This is where the GDSA method appears to 

have an advantage in that the number of false positives always appears lower than that of the 

three listed gamma criteria. In general, the rate of false positives and false negatives for GDSA 

are all under 5% for MapCHECK and Delta 4 geometries across both delivery types. This shows 

that if this method were to be implemented clinically, it is not likely to have a noticeable impact on 

the clinical physics workflow, which is highly desirable when introducing a new technique into the 

clinic. However, as clinics investigate the use of GDSA for IMRT QA comparisons, it is likely 

prudent to use both the gamma comparison technique and GDSA in tandem over an extended 

period of time.  

In developing a new technique for evaluating IMRT QA comparisons, this new method would 

ideally, 

i. Offer more clinically meaningful results than current methods 

ii. Increase sensitivity and specificity to errors compared to current methods 

iii. Not increase clinical physics workload, either from the time spent analyzing the data or 

by increasing the number of false positives that would require investigation/re-planning 
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iv. Be simple enough to easily implement in other clinics or in vendor software 

While we have met these benchmarks, it is our hope that this work is only the beginning of moving 

toward more meaningful comparisons in patient-specific IMRT QA and has presented one new 

way of beginning to evaluate these complex dose distributions. Further validation of this method, 

particularly third-party and vendor validation of appropriate dose and gradient thresholds is 

appropriate moving forward, as well as extending this analysis to other measurement scenarios, 

such as portal dosimetry IMRT QA comparisons. However, this method is simple enough to be 

easily replicated by other clinics or in vendor software. This method also only requires one 

additional piece of information from the end-user, the dose per fraction, which is used for 

normalizing the gradient maps. The other information required for GDSA, the 3D calculated dose 

and the measured dose, is already required to perform gamma comparisons, and thus 

implementing this method should not require any foreseeable increase in time spent analyzing 

the data.  

One limitation of this method is its relatively poorer performance in ArcCHECK measurements. 

While it still performed better than the gamma comparison, the increases in sensitivity and 

specificity, as well as the ability to properly predict the true changes in PTV mean dose, were not 

as straightforward as they were in the Delta 4 and MapCHECK geometries. Additionally, it 

appears the gamma comparison in the ArcCHECK is less sensitive and specific than in the planar-

type geometries, suggesting that a separate type of analysis may be required for this unique 

measurement geometry. Another limitation here is the difficulty in validating these results in real 

patient measurements, due to the lack of a ground truth in all IMRT QA measurements.  

VI.E. Conclusions 

The work in this chapter has validated the gradient-dose segmented (GDSA) method for clinical 

use. In evaluating real MapCHECK measurements it was found that the GDSA method is unlikely 

to cause an increase in clinical IMRT QA failures when using a 2-3% threshold for change in PTV 
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mean as the pass/fail metric. Not surprisingly, gamma passing rates for 2%/2mm TH 10 (G) and 

3%/3mm TH 10 (G) did not correlate with GDSA results. Errors were also introduced in a subset 

of real plan deliveries and measured with the MapCHECK to evaluate the ability of GDSA to 

predict the relative changes in PTV mean dose between error-induced plans and error-free plans. 

For all but one case, GDSA predicted the true change in PTV mean to within 1% of the true 

change in PTV mean predicted by the TPS DVHs.  

Finally, the GDSA method using the dose and gradient thresholds selected in Chapter V was 

evaluated for a validation cohort of 25 IMRT and 25 VMAT cases, different from those utilized in 

Chapter V. Calculation-only comparisons for all three detector geometries (ArcCHECK, 

MapCHECK, and Delta 4) showed markedly similar results to those obtained in Chapter V, which 

further confirms the dose and gradient thresholds selected in Chapter V for each device and 

delivery technique to be appropriate.  While GDSA performs relatively worse for the ArcCHECK 

geometry compared to planar-type arrays, GDSA offers slightly better accuracy as a binary 

pass/fail metric when compared to gamma for the ArcCHECK. For MapCHECK and Delta 4 

geometries, the correlations between predicted change in PTV mean (from the GDSA method) 

compared to the true change in PTV mean doses (from the TPS DVHs) closely matched the 

results presented in Chapter V. As before, correlations for these geometries exhibited a clear 1:1 

relationship between predicted and true change in PTV mean dose, with Pearson correlation 

coefficients exceeding 0.9 for Delta 4 and MapCHECK geometries. Additionally, ROC analyses 

showed similar AUC values between the training dataset in Chapter V and the validation dataset 

in this chapter when evaluating GDSA as a binary pass/fail metric 

We have shown that the GDSA method works well for a large range of case types and range of 

induced errors of varying magnitude. This method offers more clinically meaningful results with 

improved sensitivity to errors compared to current IMRT QA comparisons performed with the 

gamma comparison.  
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Chapter 3                                      Chapter VII.  

Summary 

Each year in the United States, millions of patients receive radiation therapy treatment for cancer. 

Radiation therapy utilizes focused beams of high-energy particles to induce cell death, with the 

goal of reducing or eliminating tumor burden. The delivery of this treatment requires a multitude 

of safety checks in the treatment planning and delivery process in order to ensure that patient 

treatments are delivered without deviations that could cause harm. Since plans are complex in 

nature, unexpected deviations can occur from a variety of sources ranging from limitations in 

calculation algorithms, machine delivery limitations, corrupted delivery files, to human error.  In 

particular, when patients are treated with intensity modulated fields, one important pre-treatment 

safety check is to deliver the plan to an array of detectors and compare the measurement to a 

calculation on the same detector geometry in the treatment planning system (TPS). This process 

is called patient-specific quality assurance, or intensity modulated radiation therapy quality 

assurance (IMRT QA).  

The most commonly used method for analyzing IMRT QA comparisons, the gamma comparison, 

has been called into question in recent years due to difficulty in interpreting the results and 

numerous publications illustrating that large errors can go undetected with commonly used 

gamma criteria. A wide variety of measurement devices with very distinct geometries and spatial 

sampling are in clinical use, which are likely to have unique effects on error sensitivity with the 

gamma comparison. Beyond this, different delivery techniques may also have differing error 

sensitivities for each measurement device. The independent effects of these factors on the 

sensitivity for current IMRT QA comparisons and how to develop more sensitive and clinically 

meaningful metrics were the focus of this work.   
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Chapter I introduced the range of detector geometries available for clinical use, as well as various 

analysis techniques for determining if a patient’s plan is free of clinically significant errors. The 

most commonly used comparison technique, the gamma comparison, allows the user to quickly 

evaluate a QA comparison result based on the percentage of comparison points that pass or fail 

this gamma metric. While the gamma comparison remains the standard by which the majority of 

IMRT QA comparisons are evaluated, it is also well-known that this metric is 1) difficult to interpret 

2) does not relate to clinically meaningful endpoints and 3) can be insensitive to large errors for 

certain gamma criteria. The end of Chapter I outlines current gaps in knowledge, how this work 

aims to elucidate the effects of various factors potentially affecting error sensitivity in IMRT QA, 

as well as methods to improve error sensitivity in IMRT QA.  

In order to objectively quantify the sensitivity of many different gamma criteria, Chapter II 

presented the error curve method. The error curve method was utilized to analyze the error 

sensitivity of 36 different combinations of gamma criteria to induced errors of varying magnitude 

in ArcCHECK comparisons. This method allowed a quantitative understanding of gamma 

comparison sensitivity by reporting the range of errors passing a given gamma criterion. Results 

from this chapter showed that for ArcCHECK IMRT cases, higher dose thresholds increased error 

sensitivity. Additionally, these results showed that surprisingly large errors exceeding 10% in MU 

and ±1 cm random MLC errors could pass IMRT QA using the most common gamma criterion of 

3%/3mm TH 10 (global).  

Since a range of measurement devices are available for clinical IMRT QA, three devices were 

studied in all subsequent chapters to evaluate differences in sensitivity. The effects of detector 

geometry, detector spatial sampling, and delivery technique on gamma comparison error 

sensitivity have not been independently evaluated up to this point. Thus, the work in Chapter III 

separates these effects with the use of extensive in-house developed MATLAB gamma 

comparison code for three detector devices – ArcCHECK, MapCHECK, and Delta 4 – and a 
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carefully selected cohort of 20 IMRT and 20 VMAT cases, matched for similar field sizes and plan 

complexity. Gamma comparison error sensitivity for five different induced error types was 

evaluated with all devices at a spatial sampling of 1mm and also at the real spatial sampling of 

the device to separate the effects of detector geometry and detector spatial sampling. While 

particular detector geometries showed different sensitivities to different error types for 1mm vs. 

1mm comparisons, decreasing the spatial sampling of each device did not noticeably reduce error 

sensitivity for any of the studied devices. Thus, it is likely that device geometry, and not differences 

in spatial sampling, is a more important factor in gamma comparison sensitivity. It was also found 

that locally normalized comparisons with a 10% low dose threshold offered similar error sensitivity 

between devices. However, for commonly used gamma criteria such as 3%/3mm TH 10 (global), 

the Delta 4 typically achieved the highest sensitivity to most induced errors. Finally, differences in 

VMAT and IMRT deliveries were evaluated, showing that for most of the induced errors studied, 

errors were more difficult to detect in VMAT deliveries than in IMRT deliveries. While current 

guidance documents have recommended the use of a universal gamma criterion for all IMRT QA 

comparisons, these results suggest that delivery- and detector-specific gamma criteria may be 

appropriate.  

Chapter IV utilized a variety of manufactured test fields and patient plans to investigate patterns 

of gamma failures as increasingly larger errors were induced in these plans. Gamma failures 

appeared most readily in low-gradient regions of the field whereas regions of high gradients did 

not cause gamma failures for even very large magnitude errors. The results from this chapter 

suggested that comparison points falling along high gradients may be partly responsible for 

gamma comparison insensitivity. Additionally, the relationship between high gradients and low 

gamma values was observed regardless of gamma normalization technique, induced error type, 

detector geometry, and plan type. If many measurement points fall on these high dose gradients, 

the number of diodes in real IMRT QA measurements that may be sensitive to errors could be 
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alarmingly low for some case measurements. This leads us to believe that gamma comparisons 

are likely limited in part by the complexity of overlapping gradients in composite IMRT QA 

measurements.  

Based on current limitations of gamma comparisons and the results from Chapter IV, Chapter V 

introduced a new method for comparing IMRT QA dose distributions. This new method, gradient-

dose segmented analysis (GDSA), was developed considering the three detector geometries 

studied in previous chapters – ArcCHECK, MapCHECK, and Delta 4 – for both VMAT and IMRT 

delivery techniques. In developing this new method, comparisons were first segmented into 

regions of high-gradient, high-dose low-gradient, and low-dose low-gradient. Dose difference 

histogram statistics were evaluated for each of these regions and analyzed to determine if any 

dose difference histogram metrics could predict changes in 11 different DVH metrics. With the 

use of over 180,000 comparisons, device- and delivery-specific dose and gradient thresholds 

were selected for segmenting dose and gradient maps. Most notably, the mean local dose 

differences in high-dose low-gradient regions of the phantom comparisons predicted real changes 

in PTV mean in the patient geometry with a nearly 1:1 correlation. This new method, gradient-

dose segmented analysis (GDSA), was not only able to yield more clinically meaningful results, 

but also showed increased accuracy as a binary metric when compared to five different gamma 

criteria. The predicted change in PTV mean dose versus the true change in PTV mean was 

predicted best in MapCHECK and Delta 4 geometries, with Pearson correlation coefficients 

typically exceeding 0.9. GDSA performed relatively poorer for the ArcCHECK geometry, but still 

offered an improvement in error sensitivity compared to gamma for this measurement geometry. 

These results, as well as results from previous chapters suggest that analysis of ArcCHECK data 

may require different considerations and perhaps modified methods. 

Chapter VI evaluated GDSA results for real MapCHECK measurements and showed that GDSA 

would be unlikely to cause increased rates of IMRT QA plan failures in the clinic when using a 2% 
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or 3% change in PTV mean as a pass/fail threshold. A handful of cases would have failed QA if 

using a GDSA pass/fail metric of 2% change in PTV mean dose, whereas a looser threshold of 

3% would not cause any failures of these plan cases. Likewise, the 3%/3mm TH 10 (global) 

gamma criterion would not have caused failure of any of these plans. Real MapCHECK plans 

were also delivered with intentional errors in Chapter VI, and the relative difference in PTV mean 

predicted by GDSA and the TPS DVHs (ground truth) was evaluated. For all but one case, the 

differences between predicted change in PTV mean between the error-free and error-induced 

real plan deliveries for GDSA compared to the TPS DVHs was less than 1%, showing the utility 

of GDSA for real measurements.   

Since Chapter V utilized a cohort of 480 error-induced IMRT plans and 480 error-induced VMAT 

plans as a training dataset to select the best dose and gradient thresholds for segmenting 

comparisons, a smaller validation dataset was evaluated in Chapter VI consisting of 50 error-

induced IMRT plans and 50 error-induced VMAT plans on the three studied devices. Results 

using the dose and gradient thresholds from Chapter V showed markedly similar results, 

suggesting that the GDSA method with the chosen dose and gradient thresholds works 

remarkably well for many different case types.  

This dissertation has focused on several aspects of IMRT QA. First, we have presented a new 

method for objectively quantifying gamma comparison sensitivity, the error curve method, which 

is applicable for any combination of detector device and gamma criterion. The error curve method 

allows the evaluation of the magnitude of errors that can pass QA as opposed to simply reporting 

the percent pixels passing in the presence of an induced error. Secondly, we have elucidated 

sensitivity differences between three unique detector geometries and two very different delivery 

techniques in a way that removes differences in spatial sampling and uncertainties from real 

measurements. Additionally, a study of the effects of spatial sampling for each device and delivery 

technique illustrates that sparse spatial sampling is unlikely the main factor driving gamma 
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comparison insensitivity. Rather, comparisons between gamma value maps and gradient maps 

of the composite dose distributions on the phantom geometries suggest that the complexity of 

gradients in current comparisons limits gamma comparison error sensitivity. Finally, we have 

introduced a new method, gradient-dose segmented analysis (GDSA), for the analysis of IMRT 

QA comparisons. GDSA predicts the change in PTV mean dose using only information from the 

measurement and calculation in the phantom geometry. GDSA not only offers more clinically 

meaningful results than current methods, but also shows improved sensitivity and specificity as a 

binary test compared to the gamma comparison. Additionally, the use of GDSA in the clinic would 

not require an increase in time spent analyzing QA comparisons, which is an important 

consideration for implementation in the busy atmosphere of Radiation Oncology clinics.  

The results from this work may aid in refining and improving error sensitivity of current IMRT QA 

comparisons, whether it be by selecting more appropriate device-specific gamma criteria, or with 

the clinical use of GDSA for IMRT QA comparisons. Future work may involve a more in-depth 

analysis of current gamma comparison limitations in analyzing ArcCHECK data, as well as 

modifications to the GDSA method that account for this unique detector geometry. The extension 

of GDSA to other measurement devices is straightforward and would simply require a study to 

determine the appropriate dose and gradient thresholds for devices other than those studied here. 

Further development of GDSA analysis may also allow the prediction of other relevant DVH 

metrics. The use of both the gamma comparison results from this work and the introduction of the 

GDSA will help to advance our understanding of current IMRT QA comparisons and allow more 

sensitive and clinically meaningful comparisons moving forward. 

 

 

 




