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Water distribution systems are vital to the well-being of communities because they 

contribute to the functionality of all other infrastructure and lifeline systems. Earthquakes and 

other natural hazards can cause damage to the components of a water distribution system, 

causing far-reaching socioeconomic consequences. This research begins with the development 

of  an end-to-end simulation framework to model post-earthquake functional loss and 

restoration of a water system, which encompasses seismic hazard characterization, component 

damage assessment, hydraulic performance evaluation, and network restoration modeling. The 

modeling framework is validated using data from the 2014 South Napa Earthquake and 

extended to a hypothetical scenario. The end-to-end simulation framework is then extended to 

consider stochastic event set assessments of the water network using the UCERF2 (Uniform 

California Earthquake Rupture Forecast, Version 2) earthquake rupture forecast model. Given 

that the end-to-end performance evaluation of distributed infrastructure for a large set of events 

is computationally expensive, a framework that uses Active learning to select a subset of 

ground motion maps and associated occurrence rates that reasonably estimates the water 
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network risk is also developed. To deal with the temporal complexities that are embedded in 

the post-earthquake restoration process, a dynamic updating methodology is developed to 

reduce uncertainties in the outcomes of post-event recovery forecasts using Bayesian 

Inferencing, by exploiting real-time data. The specific example of updating predictions (post-

earthquake functional recovery forecasts including total recovery time and complete recovery 

trajectory) is presented and validated on a real pipe network (Napa water system) and event 

(2014 earthquake and recovery). Ultimately, the frameworks and models developed as part of 

this work can inform risk-based decision making and resilience planning of water networks 

and other lifeline systems.  
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CHAPTER 1 Introduction 

1.1 Motivation and Background 

Critical infrastructure systems, such as electric power, water, gas and transportation networks 

(so-called lifeline networks) play a vital role in modern society by supporting all sectors of the 

economy. A common feature of lifeline systems is that often comprised of many physically and 

functionally interdependent components that are distributed over large geographic areas. As such, 

damage to one or a few components can have cascading effects on the functionality of the system 

as a whole. For example, the widespread blackout in India in 2012 interrupted train and retail 

operation, crippled potable water delivery, trapped 200 miners, and impacted health care services 

[1]. Along with the cascading effect, prolonged disruption of networks is considered one of the 

primary factors for socio-economic losses in disasters [2–4]. In light of this, modeling is one 

critical research advancement necessary for understanding and quantifying complex processes 

driving post-disaster recovery and a myriad of influences on the decision and outcome trajectories 

over time.  

Natural hazards are one of the primary threats to distributed infrastructure systems. Some 

hazards such as tornados, which tend to have a relatively small spatial footprint, can damage one 

or a few components that may or may not be critical to the system-level performance. On the other 

hand, hazards that have regional-scale impacts (e.g. earthquakes) can damage large numbers of 

components and are therefore more likely to significantly disrupt the functionality of the system. 

Regardless of the type of event, risk assessment is a key part of the plans to mitigate the disruptive 

impacts of natural hazards on infrastructure systems.  

Risk assessment studies aim to answer three core questions: (i) what can go wrong?, (ii) what 

is the likelihood of such a disruptive scenario?, and (iii) what are the consequences of such a 

scenario? [5]. Risk management strategies have traditionally focused on reducing the likelihood 

of disruptive events and reducing the potential consequences of the event, as well as the synthesis 

of both. Broadly, these strategies emphasize on two mitigation options: (i) prevention: designing 

systems to avoid or withstand disrupting events, and (ii) protection: designing systems to detect 

the disruptive event early enough to execute an appropriate response. In the case of natural hazards 
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like earthquakes, detection systems following protection strategy are not efficient enough to 

execute appropriate response as they provide few to tens of seconds warning. The potential use of 

these warning systems at personal and institutional levels is discussed in Kanamori (2005). The 

advent of recent large-scale events, Hurricane Sandy [7], Hurricane Isabel [8], 2011 9.0 magnitude 

earthquake and Tsunami in Japan [9] have shown the loss of life and global disruption to lifeline 

systems. Department of Homeland Security, along with other institutions, has placed emphasis on 

resilience through preparedness, response, and recovery [10,11].  

The word resilience is derived from the Latin word “resiliere”, which means to “bounce back”. 

It is defined by the National Academies of Science as “the ability to prepare and plan for, absorb, 

recovery from, and successfully adapt to adverse events” [12]. Readers are referred to Hosseini et 

al. (2016) for definitions of resilience across multiple disciplines. Hosseini et al. (2016) in his 

review paper on resilience metrics, identified four domains of resilience: (i) organizational: 

organizational resilience is the ability of an organization to absorb strain and improve functioning 

despite the presence of adversity [14], (ii) social: social resilience is comprised of coping 

capacities, adaptive capacities and transformative capacities [15], (iii) economic: economic 

resilience is the inherent ability and adaptive response that enables firms and regions to avoid 

maximum potential losses [3], (iv) engineering: engineering resilience is defined as the sum of the 

passive survival rate (reliability) and proactive survival rate (restoration) [16]. 

For engineering systems, quantitative resilience assessment approaches are of more interest 

than qualitative resilience assessment approaches. General resilience measures provide a 

quantitative approach to assess resilience of a system by measuring its performance. These general 

measures are broadly characterized as deterministic and stochastic, each of which have been used 

to describe static and dynamic system behavior [13]. For road networks, two common performance 

metrics are connectivity [17,18] and flow capacity [19]. For power networks, widely used 

performance measures are connectivity [20], serviceability ratio [21], power system flow [22], and 

recovery time of electrical network [23]. For water networks, hydraulic power capacity [24] which 

is an indicator of system performance, minimum surplus head [25] which is an indicator of system 

reliability, resilience index [26], modified resilience index [27],  connectivity [28,29], flow 

capacity [21], entropy-based measures, nodal-demand, and the total number of component failures 

system-wide [30–32].  
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This dissertation focuses on the seismic risk assessment of water distribution networks. In the 

last three decades, various models have been developed for characterizing and addressing the 

uncertainties in the seismic performance of water distribution networks. A widely used 

methodology is to utilize topological models of these networks in which nodes and links of the 

network are assigned a probability of failure conditioned on the ground motion intensity 

[21,28,33–37]. Failed nodes and links are removed from the network topology, and performance 

is assessed according to the connectivity between source and sink nodes. Another methodology is 

to use physics-based models which simulate the distribution of resources through the network 

according to the physical attributes of network components as well as the governing physical 

equations [38–42]. Network performance in these models is measured through the satisfaction of 

water demand at consumer modes in the network. Other models include the application of machine 

learning methods to predict network performance, which aims to be more aligned to physics-based 

models while reducing computational expense [43,44]. 

1.2 Objectives 

The objective of this study is to develop a probabilistic seismic risk analysis framework for 

water distribution systems that combines robust assessment of functionality with characterization 

of pre- and post-earthquake decisions and actions, socioeconomic vulnerability, and temporal 

processes. More specifically, the main objectives of the current study are outlined below:  

1. Create an end-to-end (hazard--damage--recovery--pressure-driven hydraulics) 

simulation platform for modeling the post-earthquake functional loss and recovery of 

water systems 

2. Develop pipe damage fragility functions using pipe damage data from the 2014 South 

Napa Earthquake 

3. Validate the post-earthquake restoration framework using pipe break and repair data 

from the 2014 South Napa Earthquake 

4. Formulate a methodology for conducting stochastic event-set based functional loss and 

restoration of water systems 
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5. Develop a framework for subset selection of hazard scenarios for infrastructure risk 

assessment 

6. Establish a framework for real-time updating of post-earthquake damage and 

restoration forecasts using Bayesian networks 

1.3 Organization and Outline  

The main body of the current study consists of five chapters. Most chapters are adopted from 

a research paper which is cited at the beginning of the chapter.  

Chapter 2 focuses on models for simulating post-earthquake functional loss and restoration of 

water distribution systems supporting the development and implementation of more informed 

resilience-enhancing strategies. The Discrete Event Simulation (DES) model along with pipe 

damage and repair data is used to hindcast the water system damage and functional loss, and 

restoration following the 2014 South Napa earthquake. By propagating the uncertainties in the 

damage to the network components (e.g., pipe) conditioned on the shaking intensity and the 

temporal (e.g., repair time) and resource-related (e.g., the number of inspection crews) variables, 

probabilistic descriptions of network component repair and water service restoration are generated. 

Event-based methods have been used to assess the risk of infrastructure systems by modeling 

the hazard, corresponding damage, and, in some cases, functional restoration. Chapter 3 discusses 

a stochastic event-set-based framework for simulating the post-earthquake functional loss and 

restoration of water distribution systems. The hazard-characterization stage of the methodology 

produces a set of maps with randomized realizations of the joint distribution of shaking intensity 

at locations coinciding with the network components. By coupling these ground motion intensities 

with component fragility functions, damage maps reflecting the physical impact to the pipe 

segments, pump stations, and tanks in the network, are produced. The post-earthquake functional 

restoration corresponding to each damage map is assessed by combining a process-based discrete 

event simulation (PBDES) model with pressure-driven hydraulic analysis. The outcome of this 

stage is the full recovery trajectory of the system measured in terms of the system serviceability 

index (SSI), which is used to quantify network performance in terms of rapidity and the immediate 

and cumulative loss of functionality. Dispersion disaggregation is used to isolate the individual 
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contributions of multiple random variables to the uncertainty bounds in the restoration trajectory. 

The framework is applied to the City of Napa’s water distribution system to assess its performance 

under a wide range of possible events. The proposed framework can be used as a resilience-based 

risk-informed decision-making tool to provide much-needed information to stakeholders and 

decision-makers. 

Stochastic event-based methods consider all hazard scenarios that could adversely impact the 

infrastructure. However, in many cases, such a comprehensive consideration of the possible hazard 

events requires high computational effort. Chapter 4 discusses an active learning framework to 

select a subset of hazard scenarios for infrastructure risk assessment. Uncertainty sampling is used 

to sample hazard scenarios that reasonably estimate the system risk, in turn reducing the 

computation expense. Active learning enables the efficient training of a machine learning 

algorithm by choosing the data from which it learns. The active learning framework is illustrated 

with a case study of the Napa water distribution system by sequentially selecting a subset of 

earthquake scenarios and using a variance reduction stopping criterion. The full probability 

distribution and annual exceedance curves of the network performance metrics are shown to be 

reasonably estimated.  

Motivated by the need to reduce the inherent uncertainties in the outcomes of DES model, 

Chapter 5 discusses a framework for dynamically updating post-earthquake functional recovery 

forecasts using Bayesian inferencing. The framework comprises of two models: (i) a Bayesian 

Network (BN) model which is used to provide estimates of the total recovery time and (ii) a 

process-based discrete event simulation (PBDES) model which is used to generate forecasts of the 

complete recovery trajectory.  Both models rely on component damage and temporal input 

parameters that are dynamically updated using Bayes theorem, as information becomes available 

throughout the recovery process. The effectiveness of the proposed framework is demonstrated 

through an application to the pipe network of the City of Napa water distribution system. More 

specifically, pipe damage and repair data from the 2014 earthquake are used as a point of 

comparison for the dynamic forecasts.  

Chapter 6 summarizes the findings of the previous chapters and discusses the limitations of 

the current study and opportunities to improve the methodologies and frameworks presented in the 

previous chapters.   
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CHAPTER 2 Hindcasting the Functional Loss and Restoration of 

the Napa Water System Following the 2014 Earthquake using 

Discrete Event Simulation 

This chapter is adopted from the following study: 

Tomar, A., Burton, H. V., Mosleh, A., and Lee, J. Y. (2020). “Hindcasting the Functional Loss 

and Restoration of the Napa Water System Following the 2014 Earthquake using Discrete Event 

Simulation,” ASCE Journal of Infrastructure Systems. 10.1061/(ASCE)IS.1943-555X.0000574 

2.1 Introduction 

 Lifeline infrastructure systems consist of a complex network of civil, structural, 

geotechnical, mechanical and electrical components. One type of lifeline, water systems, is 

especially vital to the well-being of communities since they are essential to public health and 

contribute to the functionality of all building clusters as well as other lifeline systems (e.g., energy 

and transportation systems). Earthquakes and other natural hazard events can cause damage to 

individual components of a water system leading to loss of service. The ensuing disruption has 

far-reaching consequences to the socioeconomic and overall well-being of a community. Prior 

studies on the economic losses caused by water service disruption suggest that the duration of 

functionality loss is just as critical as the geographical extent and severity of damage [45–50]. 

Therefore, models that capture the spatial distribution of component-level physical damage, and 

loss and restoration of functionality, are needed to develop effective risk mitigation strategies and 

emergency management plans for water systems.  

 The earliest efforts to model damage, functionality disruption and restoration of water 

systems used analytical representations of earthquake-induced impacts [51]. These “resource-

constrained” models considered the fragility of physical components in the damage assessment 

and the effect of the number, efficiency, and schedule of workers on service restoration. The 

primary model output was the number of customers without water service as a function of time. 

The resource-constrained modeling approach was later extended to include the prioritization of 

component repair sequences in earthquake-impacted water systems [52].  Stochastic process  [53] 
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and network models  [54] have also been used to assess post-earthquake restoration of lifeline 

systems.  

 Due to the increasing number of open source software tools and programming libraries, 

discrete event simulation (DES) has been used in several recent studies to model post-earthquake 

restoration of water systems. DES provides a customizable modular framework for representing 

multiple precedent-driven processes (e.g., component inspection, material acquisition, component 

repairs), resource constraints (e.g., the number of available inspectors), and conditional event 

triggering. The first DES model of a water system was developed by [55]. The model was used to 

simulate the post-earthquake restoration of the Los Angeles Department of Water and Power 

(LADWP) water distribution system. A calibration was performed using damage and restoration 

data from the 1994 Northridge earthquake. In a later study [37], the same authors used the DES 

model to evaluate the following strategies for reducing the duration of post-earthquake water 

restoration: maximizing groundwater pumping, connecting raw emergency water storage 

reservoirs and rationing water use. Luna et al. (2011) also used DES to model the post-earthquake 

recovery of water systems. The model was divided into four modules including damage simulation, 

capacity loss, resource estimation, and resource allocation. The methodology was applied to the 

trunk network of the Tokyo water system. Recovery curves describing the percent of customers 

with restored service as a function of time following the earthquake was the main model output. 

 The current study uses pipe damage, inspection and repair data from the 2014 South Napa 

earthquake to construct a DES model of the city’s water system. The model was developed in 

collaboration with the Napa Water Division (NWD). The acquired information includes the water 

network database, the pipe leaks, and breaks caused by the 2014 earthquake and the timing and 

sequencing of inspection and repairs. The DES model of the water network was used to hindcast 

the post-earthquake inspection and repair processes (Figure 2-1). Network-specific fragility 

functions were developed using pipeline damage data. Using the newly developed fragility 

functions and the validated DES framework, the damage, and restoration following a hypothetical 

magnitude 6.7 earthquake was assessed. The time-dependent performance of the network was 

quantified using the system serviceability index.  

 The integration of the employed dataset (from the 2014 Napa event), coordination with the 

agency in charge of managing the recovery and time-dependent pressure-driven hydraulic 

analyses, are what distinguishes the work presented in this paper from prior DES models of 
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earthquake impacts to water distribution systems [37,39,55–57]. Moreover, while [50] also 

conducted a hindcast study of the damage and restoration of the Napa water system following the 

2014 event, his model was based on a series of analytical equations and did not incorporate an 

explicit hydraulic analysis. The dependence of the water network performance on other lifeline 

systems (e.g. power) [57,58] is not considered in the current study. Also, this paper only focusses 

on the technical dimension of community resilience [59].  The interaction with other dimensions 

(e.g. social) [60,61] is not considered. The developed framework will be used as a planning tool 

by the Napa Water Division to evaluate a suite of “what-if” scenarios that capture variations in the 

scale of earthquake damage and the effect of pre- and post-earthquake mitigation measures. 

 

Figure 2-1 Schematic illustration of the interaction between the water network components, 

earthquake hazard, post-event restoration, and hydraulic simulation 

2.2 Description of Napa Water System and Impacts from 2014 Earthquake 

2.2.1 Description of Napa Water Network and Services 

 The NWD serves a population of about 88,000 people, via 25,000 service connections. A 

map of water service area showing key components of the system, the epicenter location for the 

2014 Napa earthquake and the West Napa fault geometry [62] are shown in Figure 2-2. The system 

includes 3 water treatment plants, about 612 km (380 mi) of pipeline (~7400 pipe segments), 15 

storage tanks with a total of 113,562 m3 (30-million-gallon) storage, 10 pump stations, 14 pressure 
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regulating stations, and is operated in 5 pressure zones. The distribution lines include main (762 

mm (30 inch) diameter), transmission (152.4 – 1066.8 mm (6-42 inch) diameter) and distribution 

pipes (203.2-762 mm (8-30 inch) diameter). Most pipes in the system are made from cast iron (CI) 

and ductile iron (DI), which make up 42% and 34% of the network, respectively. The other 

materials include asbestos cement (AC) (10%), steel (STL) (9%), polyvinyl chloride (PVC) (2%) 

and reinforced concrete (RC) (1%) [63].   

 The underground tanks (Hennessey and Lake View) are constructed using reinforced 

concrete, and steel tanks are used above ground. The capacity of the aboveground tanks ranges 

from 2.65 m3 (700 gallons) to 18,927 m3 (5 million gallons). The 10 pump stations serve about 

10% of the population and the remaining 90% of the population is served by gravity flow coming 

from the water treatment plants [63]. 

 The NWD relies on three major sources of water: Lake Hennessey (38,237,880 m3 (31000 

acre-ft)), the Milliken Reservoir (1726872 m3 (1400 acre-ft)) and the Storage Water Project (SWP) 

(27013212 m3 (21900 Acre-ft)). Lake Hennessey and the adjacent treatment plant are located 

approximately 21 km (13 mi) north of the city. The Milliken reservoir served as the City’s only 

water source until the construction of Conn Creek Dam (which retains Lake Hennessey) in 1946. 

However, the Milliken reservoir is only currently used during the high demand summer months. 

The SWP was established in 1966 and delivers water through the North Bay Aqueduct (NBA)  by 

diverting water from the Sacramento-San Joaquin Delta to two NBA terminal 5 MG reservoirs 

(built 2008) located at the Jamieson water treatment plant [63].   

 All potable water is extracted from the three surface water sources, and no groundwater is 

used. Of the total demand, approximately 53% is single-family residential, 16% is multifamily 

residential, and 15% is commercial. Approximately 14% is used by institutional facilities including 

landscaping, agriculture and construction and 2% is exported to the town of St. Helena. Water 

demand in the system peaks at about 94,635 m3 per day (25 million gallons per day (MGD))  during 

a hot spell in July and drops to about 26,498 m3 per day (7 MGD ) during the winter months [63]. 
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Figure 2-2 City of Napa Water Service Area with 2014 Earthquake Epicenter and Napa Fault 

System 

2.2.2 Impacts from 2014 Earthquake 

 On August 24, 2014, a M 6.0 earthquake struck South Napa, causing damage to buildings 

and lifeline systems in the cities on Napa, American Canyon, and Vallejo. The epicenter was 

located approximately 8 km south-southwest at N 38.22 W 122.13, and the hypocenter was 11.3 

km deep. Two fatalities were directly attributed to the earthquake, and there were three hundred 

injuries. Residential buildings accounted for most of the approximately 2,000 structures that 

experienced damage that could be described as moderate to severe. An estimated  $500 million to 

$1 billion in economic losses was attributed to the earthquake [64]. 

 According to data provided by the NWD, 250 pipe leaks (211 pipe segments since some 

pipes suffered multiple leaks) occurred as a result of the 2014 earthquake. Figure 2-3 shows the 

distributions of peak ground velocity (PGV) and pipes damaged during the 2014 event. Kriging 

was used to interpolate the ground motion intensities from the recorded sites 

(www.strongmotioncenter.org) [65] to the pipe locations [66]. The PGV values shown in Figure 

http://www.strongmotioncenter.org/
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2-3a range from 2.5 cm/s to 88 cm/s. The spatial distribution of pipe leaks is shown in Figure 2-3b, 

where it can be observed that much of the damage is concentrated in the west side of downtown 

Napa. Prior reports summarizing the effects of the earthquake on the water system have suggested 

the possibility that some pipe damage was caused by ground strains and permanent ground 

deformation [64,67,68], specifically in Browns Valley and North of Napa Valley, which are areas 

with moderate to high susceptibility to liquefaction. However, only two cases of damage induced 

by permanent ground deformation were definitively identified, one of which was the main 

transmission line from the Milliken source that suffered damage due to a rockslide. The 

inconsistency between the spatial distribution of PGV and pipe damage is attributed to the fact that 

pipe type/age, soil conditions and the occurrence of rockslide, which are not explicitly considered 

in this study, also affected the damage distribution. One water main leak impaired the firefighting 

efforts at the largest of six fires that occurred due to the earthquake [69]. Figure 2-4 shows the 

distribution of pipe damage based on material. Approximately 75% of the damaged pipes were 

made from CI and the remaining 25% are made from AC (7%), PVC (less than 1%), DI (12%), 

STL (5%) and other unknown materials (mostly reinforced concrete) (less than 1%). A one 

million-gallon capacity steel tank located in Browns Valley suffered damage to the roof due to the 

sloshing of water during earthquake shaking. The tank also drained rapidly after the earthquake 

due to a leak in a nearby pipeline. No damage to pumping stations and treatment plants were 

reported [67].  

 The city of Napa benefitted from the redundancy in the water supply system during the 

periods following the 2014 earthquake. More specifically, the City’s decision to maintain the flow 

from both Lake Hennessey and the SWP meant that, despite the damage to pipelines and storage 

tanks, there was minimal disruption to potable water service. Pipe leaks were repaired relatively 

quickly with 120 leaks fixed in 5 days, and during that time, only 5% of the customers were without 

water. The city of Napa was aided by regional utilities through the CalWARN system. The 

participating utilities included Alameda County Water District (1 truck/crew), City of Fairfield (1 

truck/ 2 crews), Contra Costa Water District (1 truck/crew) and East Bay Municipal Utility District 

(5 truck/crew). The crews arrived with their trucks and equipment, fully stocked with spare parts 

and NWD employees guided them during the process. Within a day of the earthquake, NWD was 

able to assemble repair materials (e.g., pipe, repair clamps, fittings) valued at approximately 
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$250,000. Within a month after the earthquake, the roof system of the damaged tank was replaced 

[64].  

 

Figure 2-3 (a) peak ground velocity (PGV in cm/s) and (b) pipes damaged (leaks) during the 

2014 South Napa Earthquake   

 

Figure 2-4 Percentage of total damaged pipes based on material 
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2.3 Discrete Event Simulation Model for Napa Water System 

2.3.1 Overview of Modeling Framework 

 Discrete event simulation (DES) is used to model the earthquake-induced disruption and 

functional restoration of the Napa Water system where full or 100% functionality is taken as the 

state where the repairs to all damaged components have been completed [59]. DES models 

represent the behavior of a complex system as a sequence of events that occur at discrete points in 

time (Fishman 1978). The core elements of DES models include entities, attributes, events, 

resources and time. Entities are used to represent specific objects (or concepts) within the system, 

which can be animate or inanimate. These entities have attributes, experience events and consume 

resources over time. Attributes are a set of features that are specific to each entity, the accumulation 

of which defines the state of that entity at any given point in time. Events are occurrences that can 

affect the state of an entity and resources are used to represent finite or infinite goods that provide 

services to entities [72]. It is worth noting that, since no state changes occur between events, no 

computations are needed between consecutive events, which makes the DES approach 

computationally efficient relative to continuous simulation methods [70]. All entities reside in an 

environment, where they interact with events, processes, and resources. The DES modeling 

approach was adopted for the current study because it enables explicit representation of the 

resources, processes (a series of events), and variables needed to restore water service. The 

introduction of external resources from nearby areas or mutual aid agreements can also be included 

in the proposed DES model [73].  

 The components of a water network (e.g., pipes, tanks, and pumps) are represented as 

entities in the DES model. These components can be damaged as a result of ground shaking and 

displacement during an earthquake, which is modeled as an event. The first main step in the overall 

recovery is the initiation of component inspections (modeled as a process), whereby the crews 

(resources) travel to various network-components and perform inspections within some duration 

(inspection timeout event). If the damage is encountered, the component is reported to a repair 

crew who performs the repairs, which are also modeled processes. The crew then travels to the 

damaged component and performs the necessary repairs within some duration (repair timeout 

event). The rate of inspections and repairs is generally high during the period immediately 

following the earthquake because the affected jurisdiction receives assistance from those nearby. 
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As time progresses, this assistance is reduced (modeled as a reduction in resources, i.e., decrease 

in inspection crews and repair crews after the earthquake). 

 A schematic representation of the Napa water system DES model is shown in Figure 2-5. 

The physical components of the system (e.g., pipes, tanks, reservoirs, pumps) are represented as 

entities, and inspection crews, repair crews, and repair material are represented as resources. 

Variables are used to define the state of the system as a whole or are attributes that are associated 

with specific entities. Examples of pipe variables include its damage status, the date and time that 

damage, inspection, and repairs occur, and the pipe material. During the simulation, variable 

changes are tracked as a function of time. An event (inspection or repair) updates the value of 

variables. This one-to-one mapping between the physical entities and their abstraction within the 

simulation model minimizes the use of simplifying assumptions. The Python-based SimPy [74] 

process-based DES (PBDES) is implemented to model post-earthquake restoration of the water 

system. Within the PBDES framework, a sequence of events is represented as a process. For 

example, the start and end of a pipe inspection represent two events that, together, make up a single 

process. Repair processes are defined in a similar manner. Figure 2-6 illustrates the timing and 

occurrence of a set of discrete events for a hypothetical two-pipe water system with two inspection 

crews and one repair crew. Each state represents a snapshot of the attributes of the entities at 

different points in time. At State 1, an earthquake occurs, which causes no damage to pipe 1 and a 

leak in pipe 2. The inspection process begins to interact with pipes and to check for damage at 

State 2. State 3 represents the completion of the inspection process, and it is reported that there is 

no damage to pipe 1 and a leak in pipe 2. At State 4, the repair process begins to interact with pipes 

to repair the leak in pipe 2. The repair process is completed at State 5, after which, both pipes have 

no damage. 
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Figure 2-5 Schematic representation of DES modeling framework 
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Figure 2-6 Schematic illustration of the timing and occurrence of a set of discrete events 

(and their associated processes) for a hypothetical two-pipe water distribution system 

2.4 Replicating the Recovery following 2014 Earthquake 

Using the data provided by NWD, the PBDES (inspection and repairs) model was tuned to 

obtain a reasonable match between the observed and simulated recovery. More specifically, NWD 

provided both qualitative and quantitative information regarding the type of damage, scheduling 

of inspection and repair crews, duration of pipe inspection and repairs and hydraulic performance 

during the 2014 event. The DES model was then constructed using the relevant NWD information 

as inputs (e.g., average pipe inspection and repair duration) and manually tuned (by varying the 
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crew reduction scheduled) to match the observed the pipe inspection and repair trajectories. NWD 

noted that the sequencing of inspections was informed by public outreach (i.e. residents reported 

leaking pipes and low water pressure) and the repairs are based on the observed distribution of 

pipe damage shown in Figure 2-3b. They also noted that $250,000 worth of repair material was 

ordered on the day immediately following the earthquake. Therefore, material availability was not 

a constraint during the restoration process and therefore not considered in the current DES model. 

At the start of the DES, the inspection process interacts with all pipes and reports the ones that 

are damaged in terms of leaks and breaks to the repair process. It is assumed that the pipe damage 

is communicated to the repair process immediately after it is encountered without any time-lag. 

The inspection process proceeds by randomly sampling from the set of uninspected pipes and 

reporting its damage status. Note that this random sampling doesn’t account for spatial proximity. 

However, the assumption is based on discussions with the NWD, who indicated that the 

sequencing of the pipe inspections and repairs after the 2014 event was largely driven by calls 

from customers. If a pipe is found to be damaged, it is added to the queue of reported pipe damage. 

The inspection process is constrained by the number of crews and for a single pipe, can only begin 

between the hours of 9 a.m. to 6 p.m. However, it is possible for an inspection to extend outside 

of this time-window if the start-time is prior to but close to 6 p.m. The repair process begins 

immediately after the first pipe is added to the queue of reported pipe damage and starts the repair 

of that pipe. Like inspection, the repair process is constrained by the number of crews and the start-

time for a single pipe is always within the hours of 9 a.m. and 6 p.m. As all the pipe damage in the 

2014 South Napa earthquake were leaks, for the calibration exercise, the pipe inspection and repair 

times for leaks are taken as 1 hour and 3 hours, respectively. It was further assumed that 100 

inspection crews and 10 repair crews are available immediately following the earthquake. These 

assumptions are intended to capture the unplanned timing of inspections and repairs following the 

event, which were largely driven by customer notifications about leaks and service outages. Then, 

the crew-numbers are incrementally reduced after each 5-day interval until only 2 of each remain 

as shown in Table 2-1. As noted earlier, this crew-reduction schedule serves as the primary means 

of iteratively “tuning” the PBDES model to match the observed inspection and repair trajectory. 

Again, based on discussions with NWD, the final schedule shown in Table 2-1 is generally 

consistent with the actual occurrences following the 2014 event. 
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Table 2-1 Inspection and repair crew reduction during the first 30 days after the 2014 event 

Days After 

the 

Earthquake

Number of 

Inspection 

Crews

Number of 

Repair 

Crews

Day 0 100 10

Day 5 90 10

Day 10 72 6

Day 15 42 6

Day 20 21 3

Day 30 8 2
 

Figure 2-7 compares the actual and simulated recovery, which is quantified based on the 

number of pipes repaired as a function of time. The higher slope of the curve during the initial 

days of the recovery represents the higher number of participating inspection and repair crews 

during that period. As noted earlier, the number of crews is gradually reduced over a thirty-day 

period, which in turn reduces the rate of recovery. This is evidenced by the lower slope of the 

recovery curve in later periods following the earthquake. The differences between the actual and 

simulated recovery curve represent the differences between the actual and modeled inspection and 

repair time and crew reduction schedule. 

 

Figure 2-7 Comparing the simulated and observed progression of repairs following the 2014 

event 
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2.5 Development of Pipe Damage Fragility Functions using Data from the 2014 

South Napa Earthquake 

Damage to the water system components can be caused by permanent ground deformation or 

seismic wave propagation. Seismic wave propagation causes (transient) ground strain and 

curvature in pipes, which can lead to damage. Most pipe damage is caused by transient ground 

strain unless the pipelines are in locations where there are unstable slopes, poorly compacted fill 

or liquefiable soil [75]. Examples of permanent ground deformation include landslides, surface 

faulting, settlement, or liquefaction-induced lateral spreading. Among the various seismic intensity 

measures, PGV has been found to have the highest correlation with wave propagation induced pipe 

damage [76–78]. Moreover, PGV has been shown to be correlated with axial soil strains caused 

by seismic wave propagation [79]. Like most prior studies on the seismic performance of water 

distribution systems [21,78,80–82], PGV is used as the intensity measure in the current study and 

permanent ground deformation (e.g. liquefaction, landslides) is not considered. 

Fragility curves are used in seismic risk assessment to provide a probabilistic link between the 

predicted ground motion intensities and the damaging effects on the built environment [83]. 

Earthquake-induced damage to the components of a water network can be probabilistically 

estimated using fragility curves. The possibility of component damage can be described using two 

or more mutually exclusive and collectively exhaustive states. For instance, a pipe subjected to 

earthquake shaking can be described as undamaged, broken or having a major or minor leak. For 

pipe fragility functions, empirical relations are developed that give the expected repair rates due 

to ground motion (quantified in terms of PGV) The American Lifelines Alliance (ALA) has 

formulated seismic fragility functions for water system components. Damage to above ground 

pumps, tanks, and tunnels is often estimated using PGA, while PGV and repair rate (RR) (the 

number of repairs needed per unit length) are most used for damage to buried pipes caused by 

seismic wave propagation [84]. For a pipe segment of length 𝐿 with a given 𝑅𝑅, the probability 

that 𝑛 repairs are needed is estimated using a Poisson distribution as shown in Equation 2.1: 

𝑃(𝑁 = 𝑛) =  
(𝑅𝑅. 𝐿)𝑛

𝑛!
. 𝑒−𝑅𝑅.𝐿 (2.1) 

The repair rate does not provide any information about the severity of damage or the type of 

repair since most fragility relations for pipelines rely on empirical data that does not include the 

nature of repairs [85]. However, according to the HAZUS-MH 2.1 user manual [86], the type of 
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repair or damage depends on the type of hazard. Based on the HAZUS recommendation for 

damage in pipes due to wave propagation, 80% leaks and 20% breaks are considered. 

To support the scenario-based assessment described in the next section, RR-based pipeline 

fragility curves are developed using the observed damage (Figure 2-3b) dataset from the 2014 

event. These curves relate the pipe RR to the ground motion intensity measure (i.e., PGV). To 

enable the RR calculation, the Napa area is divided into 252 (1.45 km X 1.85 km) (1 minute) grids. 

For each grid, the mean intensity measure (PGV) value, the total pipe length for each material and 

the number of damage points are obtained. The repair rate for a single grid is taken as the number 

of damaged points on each pipe segment divided by the total length of pipe in that grid. Figure 2-8 

shows the computed 𝑅𝑅𝑠 (per km) based on pipe material. The values shown in Figure 2-8 are the 

mean 𝑅𝑅𝑠 considering all grids. The CI pipes, which comprise of 42% of the network, have the 

highest mean 𝑅𝑅 of 0.79 per km. The mean 𝑅𝑅 of the AC pipes is 0.32 per km, which is the second 

highest of the different pipe materials in the network. The STL and DI pipes have comparable 

mean 𝑅𝑅𝑠 and PVC has the lowest. 

 

Figure 2-8 Mean repair rates (per km) based on pipe material 

Figure 2-9 shows a plot of the repair rate versus PGV for the entire damage dataset (i.e., there 

is no disaggregation based on pipe material) where several fitted models are shown in addition to 

the empirical data. Linear and exponential models are constructed from the empirical data using 

least squares regression. ALA-based linear and exponential models [84] are also shown in Figure 

2-9. It can be observed that the fitted linear model performs much better than the exponential 
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model. The residual-sum-of-squares (RSS) values, which serve as measures of the discrepancy 

between the data and the estimation models, are computed to be 7.41 per sq. km and 11.85 per sq. 

km for the linear and exponential models, respectively. The two ALA-based models (linear and 

exponential) perform comparably in terms of being able to represent the damage observed during 

the 2014 event. However, as expected, these two models are also outperformed by the fitted linear 

model. The RSS values for the ALA-based linear and exponential models are 9.31 per sq. km and 

9.21 per sq. km, respectively. The parameters of the linear model are shown in Equation 2.2. This 

model is adopted for the scenario-based assessment described in the next section. Note that because 

Equation 2.2 has a negative intercept, a negative value of repair rate is obtained for very small 

PGVs. These unrealistic negative RR values are taken as 0.0. 

RR (per km)  =  0.01053 × PGV (cm/s)  −  0.33649 (2.2) 

 

Figure 2-9 Empirical repair rate (RR) model developed using data from the 2014 event 

2.6 Scenario-Based Network Damage and Water Service Restoration Assessment 

2.6.1 Scenario Description 

A scenario earthquake represents one realization of a potential future event based on a 

particular magnitude, location, and fault-rupture geometry and estimating shaking using a variety 

of strategies [87]. Given these parameters, a set of spatially correlated shaking intensities over a 

predefined geographic area is obtained using the appropriate ground motion model(s). Scenario 
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earthquakes are useful for planning and coordinating the emergency response of local governments 

and other organizations based on estimates of the physical and socioeconomic impacts.  

Using the pipe repair rate and tuned DES restoration model developed in previous sections, the 

damage and service restoration are assessed for the Napa water system. A M 6.7 earthquake 

occurring on the West Napa fault rupturing the entire fault with an epicentral location of N 38.22 

W 122.13 is used as the scenario event which is modeled in OpenSHA [88]. The M 6.7 is chosen 

based on the magnitude-area relationship for a given fault [89,90]. The spatial distribution of 

shaking is obtained using the Scenario ShakeMap Calculator application in OpenSHA. The inputs 

to OpenSHA include the latitude and longitude of the earthquake and sites of all considered water 

system components, and the earthquake rupture parameters (method of rupture, rupture type, 

magnitude, fault surface). The Campbell and Bozorgnia [91] ground motion attenuation 

relationship is used to obtain the median shaking intensities. Assuming linear soil conditions, the 

inter- and intra-event residuals are taken to be 0.322g and 0.576g, respectively for PGA and 0.297 

cm/s and 0.578 cm/s, respectively for PGV [91]. Spatially correlated shaking intensities are 

generated using the model by Jayaram and Baker [92]. Note that the cascading effects of fault 

failure (multiple fault section ruptures) recommended in the Uniform California Earthquake 

Rupture Forecast, Version-3 (UCERF 3) are not considered. 

2.6.2 Ground Motion Intensities and Network Damage 

Figure 2-10a shows the PGVs generated for the M 6.7 scenario, which ranges from 52.2 cm/s 

to 377.12 cm/s. This is significantly higher than the 2.5 cm/s to 88 cm/s PGV range from the 2014 

event. There are also differences in where the highest levels of shaking are concentrated. The 

highest shaking intensities for the 2014 event occurred in the Northwest region of the city, whereas 

for the M 6.7 event, the strongest shaking is concentrated in the central business district area. The 

maximum PGV generated by the OpenSHA model (107.2 cm/s) occurs west of the Napa River in 

the community of Stanley. 

Using the ground motion intensities (PGA, PGV) generated from the M 6.7 event, pipeline 

damage within the Napa water network is assessed. The aggregated (not specific to the material) 

𝑅𝑅 model developed in the previous section is used for the damage simulation. The 1.45 km X 

1.85 km grids used to develop the 𝑅𝑅 model was also utilized for the scenario damage assessment. 

Given the PGV value within each grid, the 𝑅𝑅 is computed using Equation 2.2 and used as the 
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input into Equation 2.1 to compute the probability of a “leak” or “break” in a segment of pipe with 

length 𝐿. For pipes fragility curves, an exponential distribution is used to represent two damage 

states (DS): leak (DS1) and break (DS2). 80% of pipe damage is assumed as leaks and 20% is 

assumed as breaks as recommended by HAZUS [86]. It is worth noting that, since permanent 

ground deformations are not captured, the spatial distribution of pipe damage is likely 

underestimated. For tanks and pump stations, the PGA-based fragility functions provided by 

HAZUS [86] are used. Different types of damage have different repair times, which are used in 

the DES restoration model. The rate at which water escapes from a leaking or broken pipe is also 

different. This information is incorporated in the hydraulic simulation described later in the paper.  

For the restoration modeling (described in the next section), Monte Carlo simulation is 

performed where 1000 realizations of spatially distributed network component damage are 

generated for the event. The number of realizations was chosen to minimize the dispersion across 

the Monte Carlo simulation estimates. Figure 2-10b shows the distribution of pipe damage for a 

single realization. For a typical damage realization, approximately 560 leaks and 145 breaks 

occurred as a result of the M 6.7 event. Compared to the 2014 earthquake, the pipe damage for the 

M 6.7 event is much more dispersed throughout the network. However, like the 2014 earthquake, 

CI pipes comprise the majority of the damage for the M 6.7 event, accounting for 32.8% of the 

leaks and 34.4% of the breaks in the network.  

 

Figure 2-10 Spatial distribution of (a) PGVs and (b) pipe damage for M 6.7 scenario 
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2.6.3 Modeling the Inspection and Repair Following the M 6.7 Scenario 

The tuned DES model is used to simulate the inspection, repair, and water service restoration 

following the M 6.7 earthquake. The previously described DES modeling procedure is also 

adopted. However, for the scenario-based assessment, the uncertainty in the inspection and repair 

processes are captured by assigning probability distributions and associated parameters (e.g., 

central tendency and dispersion) to the number of crews and repair durations. The initial number 

of inspection and repair crews for pipes are sampled from a uniform distribution whose values can 

range from 10 to 120 and 20 to 40, respectively. Similarly, the initial number of inspection and 

repair crews for tanks and pumps are sampled from a uniform distribution ranging from 10 to 20 

and from 2 to 10, respectively. These value ranges are adopted based on discussions with the 

NWD, and the uniform distribution has been used in prior studies on DES modeling of water 

systems [55]. The crew-reduction schedule for pipe inspection and repair crews shown in Table 

2-1 is also included in the model. A triangular distribution is used to probabilistically represent the 

durations of inspections and repairs of pipes [55], which are shown in Table 2-2. The normal 

distribution is used for the tank and pump station repair times [86], which is shown in Table 2-3. 

The values differ based on the type of component (e.g. inspection time for a reservoir is different 

from a pipe). It is worth noting that the deterministic initial values for the number of inspection 

and repair crews used in the calibration exercise also lie within the uniform distribution range used 

for the scenario-based assessment. 

Table 2-2 Event Duration Triangular Distribution 

Min Mode Max

Trunk or Distribution Damage

Tank

Pump

Distribution Leak 3 hours 4 hours 6 hours

Distribution Break 4 hours 6 hours 12 hours

Trunk Leak 4 days 4 days 6 days

Trunk Break 6 days 8 days 10 days

2 hours

Repairs

Event

Inspections 0.5 hour 1 hour
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Table 2-3 Event duration mean and standard deviation () 

Mean (days) σ (days)

slight/minor 0.9 0.3

moderate 3.1 2.7

extensive 13.5 10.0

complete 35.0 18.0

slight/minor 1.2 0.4

moderate 3.1 2.7

extensive 93.0 85.0

complete 155.0 120.0

Water 

Storage 

Tanks

Pumping 

Plants

Event

Repairs

 

 

The uncertainties embedded in the simulated post-earthquake pipe inspection/repair processes 

include the damage conditioned on the shaking intensity, the number of available inspection and 

repair crews and the duration of the inspection and repair processes. Figure 2-11 shows a “pipe 

repair cloud” for the M 6.7 scenario. The term “cloud” (in lieu of curve) is adopted because it 

shows the full range of trajectories when the various sources of uncertainty are propagated in the 

restoration model. Monte Carlo simulation is utilized, whereby a single repair curve is generated 

by sampling the damage state of each pipe, the number of crews and the processes duration. In 

Figure 2-11, each grey line represents a single realization of a repair trajectory and the black lines 

represent the median (50th percentile) (solid line), 16th and 84th percentile trajectories (dashed 

lines). All probabilistic restoration outcomes (including the results from the hydraulic simulation 

presented in the next section) are based on 1000 realizations.  

The vertical axis in Figure 2-11 represents the cumulative percentage of pipes repaired after 

the earthquake. From the median repair curve, it can be observed that the rate of repaired pipes is 

very high in the first two weeks after the earthquake. This is a period of high levels of activity 

when the emergency protocols of the NWD are being implemented, including the acquisition of 

additional resources (inspection/repair crews) from neighboring counties. After the first two 

weeks, there is a significant decrease in the rate of repairs due to the decrease in the number of 

inspection/repair crews. The mean time needed to repair 90% of all pipes is 205 days, which is 

209% more than the actual time it took to repair 90% of the pipes damaged during the 2014 event. 

The mean plus and minus one standard deviation for the same metric is 354 days and 56 days, 

respectively. 
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For the M 6.7 scenario, the impact to tanks and pumps was minimal (i.e. damage was mostly 

limited to the slight and moderate states). For the 1000 realizations, the median repair time for 

tanks and pumps was 11 days and 21 days, respectively, indicating that these two components 

were not as critical as the pipes in the restoration of hydraulic performance. 

 

Figure 2-11 Simulated progression of pipe repairs following the M 6.7 event 

Figure 2-12 shows the probability mass function (pmf) and fitted normal probability density 

function (pdf) of the time to repair 90% of the damaged pipes. The normal and lognormal 

distributions are evaluated by performing the two-sample Kolmogorov-Smirnov (KS) test [93] 

where the null hypothesis is that the pdf of the time to repair 90% of damaged pipes follows a 

particular distribution. p-values of 0.046 and 10-6 are obtained for the normal and lognormal 

distributions, respectively. Even though both are below the assumed 5% threshold, the normal 

distribution is adopted because the p-value is much higher than the value associated with the 

lognormal distribution. The coefficient of variation (COV) for the time to repair 90% of the 

damaged pipes is 0.72. In general, the repair time dispersion decreases with the cumulative fraction 

of the repaired pipes. For example, the COV for the time to repair all damaged pipes is 0.69, 

compared to 0.96 for 50% of the damaged pipes. Figure 2-13 shows the empirical and theoretical 

(based on a normal distribution) cumulative density function (cdf) of the time to repair 90% of 

damaged pipes, which can be used to probabilistically evaluate repair duration targets for the water 

system. For instance, if the goal is to repair 90% of damaged pipes within a six-month period, the 
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associated probability of success is only 0.48, whereas the probability of achieving the same repair 

level target within one year of the earthquake is 0.87. Note that in the empirical distribution, 120 

realizations (approximately 10% of all realizations) had 90% of all pipes repaired within the first 

50 days, which explains the high initial slope of the cdf. 

 

Figure 2-12 Probability density function of time to repair 90% of damaged pipes 

 

 

Figure 2-13 Cumulative distribution function (cdf) of time to repair 90% of damaged pipes 
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2.6.4 Modeling Water Service Restoration Following the M 6.7 Scenario 

The completion of pipe repairs does not always ensure the satisfaction of water demands for 

households and other critical infrastructure (e.g., hospitals, fire-stations). To provide further 

insight into this issue, a hydraulic simulation is performed at each restoration time step to quantify 

the availability of water at each demand node. This information can enable a water agency to 

compare and design more effective pre-event mitigation strategies. 

Existing hydraulic simulation models do not support sudden failures in the water network that 

cause pressure variations and rapid changes in system operation. Moreover, most commonly used 

hydraulic simulators (e.g., EPANET) employ demand-driven analysis (DDA), which assumes that 

customer demands are always satisfied even if the pressure is insufficient. In reality, extreme 

events can cause a considerable reduction in water pressure, and eventually, customer demands 

will not be met [42]. Extreme events can also lead to changes in the demand on the water network 

[94], which is not considered in this study. 

Given the drawbacks of DDA, several alternatives have been proposed in recent years. [95] 

developed pressure-driven (hydraulic) analysis (PDA) for water distribution systems in which the 

demand supplied to a node is a function of the pressure at that node. In other words, for low-

pressure conditions, only a fraction of customers will have their demands met. Examples of 

simulators running PDA include WaterNetGen [41,96], which is an open-source tool, and 

WaterGEMS™ [97], which is a commercial software. Quasi-PDA simulators (or semi-PDA) run 

DDA simulations in an iterative manner where the nodes are switched between having constant-

demand, zero-demand, and (sometimes) emitters (devices associated with junctions that model the 

flow through a nozzle or orifice that discharges to the atmosphere [98]), depending on the pressure 

domain [32,40,99]. The difference between using DDA and PDA simulation can be significant for 

extreme events [100]. 

At its core, a hydraulic simulator represents the water distribution system as a network model 

consisting of nodes and links. Pipes and pumps are represented as links, and junctions, tanks, and 

reservoirs are nodes. Consumer water demands are modeled as nodal attributes, and available 

water storage is modeled as an attribute of tanks. The simulator performs a network analysis at 

each time step, which is based on conservation of energy and mass balance and the pressure and 

flow of water from tanks through pipes to demand nodes [98]. Pipe damage is represented as the 

splitting of a segment to create a junction at its midpoint and assigning a demand (leak demand or 
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break demand) to that junction. All pipe damage is assumed to happen right after the earthquake 

and the inspection plus repair time for damaged pipes are obtained from the PBDES model. 

Similarly, tank damage is modeled by adding a leak at the base with an area that is defined in terms 

of the tank diameter (e.g., for damage states 1 through 4, the leak area is equal to the area of a 

circular orifice with diameter 0.1%, 1%, 10% and 50% of the tank diameter respectively). The 

pressure reduction in the tank is a function of the leak area. Also, when this pressure falls below 

some threshold, the tank is taken out of operation. Damage to pump stations is represented as an 

outage (i.e., duration where the pump is not operational). 

For the hydraulic simulation, this study uses Water Network Tool for Resilience (WNTR) 

developed by The United States Environmental Protection Agency in partnership with Sandia 

National Laboratories [42]. WNTR is an open-source package that can perform many complex 

analyses by exploiting the object-oriented programming capabilities of python. Several aspects of 

resilience modeling for water distribution systems are integrated into a single software framework, 

which can be used to model the effects of disruptive incidents and repair strategies. The 

advancements over other hydraulic simulation platforms (e.g., EPANET) include the 

representation of PDA, the ability to add and repair leaks, and the ability to change operations 

and/or response strategies during a simulation. For the M 6.7 scenario, the time points associated 

with the start and end of the inspection and repair processes for each pipe are used as inputs into 

the WNTR hydraulic simulation model. A pipe damage is modeled by assigning leakage discharge 

at the downstream node. The discharge is assumed to be a hole in the pipe that is 20% and 95% of 

its diameter for a leak and break, respectively. 

Community resilience is the ability to prepare for anticipated hazards, adapt to changing 

conditions, and withstand and recover rapidly from disruptions [101]. Metrics that quantify 

resilience need to account for system function before, during, and after the disruption. Several 

resilience metrics have been used in prior studies including robustness, redundancy, 

resourcefulness, and rapidity [59]. For water distribution systems, resilience metrics fall into four 

categories: topographic, hydraulic, water quality/security, and economic [42]. In this study, the 

focus is on quantifying the effect of pipe damage and the inspection/repair processes on the 

satisfaction of nodal demand. In this context, system performance is defined as the ratio of 

available water supply to the required water demand. More specifically, nodal serviceability is 

defined as the demand satisfaction ratio at a given node while the system serviceability index (SSI) 
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is defined as the ratio of post-earthquake water supply to pre-earthquake demands in the system 

[45] as shown in Equation 2.3. 

𝑆𝑆𝐼𝑗 =
∑ 𝑞𝑖,𝑗
𝑛
𝑖=1

∑ 𝑑𝑖
𝑛
𝑖=1

 (2.3) 

where 𝑆𝑆𝐼𝑗 is the system serviceability index for a damage realization 𝑗, 𝑛 is the number of 

demand nodes in the system, 𝑞𝑖,𝑗 is the actual water flow supplied to the user at node 𝑖 under the 

𝑗th damage realization, and 𝑑𝑖 is the water demand at node i. The water demand at a node is 

obtained from the NWD.  

Figure 2-14 shows an SSI restoration cloud, which is generated by performing hydraulic 

simulation for each restoration (damage, inspection, and repair) realization. The vertical axis 

represents the SSI value on a given day after the earthquake. Each grey line represents a single 

realization where the SSI is computed at each time step from the hydraulic simulation output 

obtained from the WNTR PDA simulator. The 50th percentile (solid line) and 16th and 84th 

percentile (dashed lines) are also shown in Figure 2-14. It can be observed that the SSI plummets 

immediately following the earthquake indicating the reduction in satisfied demand nodes. Over 

the course of the inspection and repair activities, the SSI recovers and eventually returns to a value 

of 1.0, which indicates that all demands are satisfied with adequate pressure. One observation that 

is common for all realizations is the eventual sudden increase in the SSI value, which can be 

explained by the “betweenness centrality” of the network. Betweenness centrality measures the 

extent to which a vertex (pipe) lies on paths between other vertices (pipes) [102]. After the 

earthquake, the pipe damage divides the water network into clusters. These clusters are 

reconnected when the pipes having the highest value of betweenness centrality are repaired, 

resulting in the sudden increase in SSI. The SSI cloud shown in Figure 2-14 can be used to make 

informed decisions regarding pre- and post-event mitigation measures that are implemented with 

the goal of reducing the overall loss of water service to the network.  
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Figure 2-14 Time series of system serviceability index following the M 6.7 event 

Figure 2-15 shows the empirical cdf for the time to repair 90% of damaged pipes overlaid with 

the empirical cdf of the time to achieve 90% of SSI. It is observed that there is a lag between pipe 

repairs and the SSI at CDF values higher than approximately 70%. For instance, the median (50th 

percentile) pipe repair and SSI durations are almost the same (191 and 190 days, respectively). 

Whereas the SSI 95th percentile duration is 24.4% higher than for pipe repairs.  

 

Figure 2-15 Empirical cumulative distribution function (CDF) for time to repair 90% of 

damaged pipes and time to achieve 90% SSI 
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2.7 Summary and Conclusion 

In this paper, a discrete event simulation (DES) model is used to hindcast the damage and 

functional impacts to the Napa Water system following the 2014 earthquake. The pipe damage and 

restoration (inspection and repair) data from the 2014 event was used to tune the DES model. The 

tuned model was then extended to consider a hypothetical scenario. The overarching framework, 

key assumptions, and model parameters were established based on discussions with the Napa 

Water Division. Model tuning was performed by varying the resource-related (inspection and 

repair crews) parameters. Using the pipe damage data from the 2014 earthquake, new fragility 

functions were developed and compared with the industry standards (American Lifeline Alliance 

(2001) recommendations). 

After tuning, the DES along with the new fragility functions were used to model the pipe 

damage, inspection, and repair processes and hydraulic performance of the Napa Water network 

following a magnitude 6.7 scenario earthquake occurring on the West Napa Fault. The distribution 

of peak ground velocities (PGV) from the scenario event was obtained from OpenSHA. Monte 

Carlo simulation was employed to generate the distribution of pipe damage based on the PGV map 

and newly developed fragility functions. Damage from permanent ground movements was not 

explicitly modeled. The Monte Carlo realizations of pipe damage were then used as inputs into the 

DES model, and the corresponding pipe repair curves were generated. Additionally, the overall 

availability of water at the demand nodes was quantified by performing pressure-driven hydraulic 

simulation for all pipe damage and repair trajectory realizations. The system serviceability index 

(SSI) was used to assess the time-dependent availability of water in the network.  

Multiple sources of uncertainty were propagated within the scenario-based assessment 

including the level of pipe damage conditioned on the shaking intensity, resource scheduling 

(number of repair and inspection crews), and the pipe inspection and repair times. The probabilistic 

outcomes were described using restoration “clouds”, which show single-realization and central 

tendency trajectories. The results from a two-sample Kolmogorov-Smirnov test showed that the 

normal distribution is appropriate for probabilistically describing the time needed to achieve 

specific levels of cumulative pipe repair and SSI. Associated cumulative density functions are then 

developed to enable a probabilistic evaluation of restoration-based performance targets.  

The developed model can be used to inform decision-making in the pre-and post-earthquake 

environment. More specifically, for pre-earthquake planning, the damage and functional loss and 
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restoration forecasts can be used to prioritize the replacement of deteriorating components. 

Following a real earthquake, the DES model can inform the sequencing of inspection and repairs 

with the goal of minimizing the cumulative hydraulic impacts to the system. The DES model in 

the current study was manually tuned using a dataset from a single (moderate) earthquake and 

characteristic region (small city). This is one of the main limitations of the current study. For 

example, the operational (e.g. stockpiling repair materials) and physical changes (retrofitting 

vulnerable pipes) to the studied system that may have been spurred by the 2014 earthquake, were 

not considered when forecasting the impacts of the hypothetical M6.7 event. To develop a more 

generalized model, further studies are needed where variations in the regional context and size and 

impact of the earthquake are incorporated. The random sampling of the pipe inspection process in 

the PBDES model can be improved by implementing strategies that are currently being used by 

water utilities (e.g. prioritizing the inspection and repair of larger and/or more important pipes). 

Additionally, the explicit consideration of operational adaptations, which were beyond the scope 

of the current study, could provide a more realistic (possibly less conservative) representation of 

the restoration trajectories. Finally, other network performance indicators such as “betweenness 

centrality” can be further explored. 
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CHAPTER 3 Risk-Based Assessment of the Post-Earthquake 

Functional Disruption and Restoration of a Water Distribution 

System 

3.1 Introduction 

Water distribution systems are critical to the well-being of modern society as they support the 

functionality of most other types of infrastructure. Earthquake damage to the individual 

components of a water distribution system can trigger functional disruption, which can lead to a 

reduction in the network supply. Key to developing effective resilience plans for water networks 

is the ability to quantify the temporal disruption caused by different events and evaluate the 

effectiveness of different interventions that seek to minimize the cumulative loss of service. 

Models that assess the immediate functional disruption and restoration following a hazard event 

can support these types of decision-making processes. One major challenge in this regard is the 

selection of the event(s) to use as the basis of the assessment. For spatially distributed infrastructure 

systems, it is often impossible to find one such event. Additionally, even if a single “worst-case” 

(in terms of consequences) scenario is determined, it is important to consider its probability of 

occurrence. Risk-based assessment methodologies are useful in this regard because they consider 

the full spectrum of possible consequential scenarios and their associated occurrence probabilities 

(or rates).   

One of the earliest models to incorporate the time-dependent functionality of water distribution 

systems following an earthquake utilized simple analytical equations [51]. Described as a 

“resource-constrained” model, the equations included variables to capture the effect of the severity 

and number of damaged components and the number, efficiency, and schedule of workers, on 

service restoration. This resource-constrained modeling approach was later extended to include 

the prioritization of component repair sequences [52]. Spurred by an increase in access to advanced 

computing resources, recent efforts to model the earthquake-induced loss and restoration of water 

network service have embraced simulation-based approaches [37,39,50,56,57,103,104]. A 

common theme among these studies is that only a single event was considered in their assessments. 

Single-scenario seismic evaluations are desirable because they require less computational effort 

and can be useful under some circumstances such as for model validation using data from past 
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events or communicating potential impacts to the public. However, for other applications such as 

in the insurance industry and regional resilience planning, it is necessary to estimate the effects of 

many or even all possible future earthquake scenarios that can cause significant impacts. 

The goal of seismic risk assessment for spatially distributed infrastructure is to estimate the annual 

rate of exceedance or return period of different levels and types (i.e. different performance metrics) 

of impacts. Stochastic event-set models, which consider most or all significant events and their 

annual rates of exceedance, have been used for this purpose [105–110]. For seismic risk 

quantification, this requires the probabilistic generation of a set of ground-motion intensity maps 

considering all of the significant rupture scenarios that could occur in the region. To consider the 

uncertainty in the spatial distribution of shaking, multiple maps are produced for each scenario. 

Conditioned on a single ground-motion map, damage to the individual components that comprise 

the system is probabilistically sampled using the appropriate fragility relationships. For each 

damage scenario, the infrastructure performance is evaluated using an appropriate network 

performance measure. This process is repeated for all ground motion maps and the associated 

network performances are probabilistically combined to obtain their annual exceedance rates. To 

reduce the computational expense of stochastic event-set approaches, linear programming has been 

used to select a subset of damage maps, corresponding ground-motion intensity maps, and 

associated occurrence rates, and provide a reasonable estimate of the full probability distribution 

of the network performance [111]. It is worth noting that all of the prior studies on stochastic-

event-set assessment of distributed infrastructure utilized immediate-impact performance metrics. 

In other words, the functional restoration of the system was not considered. 

This study presents a methodology for risk-based assessment of the post-earthquake functional 

disruption and restoration of water distribution systems. An end-to-end discrete event simulation 

(DES) framework is used to link the spatial distribution of ground shaking for each scenario in a 

stochastic earthquake catalogue to immediate (physical and functional) and cumulative 

(functional) impacts. A pressure-driven analysis (PDA), which is embedded in the end-to-end 

simulation, is used to compute the immediate loss and restoration of the system serviceability index 

(SSI). By simulating the full SSI recovery trajectory, annual exceedance rate curves are generated 

for multiple resilience-based performance metrics (e.g. robustness, rapidity, cumulative loss of 

service). The framework is applied to the water network for the City of Napa and the Uniform 

California Earthquake Rupture Forecast (UCERF2) model is used to generate the stochastic 
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catalogue of earthquake scenarios for that region. The types of results generated by the current 

study can provide a comprehensive understanding of the impact to stakeholders and inform risk-

mitigation and resilience-enhancement planning.  

3.2 Overview of Risk-Based Assessment Framework 

Figure 3-1 shows an overview of risk-based post-earthquake functional disruption and restoration 

assessment framework for water network. First, a stochastic event-set catalogue comprised of 𝑁𝑠 

scenarios, is generated for the region of interest. The events in the catalogue vary based on 

magnitude, epicentral location, rupture parameters (e.g. method of rupture, rupture type), and 

annual rate of exceedance. For each event, a set of 𝑏 ground motion maps are produced using the 

appropriate ground motion model(s) (GMM) and spatial correlation model. For each ground 

motion map, 𝑁𝑑 realizations of damage to individual components (e.g. pipes, tanks and pump 

stations) are sampled using the associated fragility function and the shaking intensity at the 

relevant location. The ground motion map used for each damage simulation is randomly sampled 

from the set of 𝑏 maps.  In other words, considering the number of events and ground motion 

fields, a total of 𝑀 =  𝑁𝑠  × 𝑁𝑑  damage maps are produced. For pipes, the functional impact of 

physical damage is manifested in the creation of a leak or break, which leads to the loss of water. 

Damage to pumps and tanks leads to a loss of hydraulic power. Component repairs are simulated 

on each damage map using a process-based DES (PBDES) model, which considers the available 

resources (inspection, repair crew, and materials), and the sequencing (e.g. broken pipe must be 

inspected before it is repaired) and duration of the associated activities. The Water Network Tool 

for Resilience (WNTR) [42] is used to perform a  pressure-driven hydraulic analysis at each 

discrete time-steps (e.g. hourly, daily) during the repair process. Therefore, the restoration of 

hydraulic performance of the system, as measured by the system serviceability index (SSI) [112], 

is explicitly considered. From these SSI recovery trajectories, several static (e.g. robustness) and 

temporal (e.g. time to restore 100% of the pre-event water supply) metrics are quantified. By 

integrating the metric values associated with a given damage map with the occurrence rate of the 

event that produced it, the full probability distribution of the system performance is obtained.  

Recent advancements in computing technology have made it possible to perform large scale 

simulations such as the ones used in the proposed risk-based assessment framework. Since one 

end-to-end simulation does not rely on intermediate results from others, the asynchronous parallel 
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programming paradigm [113] can be adopted. The duration of end-to-end simulation is primarily 

dominated by the hydraulic simulation, which is performed at each time step over the course of 

the entire restoration period. Adoption of the asynchronous parallel programming paradigm could 

result in significant reduction in the total simulation time.  

 

Figure 3-1 End-to-end simulation framework for performing risk-based assessment of post-

earthquake functional impacts of a water distribution system 

3.2.1 Hazard Characterization 

The hazard characterization step produces a set of maps with ground-motion intensity realizations 

at each location of interest (i.e. the locations of all considered components of the network) and 

their corresponding occurrence rates. Each map captures the joint probability distribution of the 

spatially distributed ground motion intensities.  

The first sub-step of the hazard assessment is to generate 𝑄 earthquake scenarios from a seismic 

source model, which gives the annual rates at which earthquakes of specified magnitudes, 

locations, and faulting types will occur. Then, for each earthquake scenario generated by the 

seismic source model, an empirical GMM is used to model the resulting intensity (Peak Ground 

Acceleration (PGA) and Peak Ground Velocity (PGV)) at each location of interest. The GMM 

predicts the log-mean (𝑙𝑛 𝑌̅̅ ̅̅ ̅(𝑀𝑞 , 𝑅𝑖𝑞 , 𝑉𝑠30,𝑖, … )), within-event (𝜎𝑖𝑞) and between-event (𝜏𝑞) 



  

 

 

38 

residual standard deviations of the ground-motion intensity, for the 𝑖𝑡ℎ site (𝑖 = 1, 2, … , 𝑛 ) in the 

𝑞𝑡ℎ earthquake scenario where (𝑞 = 1, 2, … , 𝑄). 𝑀𝑞 is the moment magnitude of the 𝑞𝑡ℎ scenario, 

𝑅𝑖𝑞 is the closest horizontal distance from the surface projection of the fault plane to location 𝑖, 

and  𝑉𝑠30,𝑖 is the average shear wave velocity down to 30𝑚 at the 𝑖𝑡ℎ location. For each of the 𝑄 

earthquake scenarios, 𝑏 realizations of the spatially correlated ground-motion intensity residual 

terms are obtained using an appropriate model. Once the residuals are sampled, the total natural 

log of the ground motion intensity (𝑌) is computed as Equation 3.1: 

ln 𝑌𝑖𝑗 = 𝑙𝑛 𝑌̅̅ ̅̅ ̅(𝑀𝑞 , 𝑅𝑖𝑞 , 𝑉𝑠30,𝑖, … ) + 𝜎𝑖𝑗𝜀𝑖𝑗 + 𝜏𝑗𝜂𝑗 (3.1) 

where 𝑗 is the ground-motion intensity map index (𝑗 = 1,2, … ,𝑀 𝑤ℎ𝑒𝑟𝑒 𝑀 = 𝑄 × 𝑏), 𝜀𝑖𝑗 and 𝜂𝑗 

is are the normalized within-event and between-event residuals for 𝑙𝑛 𝑌, respectively. 𝜀𝑖𝑗 reflects 

the location-to-location variability and 𝜂𝑗 represents event-to-event variability. Both 𝜀𝑖𝑗 and 𝜂𝑗 are 

normal random variables with zero mean and unit standard deviation. The vector of 𝜀𝑖𝑗 is modeled 

as a spatially correlated multivariate normal distribution and 𝜂𝑗 is a standard univariate normally 

distributed random variable. The result is a set of 𝑀 ground-motion intensity maps. Since an equal 

number (𝑏) of ground-motion maps is produced for each earthquake scenario, the annual rate of 

occurrence of the earthquake scenario normalized by 𝑏 is represented as 𝑤𝑗. 

3.2.2 Damage modeling 

Calculating network performance requires an assessment of the earthquake-induced physical 

damage to the relevant components of the network. The probabilistic link between the ground-

motion intensity and physical damage is provided by fragility functions in the form of 𝑃(𝐷𝑆𝜓 ≥

𝑑𝑠|𝑌𝑖𝑗 = 𝑦) where 𝐷𝑆𝜓 is a discrete random variable whose value represents the damage state for 

the 𝜓𝑡ℎ component and 𝑑𝑠 is a damage state threshold of interest. The damage state is conditioned 

on a realization, 𝑦, of the random variable 𝑌𝑖𝑗, which, in this study is the shaking intensity at the 

𝑖𝑡ℎ site corresponding to the 𝑗𝑡ℎ ground-motion map.  

3.2.3 Restoration Modeling 

The discrete event simulation (DES) approach [72] is used to conduct the restoration analysis, 

which mimics the behavior of a system as a sequence of events that occurs at discrete points in 

time. The core elements of a DES model are entities, attributes, events, resources, and time. 
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Entities, which are used to represent specific objects within the system, have attributes, experience 

events, and consume resources over time. Attributes are a set of features that are specific to each 

entity, the accumulation of which defines the state of that entity at any point in time. Events are 

occurrences that can affect the state of an entity, and resources are objects that provide services to 

entities. All entities reside in an environment, where they interact with events, processes, and 

resources. The PBDES approach utilizes a set of processes, which represent a sequence of events 

and activities through which a specific object moves. In the PBDES restoration model, the water 

network components (e.g. pipes, tanks, pump stations) are the entities, their damaged and/or 

functional states are the attributes, and the inspection and repair crews are the resources. The 

processes include network component inspection, repair, and changes in the repair crew.  

Given the damage map, the first step in the PBDES water network restoration model is the 

initiation of component (e.g. pipes, tanks, and pump stations) inspections, which is modeled as a 

process. Inspection crew members, which represent a type of resource, travel to various component 

locations prioritized by some metric (e.g. diameter of pipes, capacity of tanks) within the network 

and perform inspections within some duration. The start and end of the inspection process 

represent two events. If an inspected component is found to be damaged, it is added to a repair 

process queue. Once the component gets to the “front” of the queue, its repair takes place over 

some duration. Similar to inspection, the beginning and end of the repair process for a component 

are represented as events.  

 

Hydraulic Simulation 

The restoration process for the water distribution system ultimately seeks to satisfy the water 

demand for households and other critical infrastructure. Because the system comprises a complex 

network of components, individual repairs do not always increase the overall water supply. To 

ensure that the model reflects this, a hydraulic simulation of the water network is performed at 

each restoration time step to quantify the availability of water at each demand node. This hydraulic 

simulation output combined with the component’s recovery information can enable stakeholders 

to make informed decisions and design more effective pre-mitigation strategies. More specifically, 

a pressure-driven analysis is performed using Water Network Tool for Resilience (WNTR) [42]. 

Damage to a pipe is modeled by assigning a leakage discharge, which assumes that there is a hole 

in the pipe with a specified diameter. Similarly, tank damage is modeled by adding a leak at the 
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base with an area that is defined in terms of the tank diameter. The pressure reduction in the tank 

is a function of the leak area. Also, when the pressure in the tank falls below some threshold, it is 

taken out of operation. Damage to pump stations are represented as an outage, during which the 

pump is not operational.  

3.2.4 Network Performance  

The final step in the end-to-end simulation framework is to evaluate the network performance 

using different resilience measures. Bruneau et al. (2003) defined four dimensions of seismic 

resilience for civil infrastructure: (i) robustness, which describes the strength, or the ability of 

elements, systems, and other units of analysis to withstand a given level of stress or demand 

without suffering degradation or loss of function, (ii) rapidity or the capacity to meet priorities and 

achieve goals in a timely manner such that losses are contained and future disruptions are avoided, 

(iii) resourcefulness, which reflects the access to the materials (i.e., informational, technological, 

physical) and human resources (i.e., labor) needed to respond to a disruptive event, and (iv) 

redundancy, the extent to which different components of the system are substitutable. The same 

paper proposed a deterministic static metric for measuring the resilience loss (𝑅𝐿) of a system to 

an earthquake, which is mathematically represented in Equation 3.2, where 𝑡0 is the time at which 

the disruption started, 𝑡1 is the time at which the system returns to its normal pre-disruption state 

and ℱ(𝑡) is the functionality of the infrastructure at time 𝑡.  

𝑅𝐿 =  ∫ [100 − ℱ(𝑡)]𝑑𝑡
𝑡1

𝑡0

 (3.2) 

As functionality is a general concept, the 𝑅𝐿 is applicable to different systems. A larger 𝑅𝐿 

indicates lower resilience and vice versa. 𝑅𝐿 can be viewed as a metric that encompasses both 

robustness and rapidity or a measure of the cumulative loss of functionality. However, it is worth 

noting that this metric is less sensitive to major changes in the network, and two different 

combinations of robustness and rapidity can yield the same value of 𝑅𝐿. Also, while it is generally 

applicability, the 𝑅𝐿 metric could be difficult to communicate to stakeholders and decision-

makers, even when given as a percentage and the assumption of 100% functionality before 

disruption.   

Hydraulic reliability quantifies the ability of a water distribution system to supply the required 

quantity and quality of water at the necessary pressure to the desired locations at the appropriate 
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times. Calculation of this type of metric requires hydraulic simulation of the system and is based 

on the spatial and temporal flow of water and/or pressure variables. In the case of disruptive events, 

pressure-driven analysis is preferred over demand-driven analysis for the calculation of hydraulic 

reliability metrics [100]. Ostfeld et al. (2002) proposed a resilience metric to quantify the 

satisfaction of a consumer’s demand by calculating the fraction of delivered demand to consumer 

nodes. This metric, which can also be computed as a function of time and space, is called nodal 

serviceability [45]. Masoomi et al. (2020) adapted the nodal serviceability metric to capture 

statistics about the population served by calculating the number of people that receive a supply of 

water that is less than some critical threshold. The concept of nodal serviceability is extended to 

the network level by computing the ratio of post-earthquake water supply to pre-earthquake 

demands, which is defined as the System Serviceability Index (SSI) [45].  

3.3 Case Study 

3.3.1 Description of the Napa Water Network 

Readers are referred to Section 2.2 for a detailed discussion on the Napa water network and the 

damage and recovery following the 2014 South Napa earthquake.  

3.3.2 Generating the Earthquake Stochastic Event Set Catalogue for the Napa Region 

The suite of possible earthquake scenarios that would affect the Napa region was generated using 

the Uniform California Earthquake Rupture Forecast (UCERF2) model [116–118]. The Napa 

region is divided into 285 (1.45 km X 1.85 km) (1 minute) grids, which overlay the water network, 

and the center of each grid is taken as a location of interest. The OpenSHA IM Event Set Calculator 

[88], an open-source Java-based platform for conducting seismic hazard analysis, is used to 

generate a total of 𝑄 = 2,343 scenarios.  

For each earthquake scenario, the ground motion models (GMM) is used to obtain the log-mean 

and within-event and between-event residuals for PGA and PGV (e.g. Abrahamson et al. 2014; 

Boore et al. 2014; Campbell and Bozorgnia 2014; Chiou and Youngs 2014; Idriss 2014). For PGA, 

a weight of 0.12 is applied to the Idriss model and 0.22 to all others as recommended in the 2014 

U.S. National Seismic Hazard Maps and for PGV, equal weight of 0.25 is applied to all models 

except Idriss [123]. The Jayaram and Baker (2009) algorithm is used to generate 𝑏 = 50 

realizations of the spatially correlated ground-motion intensity residuals for each scenario. The 
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resulting event set consists of 𝑀 = 117,150 ground-motion intensity maps. Figure 3-2 shows the 

median-value spatial distribution of PGA and PGV considering all spatially correlated maps and 

all scenarios. The associated PGA and PGV values range from 0.0317 g to 0.0741 g and from 2.83 

cm/s to 10.66 cm/s, respectively.  

 

 

                                    (a)                                                                                 (b) 

Figure 3-2 Spatial distribution of median (a) PGA (in g) and (b) PGV (in cm/s) values 

considering all 117,150 ground motion maps 

3.3.3 Damage modeling 

A damage map is generated by sampling the damage state for each component, with probabilities 

obtained from the fragility functions conditioned on the ground-motion intensity. For pipes, the 

fragility functions developed by [103] are used to estimate damage state conditioned on PGV and 

the repair rate (RR). For tanks and pump stations, fragility curves from HAZUS-MH [86] are used 

to estimate the damage state conditioned on PGA.  More specifically, for each scenario, a spatially 

correlated ground motion map is chosen randomly from the set of 50, and the corresponding 

damage map is obtained. This process is repeated 1000 times for each scenario resulting in total 

of 𝑁𝑑 = 2,343,000 damage maps.  

Of the 2,343 scenarios, only 135 caused damage to the water network. These 135 scenarios 

occurred on the Hayward-Rodgers Creek, North San Andreas, Great Valley, Hunting Creek-
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Berryessa, Maacama-Garberville, Mount Diablo Thrust, and West Napa fault. Figure 3-3 shows 

the magnitude distribution of the damaging scenarios. Most magnitudes range between 6.75 – 7.0 

followed by 7.0 – 7.25. The median PGA (in g) and PGV (cm/s) across all ground motion maps 

associated with the damaging scenarios are shown in Figure 3-4. These median intensities are 

obtained by taking mean of intensities corresponding to same scenario and then median across all 

damaging scenarios. For the damaging scenarios, the median PGA value ranges from 0.092 g to 

0.211 g and the median PGV value ranges from 8.37 cm/s to 34.94 cm/s. The spatial distribution 

of mean pipe repair rate (RR) per km across all the ground motion maps corresponding to the 

damaging events is shown in Figure 3-5. A M 6.7 on the West Napa fault resulted in the highest 

number of damaged pipes. With an annual exceedance rate of 8.288E-5, this event damaged 559 

pipes (458 leaks and 140 breaks), 11 tanks (10 with slight damage and 1 with moderate damage). 

There was no damage to pump stations.  

 

Figure 3-3 Magnitude distribution for damaging scenarios 
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                                        (a)                                                                               (b) 

Figure 3-4 Spatial distribution of median (a) PGA (in g) and (b) PGV (in cm/s) values 

considering the 135 scenarios that caused damage  

 

Figure 3-5 Mean pipe repair rate per km distribution 

3.3.4 Restoration Modeling and Network Performance  

The DES modeling approach, discussed in Section 2.6.3, is used to the simulate recovery of Napa 

water system. The uncertainty in the inspection and repair processes are captured by assigning 

probability distributions and associated parameters (e.g., central tendency and dispersion) to the 
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number of crews and event durations. The inspection and repair event durations and the initial 

distribution of crew members are taken from previous studies [37,86,103] and discussed in Section 

2.6.3.   

By coupling the DES model with the WNTR platform, an SSI restoration curve is generated for 

each damaging ground motion map. More specifically, a total of 2,343,000 SSI restoration curves 

are produced. Several studies have provided guidelines for developing infrastructure resilience 

goals based on different types of metrics (e.g. robustness, rapidity and functionality) (e.g. 

Cauffman 2015; Chang and Shinozuka 2004; Poland 20s09). In the current study, three 

performance metrics are extracted from each SSI curve. The robustness metric is taken as the 

immediate loss of 𝑆𝑆𝐼 following the event (𝑆𝑆𝐼𝐼𝐿) which is defined on a scale from 0 (no loss) to 

100% (complete SSI loss).The rapidity metric is taken as the time to restore 100% of the pre-

earthquake 𝑆𝑆𝐼 and is denoted as 𝑇100%𝑆𝑆𝐼. The cumulative loss of service (𝑆𝑆𝐼𝐶𝐿) is measured as 

the area under the SSI curve (i.e. the resilience loss per Bruneau et al. (2003)).  

Figure 3-6 shows a histogram of 𝑆𝑆𝐼𝐼𝐿 based only on the damaging events. The 𝑆𝑆𝐼𝐼𝐿 values range 

from approximately 0% to 88%. The 59,886 that resulted in water service disruption accounts for 

approximately 2.5% of the stochastic event set. A histogram of the time to restore 100% SSI is 

shown in Figure 3-7. Similar to  Figure 3-6, the vertical axis values (fraction of cases) are only 

based on the damaging events. Note that the bins of the histogram are unevenly distribution to 

highlight the common periods of interest to decision-makers (e.g. 3 days, 1 week, 2 weeks, 1 

month, 3 months, 6 months following the earthquake). The 𝑇100%𝑆𝑆𝐼 values in Figure 3-7 range 

from 0 to 220 days, which indicates that, for some of the worst-case scenarios, the water service 

can remain disrupted for up to 7 months. The Applied Technology Council (ATC) suggested a 

performance target of 100% water service restoration within 3 days following a “probable” 

earthquake [127]. It is worth noting that 2,246,016 damage maps (~95.7% of all damage maps) 

meet this criterion. Figure 3-8 shows a histogram of the 𝑆𝑆𝐼𝐶𝐿, which is taken as the area above 

the restoration curve. A 100% value corresponds to a complete loss of service over the restoration 

period and a 0% value means no loss. The 𝑆𝑆𝐼𝐶𝐿 values ranged from 0% to approximately 56% 

with a mean value (considering only the damaging events) of 1.31%.  
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Figure 3-6 Histogram showing the distribution of 𝑆𝑆𝐼𝐼𝐿 for the damaging events 

  

Figure 3-7 Histogram showing the distribution of 𝑇100%𝑆𝑆𝐼 for the damaging events 
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Figure 3-8 Histogram showing the distribution of 𝑆𝑆𝐼𝐶𝐿 for the damaging events 

3.4 Disaggregation of Dispersion by Source of Uncertainty 

Disaggregation of the network performance dispersion is an effective way to identify which 

random variables contribute the most to the uncertainty bounds of the predicted outcomes. Within 

the end-to-end simulation framework, there are several sources of uncertainties embedded in 

different stages (Figure 3-9). In the hazard characterization, there is uncertainty in the earthquake 

scenario (addressed by considering all possible earthquake scenarios) and the spatial distribution 

of shaking intensity conditioned on a single scenario (addressed by generating multiple spatially 

correlated ground motion maps). In the damage assessment, multiple maps are generated to 

propagate the uncertainty embedded in the fragility functions. Within the DES restoration model, 

the initial number of inspection and repair crews, temporal input parameters (i.e., inspection and 

repair times) and the availability of repair crews, are all considered as random variables. 

Four sources of uncertainty are considered in the disaggregation: spatial distribution of shaking 

conditioned on the scenario, component damage fragility, the available crew members and the 

process durations. For a given scenario, the end-to-end simulation is performed by considering the 

uncertainty in the random variable of interest while using the median values for all others. An M 

6.85 event occurring on the West Napa fault with an annual rate of occurrence of 3.01E-5 is 

considered for this purpose. 
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Figure 3-9 Sources of uncertainty considered in the risk-based assessment framework 

To quantify the uncertainty associated with each type of parameter, 100 end-to-end simulations 

are performed. The mean plus and minus one standard deviation SSI curves when all sources of 

uncertainty are considered is shown in Figure 3-10 and Table 3-1 shows the associated mean (μ) 

and coefficient of variation (δ) values of the three network performance metrics. 𝑇100%𝑆𝑆𝐼 has the 

highest dispersion value as measured by the coefficient of variation (δ = 0.82) and 𝑆𝑆𝐼𝐼𝐿 has the 

lowest (δ = 0.18). This result suggests that the dispersion associated with metrics related to 

recovery time are generally higher than the ones that only consider the initial loss of service. 

Additionally, the metric that considers both the initial loss of service and recovery time have a 

higher dispersion than initial loss of service metric but lower than the recovery time metric. 

 

Table 3-1 Mean (μ) and coefficient of variation (δ) of the network performance metrics for a M 

6.85  earthquake scenario with all sources of uncertainty considered  

Performance 

Metric

Statistic 

Type

Statistic 

Value

μ 65.6%

δ 0.18

μ 71.9 days

δ 0.82

μ 13.1%

δ 0.69

     

     

    %   
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Figure 3-10 Mean and one-standard deviation bounded SSI curve for the M 6.85 earthquake 

scenario with all sources of uncertainty considered 

The 100 end-to-end simulations are repeated while considering the four sources of uncertainty 

(ground shaking, component damage, crew size and duration parameters) individually. Figure 3-11 

shows the associated SSI curves and the mean (𝜇) and coefficient of variation (𝛿) values for the 

time required (in days) to reach 25%, 50%, 75%, 100% of the pre-event SSI levels are shown in 

Table 3-2. The coefficient of variation values in Table 3-2 and plots in Figure 3-11 indicate that 

the crew size contributes the most to the overall uncertainty bounds for restoration times associated 

with higher pre-event SSI values (75% and 100%). Whereas for lower pre-event SSI levels (25% 

and 50%), the overall uncertainty in the restoration time is dominated by the ground shaking 

intensity. In general, the dispersion in the restoration time increases with the pre-event SSI level. 

For the process duration variables, Figure 3-11 shows that most of the uncertainty is in the tail end 

of the restoration curve. Further evidence of this can be found by comparing the coefficient of 

variation for the 100% SSI pre-event restoration time (0.88) to the next highest value (0.06), which 

corresponds to the 75% SSI level.    
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Table 3-2 Mean (μ) and coefficient of variation (δ) values for the time to restore 25%, 50%, 

75%, and 100% of the pre-event SSI levels for the M 6.85 earthquake scenario 

Ground Shaking Component Damage Crew Size Process Duration

μ 4.9 4.8 4.7 4.9

δ 0.20 0.07 0.15 0.00

μ 7.9 6.9 8.4 11.3

δ 0.33 0.11 0.31 0.05

μ 10.8 10.8 38.6 12.5

δ 0.55 0.15 1.37 0.06

μ 102.7 108.7 138.0 115.3

δ 0.50 0.33 1.05 0.88

Restoration Time (days) Conditioned on Source of Uncertainty

100

Percentage of 

Pre-Event SSI
Statistic

25

50

75

 

 

 

Figure 3-11 Mean and one-standard deviation bounded SSI curve for the M 6.85 earthquake 

scenario while considering the uncertainty in the (a) ground shaking intensity, (b) component 

damage fragility, (c) crew sizes and (d) event duration parameters 
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3.5 Annual Exceedance Rates 

After calculating the network performance for all simulated ground-motion maps, the annual 

exceedance rates corresponding to each metric is calculated using Equation 3.3 

𝜆(𝑝̂) = ∑𝑤𝑗𝕀[𝑝𝑗 ≥ 𝑝̂]

𝑗∈𝑀

 (3.3) 

where 𝜆(𝑝̂) is the annual exceedance rate for a specified network performance level 𝑝̂, 𝑀 is the 

set of all damage maps, 𝑤𝑗 is the weight (annual occurrence rate) of damage map 𝑗, 𝑝𝑗 signifies 

the network performance resulting from damage map 𝑗, and 𝕀[∎] represents an indicator function 

which is equal to 1 when the network performance resulting from damage map 𝑗 exceeds the 

specified network performance level, and 0 otherwise. Figure 3-12, Figure 3-13 and  

Figure 3-14 show the annual exceedance rates for 𝑆𝑆𝐼𝐼𝐿, 𝑇100%𝑆𝑆𝐼, 𝑆𝑆𝐼𝐶𝐿, respectively. These 

exceedance rates can be used to evaluate time-based performance targets i.e. probability of 

exceedance over some duration. An example of a time-based target is that a desired performance 

level is maintained within a duration 𝑡 (e.g. 100 years). By assuming that the failure to meet this 

target is an event that follows a Poisson distribution, the associated probability is computed using 

Equation 3.4: 

𝑃(𝑇 < 𝑡) = 1 − 𝑒−𝜆(𝑝)𝑡 (3.4) 

A more specific hypothetical performance target is that the immediate post-event loss of SSI does 

not exceed 50% within a 100-year period. Using the 𝜆(𝑝̂) in Figure 3-12 that corresponds to 

𝑆𝑆𝐼𝐼𝐿 = 50%, the probability of not meeting that target is computed to be 6%.  Similarly, there 

may be a desire to limit 𝑇100%𝑆𝑆𝐼 to less than 6 months within a 100-year period. From Figure 3-13, 

the probability of not meeting this target is computed to be 6%. Using the annual exceedance 

relationship in  

Figure 3-14, the probability that the cumulative SSI loss exceeds 20% (𝑆𝑆𝐼𝐶𝐿 < 20%) over a 100-

year duration is 1%.  
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Figure 3-12 Annual exceedance curve for 𝑆𝑆𝐼𝐼𝐿 

 

Figure 3-13 Annual exceedance curve for 𝑇100%𝑆𝑆𝐼  
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Figure 3-14 Annual exceedance curve for 𝑆𝑆𝐼𝐶𝐿 

3.6 Ground Motion Intensity and Damage Map Selection using Multi-Metric 

Optimization 

Event-based methods are commonly used to assess the seismic risk to distributed infrastructure 

systems because the relationship between the earthquake hazard and system performance metrics 

cannot be expressed analytically. To reduce the computational expense associated with event-

based methods Miller and Baker (2015) proposed an optimization-based approach to selecting a 

subset of damage and corresponding ground-motion intensity maps that provides a reasonable 

estimate of the full probability distribution of a single network performance. However, as noted 

earlier, there is often a desire to characterize the performance of a distributed system using multiple 

metrics. This section discusses an extension of Miller and Baker optimization-based map selection 

algorithm that includes multiple network performance metrics in the objective function.  

Map Selection Problem 

The underlying goal of the map-selection problem is to choose a subset of 𝑘 damage maps and 

corresponding ground motion fields, each with an adjusted annual rate of occurrence  𝑤′.  From 

an optimization perspective, the difference between the network performance (as quantified by the 

threshold exceedance curves) obtained from the subset 𝑘 and the complete set of 𝑁𝑚 damage maps, 

should be minimized. More specifically, the multiple performance metric optimization problem 

can be expressed as: 
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minimize 

𝛼𝑖∑‖𝑑𝑖𝑎𝑔(𝝀𝒊)
−1(𝝀𝒊 −𝚿𝒊𝒘)‖1

𝑐

𝑖=1

 (3.5a) 

 subject to 

‖𝒘‖1 ≤ 𝑤𝑡𝑜𝑡𝑎𝑙 (3.5a) 

  ≤ 𝒘 (3.5b) 

where each element of 𝒘 ∈ ℝ𝑀 × 1, 𝑤𝑗′, represents the adjusted annual occurrence rate for the 𝑗′ 

damage map, ‖∎‖1 is the L1-norm or sum of absolute values of the vector ∎, 𝑤𝑡𝑜𝑡𝑎𝑙 is the sum of 

the original occurrence rates of all 𝑀 damage maps,  ∈ ℝ𝑀 × 1 is a vector of zeros, 𝝀𝒊 is a vector 

of annualized exceedance rates for the 𝑖𝑡ℎ network performance metric corresponding to 𝑅 

discretized return period values. 𝚿𝒊 ∈ ℝ𝑅 ×𝑀 is a matrix of constants with each entry 𝜓𝑟,𝑗′ =

𝕀{𝑝𝑗′ ≥ 𝑝̂𝑟}, 𝛼𝑖 is a scalar value that controls the weight assigned to the 𝑖𝑡ℎ network performance 

metric and 𝜈 is the total number of considered metrics.  

The linear objective function in Equation 3.5a minimizes the difference between the exceedance 

rate curves for the baseline set and the selected subset while considering all network performance 

metrics. The first constraint in Equation 3.5b specifies that the sum of 𝑤𝑗′  should be less than or 

equal to 𝑤𝑡𝑜𝑡𝑎𝑙. In other words, the sum of occurrences of all maps in the selected subset should 

be less than or equal to the sum of occurrences of all maps in the baseline set.  The second 

constraint in Equation 3.5b enforces non-negativity to every value of  𝑤𝑗′ , which is consistent with 

the physical interpretation of annual occurrence rates. The objective function and constraints are 

linear in terms of 𝒘, therefore an optimal solution is guaranteed to exist [128]. CVXPY [129], a 

python-embedded modeling language for convex optimization is used to solve the linear 

programming problem. The map subset obtained after solving above the optimization problem 

may result in more than  𝑘 non-zero values. The heuristic method [111,130] is used to select the 𝑘 

largest weights, which are renormalized such that the sum of normalized weights equal to 𝑤𝑡𝑜𝑡𝑎𝑙.  

To evaluate the error in the network performance metric exceedance curves between the subset 

and baseline set, the Mean Performance Measure Curve Error (MPMCE) proposed by Miller and 

Baker (2015) is used shown in Equation 3.6. 
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𝑀𝑃𝑀𝐶𝐸 =  
1

𝑅
∑ |

𝑝𝑟−𝑝̂̃𝑟

𝑝𝑟
|𝑅

𝑟=1   (3.6) 

where 𝑝̂𝑟 is the estimated performance metric value using the selected subset of maps for the 𝑟𝑡ℎ 

return period.  

The 2,343,000 damage maps for the Napa water network is used as the baseline and a subset of 

1000 maps is selected using multi-objective optimization with equal weights assigned to all 

performance metrics. Table 3-3 tabulates the MPMCE values obtained from optimizing on a single 

and multiple performance metrics with testing on the remaining others. The values suggest that if 

the subset is optimized for a single metric, for example, 𝑆𝑆𝐼𝐼𝐿, the MPMCE value is minimum for 

the metric used as the basis of the optimization and yields high MPMCE values for the others. On 

the other hand, if the subset is chosen while considering all network performance metrics, a 

universally high accuracy reflected by low MPMCE values is obtained.  

Table 3-3 Mean performance measure curve error (MPMCE) for various target performance 

measures 

MPMCE (%) All

1.31 1.31 1.32 1.31

3.47 3.54 3.48 3.61

3.47 3.47 3.48 3.47

Optimized For

Te
st

ed
 O

n      

     

    %   

         %        

 

3.7 Summary and Conclusion 

A risk-based framework for evaluating the post-earthquake functional loss and restoration of a 

water distribution system using a regional stochastic event set catalogue is presented. The four 

main stages of the assessment include characterization seismic hazard, physical damage, recovery 

or functional restoration and network performance. Hazard characterization produces a set of maps 

that capture the joint distribution of shaking intensity at the locations of interest. By coupling these 

maps with fragility functions in a Monte Carlo simulation procedure, the damage to the individual 

components of the network is assessed. A functional restoration trajectory is generated for each 

damage map using process-based discrete event simulation (PBDES) and pressure-driven 

hydraulic analysis and multiple metrics are used to assess the network performance. Uncertainties 
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in the ground motion intensity, component damage, inspection/repair crew availability and the 

temporal restoration parameters are propagated through the various stages of the framework. A 

methodology for selecting a subset of damage and ground motion maps using multi-objective 

optimization is also established. 

The proposed methodology was used to conduct a risk-based assessment of the city of Napa’s 

water distribution system. A stochastic event set catalogue comprised of 2,343 scenarios was 

assembled using the UCERF2 seismic source model. For each scenario, 50 spatially correlated 

ground motion maps were generated to obtain shaking intensities at the locations of the individual 

components that make up the water network. Using Monte Carlo simulation, a set of 1000 damage 

maps is produced for each scenario using the randomly sampled (from the set of 50) ground motion 

maps. The damaged state of each component (pipes, tanks and pump stations) in the network is 

represented each damage map. Only 135 scenarios with magnitudes ranging from 6.25 to 8.0 

caused damage to the Napa water network.  

The component inspection and repair process for each damage map is simulated using a PBDES 

model while explicitly considering the available resources (inspection and repair crew), 

sequencing and duration of the associated activities. A pressure-driven hydraulic simulation was 

performed at regular time intervals over the entire duration of the restoration process to quantify 

the functional recovery in terms of the system serviceability index (SSI). This formed the basis of 

the network performance assessment using metrics related to the initial loss of SSI (𝑆𝑆𝐼𝐼𝐿), the 

time to restore the pre-event SSI (𝑇100%𝑆𝑆𝐼) and the cumulative SSI loss (𝑆𝑆𝐼𝐶𝐿). The results 

indicated that approximately 2.5% of the damage maps from the entire stochastic event set 

catalogue resulted in post-earthquake water service disruption. Additionally, 95% of the damage 

maps achieved full SSI restoration within 3 days i.e. 𝑇100%𝑆𝑆𝐼 ≤ 3 days.  

Disaggregation of the dispersion in the network performance outcomes was used compare the 

relative contribution of different sources of uncertainty including ground shaking intensity, 

component fragility, crew size and event duration. When all sources of uncertainty were 

considered, the dispersion associated with recovery time metrics (e.g. 𝑇100%𝑆𝑆𝐼) was found to be 

higher than that of 𝑆𝑆𝐼𝐼𝐿 and 𝑆𝑆𝐼𝐶𝐿. The results from the disaggregation showed that the ground 

shaking intensity had the highest contribution to the dispersion in the restoration time 

corresponding to lower SSI levels (e.g. time to restore 25% and 50% of pre-event level). Whereas 

at higher SSI levels (75% and 100% of pre-event level), the number of crew members dominated 
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the dispersion in the restoration time. In general, the dispersion in restoration time increases with 

the SSI level.  

We also discussed an extension of Miller and Baker optimization-based map selection algorithm 

that includes multiple network performance metrics in the objective function. Through the case 

study of Napa water distribution system, we have demonstrated how to use the optimization 

formulation to select a subset of damage maps (with corresponding ground-motion intensity maps 

and occurrence rates) from a larger set of candidate maps. We have also shown that the results 

from the subset are a good estimate of the results from an extensively sampled baseline set of 

maps.  

This study has advanced past studies on the seismic impact to water distribution systems by 

including performance measures based on restoration hydraulic analysis in a risk-based assessment 

framework. Future work can extend the framework to incorporate multiple hazards, operational 

adaptations, other lifeline systems including their interaction and interdependence, other network 

performance indicators (like centrality measures) and economic loss assessment.  
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CHAPTER 4 Active Learning Framework for Risk Assessment of 

Distributed Infrastructure Systems 

4.1 Introduction 

Critical infrastructure systems such as electric power, water, gas and transportation networks 

(so-called lifelines) play a vital role in modern society by supporting all sectors of the economy. 

A common feature of lifeline systems is that they are often comprised of many physically and 

functionally interdependent components that are distributed over large geographic areas. As such, 

damage to one or a few components can have cascading effects on the functionality of the system 

as whole. Natural hazards are one of the primary threats to distributed infrastructure systems. 

Hazards that have a relatively small spatial footprint (e.g. tornados) can damage one or a few 

components that may or may not be critical to the system level performance. On the other hand, 

hazards that have regional scale impacts (e.g. earthquakes) can damage large numbers of 

components and are therefore more likely to significantly disrupt the functionality of the system. 

Regardless of the type of event, risk assessment is key to mitigating the disruptive effects of natural 

hazards on infrastructure systems.  

The main steps used to assess the risk to a distributed infrastructure system include, hazard 

characterization, component-level damage assessment and network-level performance 

quantification. The metrics used to quantify the performance of the system can be static (e.g. loss 

of service immediately following the hazard event) or dynamic (e.g. time to restore full service). 

The latter requires models that can capture the time-dependent effect of repair activities on network 

performance. One or a few scenarios can be used as the basis for the hazard characterization. This 

approach is desirable because it reduces the computational demands of the overall risk assessment. 

However, the selection of the event(s) to use in the assessment is often a challenge because, for 

spatially distributed infrastructure systems, it is often impossible to find one or even several such 

events. Additionally, even if a single “worst-case” (in terms of consequences) event is determined, 

its probability of occurrence should ideally be considered. Hazards can also be defined using a 

stochastic catalogue where the full spectrum of possible scenarios and their associated occurrence 

probabilities (or rates) are considered [105–110].  
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When performing stochastic event set assessments, the uncertainty in the spatial distribution 

of loading (e.g. ground shaking intensities for an earthquake or wind speed for a hurricane) is 

considered by employing a Monte Carlo approach. More specifically, for each event, multiple 

loading realizations are generated. Therefore, when coupled with component damage and network 

performance simulation (e.g. functional recovery assessments), where additional sources of 

uncertainty are considered, the overall assessment can become computationally intractable. One 

strategy that has been proposed to minimize the computational cost of stochastic catalogue 

assessments is to use optimization to select a subset of loading (in this case earthquake ground 

shaking intensities) and damage realizations (Miller and Baker, 2015) that provide a reasonable 

estimate of the network performance. A key limitation of this approach is that the network 

performance quantification for the complete set of loading and damage realizations is explicitly 

utilized in the objective function. In other words, the selection of a subset of ground motion and 

damage maps using optimization requires quantification of the system performance for all 

realizations, which, in essence, defeats the purpose of the procedure. 

This study presents an active learning-based framework to select a subset of loading 

realizations from a stochastic catalogue. Active learning is used to incrementally query the 

complete dataset for individual (or subgroups of) data samples, which are selected based on how 

much they reduce the uncertainty in the prediction outcomes for the full probability distribution of 

the network performance metric. An important advantage of the active learning approach is that 

the full risk assessment procedure (hazard characterization, damage assessment and network 

performance quantification) is only performed on the subset of scenarios that are incrementally 

queried. To demonstrate the methodology, a risk-based stochastic catalogue assessment of the 

post-earthquake functional loss and recovery of the city of Napa’s water distribution system is 

conducted. However, it should be noted that the framework is developed and presented in a 

generalized manner such that it could be applied to other hazards and infrastructure systems. 

Section 4.2 provides an overview of active learning framework. Section 4.3 discusses the Gaussian 

process, which is central to utilizing the active learning framework for stochastic catalogue event-

subset selection. The details of the active learning framework are presented in Section 4.4 and 

Section 4.5 describes the use case involving the seismic risk assessment of the city of Napa’s water 

distribution system. Section 4.6 summarizes the key findings from the study and provides 

recommendations for future research in this area.   
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4.2 Overview 

Active learning is a subfield of machine learning that focuses on the development of computer 

systems that improve with experience and training. Traditional “passive” learning systems (e.g., 

linear regression, random forest) propose a hypothesis (i.e. a model) to explain and provide a 

mapping between the input and output data. On the other hand, an active learning system develops 

and tests new hypotheses as part of a continually interactive learning process. In other words, the 

learner is allowed ask questions about (or query) the given data as opposed to only learning from 

it. More specifically, the learner gets to ask “an oracle” (a human annotator) about the label of 

certain instances. By asking the right questions, a high level of generalizable accuracy about the 

mapping can be obtained with a smaller labeled dataset. A model is fitted to the currently labeled 

subset after each iteration and used to decide which instance(s) should be labeled next. A one-

dimensional binary search algorithm (an algorithm that finds the position of a target value within 

a sorted array) [131] can be viewed as an example of active learning in which the next query 

location is decided after obtaining an answer for the previous query. 

Figure 4-1 shows an overview of active learning framework which is comprised of four main 

steps. It starts by specifying the learner, which is a model (here, a Gaussian process) fitted to a 

small number of labeled instances (training subset). Note that the very first training subset can be 

randomly selected and labeled using the oracle. The learner then samples or queries one or a group 

of unlabeled instances from the input space or distribution using an appropriate method. Three 

querying approaches, which include membership query synthesis, stream-based selective 

sampling, and pool-based sampling, are discussed later in the paper. Depending on their degree of 

informativeness as measured by the acquisition function (e.g. uncertainty sampling), unlabeled 

instances are sent to the oracle for labeling, after which those labeled instances are added to the 

training subset. The learner’s model is then updated using the most current training subset. Lastly, 

a stopping criterion is checked to determine whether to terminate the procedure or continue 

learning by repeating the previously outlined steps. In other words, if the stopping criterion is 

satisfied, the learner (i.e., training subset and model) is provided as output, otherwise the next set 

of unlabeled instances is sampled from the input distribution. From an infrastructure risk 

assessment perspective, the training subset that is provided as output from the active learning 
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framework represents the set of hazard scenarios that is used as the basis for the system 

performance evaluation.       

 

Figure 4-1 Active learning framework 

4.3 Gaussian Process  

4.3.1 Overview 

A Gaussian Process (𝒢𝒫) is a stochastic process (a collection random variables indexed by 

time or space) with a finite collection of random variables that follow a multivariate normal 

distribution. 𝒢𝒫 is a non-parametric model that enables predictions about a dataset by 

incorporating prior knowledge. Many real-world problems require an assessment of unknown 

functions that map inputs to outputs. Such functions may not have an analytical solution or other 

requirements (e.g. design costs) that complicate the process of information acquisition. In these 

cases, Gaussian Process Regression (𝒢𝒫ℛ) can serve as a useful tool for performing passive and 

active inferencing [132]. Whereas passive inferencing seeks to produce the best possible 

description of a given dataset and make predictions about future instances of that data, the goal of 

active inferencing is to quickly learn the function while iteratively choosing input points or 

produce the maximum possible outputs or both.  𝒢𝒫ℛ is a non-parametric Bayesian approach to 

regression problems that captures the mapping between inputs and outputs by utilizing a 

theoretically infinite number of parameters and letting the data determine the level of model 

complexity [133].  
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Given a training set 𝒟 of 𝑛 observations, 𝒟 = {(𝑥𝑖, 𝑦𝑖) | 𝑖 = 1, 2, … , 𝑛}, and letting 𝑓 denote 

a mapping (unknown) from inputs 𝒙 to outputs 𝑦 (𝑓: 𝑋 → 𝒚), 𝒢𝒫ℛ can be used to (i) model 𝑓 

using 𝑥 and 𝑦, which enables inferencing on the full distribution of 𝑦, (ii) explore 𝑓 i.e., actively 

choose the input points 𝑥𝑠𝑢𝑏 ∈ 𝑥 for which the outputs 𝑦𝑠𝑢𝑏 = 𝑓(𝑥𝑠𝑢𝑏) accurately model the 

function 𝑓, and (iii) perform exploration-exploitation of 𝑓 to find inputs that produce the maximum 

(or minimum) outputs (similar to Bayesian optimization). One interpretation of 𝒢𝒫ℛ is based on 

a Bayesian analogue to a simple linear regression model where the output is a linear combination 

of the inputs. This interpretation is described as the weight-space view because the inferencing 

takes place in the space of weights (or predictor coefficients) that are modeled as random variables. 

Alternatively, a 𝒢𝒫ℛ  model  can be represented as a distribution over a set of possible functions. 

This interpretation is described as the function-space view because the inferencing takes place 

directly in the space of functions. The weight-space view and function-space view are further 

discussed in the next two sub-sections.   

4.3.2 Weight-space view 

Before presenting the details of the weight-space view modeling function, the Bayesian 

analysis of a standard linear regression model with Gaussian noise is reviewed as presented in 

Equation 4.1: 

𝑓(𝒙) = 𝒙𝑇𝒘,       𝑦 = 𝑓(𝒙) +  𝜀    (4.1) 

where 𝒙 is the input vector and 𝒘 is a vector of weights. It is assumed that the outputs (𝑦) are 

a linear function of the inputs plus a noise term (𝜀) that follows an independent, identical Gaussian 

distribution with zero mean and variance 𝜎𝜀
2 i.e. 𝜀 ∼  𝒩(0, 𝜎𝜀

2). Given this assumption, the 

likelihood function for a set of observations given the parameters can be taken as the product of 

the probability distributions corresponding to the individual data points, which can be represented 

as presented: 

𝑝(𝒚|𝑋,𝒘)  ∼  𝒩(𝑋𝑇𝒘,𝜎𝜀
2I)      (4.2) 

In Bayesian formalism, a prior is specified, which expresses the beliefs about the parameters 

before encountering the observations. By specifying a zero mean Gaussian prior with covariance 
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matrix Σ for the weights i.e. 𝒘 ∼  𝒩( , Σ), inferences from the Bayesian linear model are based 

on the posterior distribution of the weights, which is computed using Baye’s rule 

                                 𝑝(𝒘|𝒚, 𝑋) =
𝑝(𝒚|𝑋,𝒘)𝑝(𝒘) 

𝑝(𝒚|𝑋)
                               (4.3) 

where 𝑝(𝒘|𝒚, 𝑋) and 𝑝(𝒘) are the posterior and prior distribution of the weights, respectively. 

The normalizing constant or marginal likelihood is independent of the weights and is expressed as 

𝑝(𝒚|𝑋) = ∫𝑝(𝒚|𝑋,𝒘)𝑝(𝒘)𝑑𝒘    (4.4) 

The posterior in Equation 4.3 can be written as  

                𝑝(𝒘|𝒚, 𝑋) =  𝒩(𝒘̃ =
1

𝜎𝜀
2 𝐴

−1𝑋𝒚, 𝐴−1)                (4.5) 

where 𝐴−1 = Σ−1 + 𝜎𝜀
2𝑋𝑋𝑇. Readers are referred to Williams and Rasmussen (2006) for the 

complete derivation of Equation 4.5. 

 

The mean of the posterior distribution 𝑝(𝒘|𝒚, 𝑋) is also described as the maximum a posteriori 

(MAP) estimate of 𝒘. Since the inferencing is performed using the weights, this formulation is 

described as “the weight space view of regression”. To make predictions for a test case (𝑥∗) 

represented by 𝑓∗ = 𝑓(𝑥∗) = 𝑦∗ − 𝜀∗, the average of all possible parameter values (which averages 

out the error term and focuses on the expected value) weighted by their posterior probability is 

computed. Thus, the predictive distribution for 𝑓∗ is obtained by averaging the output of all possible 

linear models with respect to the Gaussian posterior 

𝑝(𝑓∗|𝑥∗, 𝑋, 𝒚) =  ∫ 𝑝(𝑓∗|𝑥∗, 𝒘)𝑝(𝒘|𝑋, 𝒚)𝑑𝒘   (4.6a)                                                                                                            

𝑝(𝑓∗|𝑥∗, 𝑋, 𝒚) =   𝒩(
1

𝜎𝜀
2 𝑥∗

𝑇𝐴−1𝑋𝒚, 𝑥∗
𝑇𝐴−1𝑥∗)  (4.6b)  

The predictive distribution is also Gaussian with a mean given by the posterior mean of the 

weights from Equation 4.5 multiplied by the test input. The predictive variance is a quadratic form 

of the test input with the posterior covariance matrix.   
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Because of the linearity assumption, Bayesian linear models suffer from limited 

expressiveness. Nonlinear dependence can be incorporated by mapping the inputs 𝒙 into some 

high dimensional space using a set of basis functions and then applying the Bayesian linear model 

to the transformed input. For example, a scalar input 𝑥 can be projected into the space of powers 

of 𝑥: 𝜙(𝑥) = (1, 𝑥, 𝑥2, 𝑥3, … )𝑇 to implement polynomial regression. Mapping input variables into 

a feature space offers higher flexibility and allows one to model functions of any shape. However, 

this flexibility also acts as a drawback since the number of possible mappings is infinite and one 

must be chosen either a priori or by model comparison within a set of possible mappings. Gaussian 

process formalism offers a principled solution of choosing the basis function implicitly, effectively 

letting “the data decide” on the complexity of the function.    

4.3.3 Function-space view 

In Section 4.3.2, the probability distribution of the mapping weights is determined. Since each 

set of weights represents a particular function, the probability distribution of the weights also 

represents a distribution of the functions. Therefore, alternatively, 𝒢𝒫ℛ can focus directly on the 

distribution of the functions instead of the distribution over weights. A 𝒢𝒫 defines a distribution 

over functions such that, if any two or more points in a function are selected, the outputs at these 

points follow a joint (multivariate) Gaussian distribution. This feature is also described as the 

marginalization property. More formally, a Gaussian process is defined as a collection of random 

variables, any finite number of which have a joint (multivariate) Gaussian distribution. A 𝒢𝒫 that 

is denoted by 𝑓(𝒙) is completely specified by its mean function 𝑚(𝒙) and co-variance function 

𝑘(𝒙, 𝒙′) i.e. 𝑓(𝒙) ∼  𝒢𝒫(𝑚(𝒙), 𝑘(𝒙, 𝒙′)). The mean function 𝑚(𝒙) reflects the expected function 

value at 𝒙 i.e. 𝑚(𝒙) = 𝔼[𝑓(𝒙)] and the covariance function 𝑘(𝒙, 𝒙′) models the dependence 

between the function values at different input points 𝒙 and 𝒙′. 

 𝑘(𝒙, 𝒙′) =  𝔼[(𝑓(𝒙) − 𝑚(𝒙))(𝑓(𝒙′) − 𝑚(𝒙′))]  (4.7) 

The prior mean function is often set to 𝑚(𝒙) =   to avoid expensive posterior computations 

and the inferencing is only performed via the covariance function. Empirically, setting the prior to 

  is often achieved by subtracting the (prior) mean from all observations. The function 𝑘(∎) is 

also known as the kernel of the Gaussian process. The choice of an appropriate kernel is based on 

assumptions of smoothness and anticipated patterns within the data. It can be reasonably assumed 
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that the correlation between two points decays with the distance between the points. A commonly 

used kernel that is consistent with this assumption is the radial basis function (RBF) kernel, which 

is defined as: 

  𝑘(𝒙, 𝒙′) =  𝜎𝑓
2exp (−

‖𝒙−𝒙′‖
2

2𝜆2
)    (4.8) 

The RBF kernel, also known as the “squared exponential kernel”, is an example of a stationary 

(invariant to translations in the input space) covariance function since it is a function of |𝒙 − 𝒙′|. 

The two hyper parameters 𝜆 (length-scale) and 𝜎𝑓
2 (signal variance) are tuned to match the priori 

correlation between input points and consequently the variability of the resulting function. 

Additional details about different kernels and strategies for choosing the most appropriate one are 

discussed in Duvenaud (2014) and Williams and Rasmussen (2006). After specifying the mean 

and covariance functions, the 𝒢𝒫 is used to determine priori and posterior function values 

conditioned on the specified observations.  

4.3.3.1 Sampling functions from a 𝓖𝓟 

Sampling a function from a 𝒢𝒫 is generally achieved by computing the function values at a 

selected set of input points. Theoretically, a continuous function can be represented as a vector of 

infinite size. However, since only a finite number of predictions are needed, the outputs for these 

points are obtained from a multivariate normal distribution with a covariance matrix generated by 

the kernel (i.e., exploiting the marginalization property). Given the chosen set of input points, 𝑋∗ 

comprised of 𝒙𝑖
∗, 𝑖 = 1,… , 𝑛, the first step in sampling a function is to compute the covariances 

between all inputs in 𝑋∗, which is expressed as: 

𝐾(𝑋∗, 𝑋∗) =  [
𝑘(𝒙1

∗ , 𝒙1
∗) ⋯ 𝒌(𝒙1

∗ , 𝒙𝑛
∗ )

⋮ ⋱ ⋮
𝑘(𝒙𝑛

∗ , 𝒙1
∗) ⋯ 𝑘(𝒙𝑛

∗ , 𝒙𝑛
∗ )
]   (4.9) 

Then a random Gaussian vector is generated with the above covariance matrix by sampling 

from a multivariate normal distribution, 𝑓∗ ∼  𝒩( ,𝐾(𝑋∗, 𝑋∗)), where 𝑓∗ = [𝑓(𝒙1
∗), … , 𝒙𝑛

∗ ]𝑇 is a 

sample of function values. To sample observations of 𝑓∗, an additional and independent sample of 

the noise term 𝜀 is added.  
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4.3.3.2 Posterior predictions from a 𝓖𝓟 

In the context of active learning, the goal is not to sample random functions from the prior but 

to incorporate the knowledge that a given set of observations provide about the function. Recalling 

the set of observations 𝒟 = {(𝑥𝑖, 𝑦𝑖) | 𝑖 = 1, 2, … , 𝑛}, which can be labeled as the training set 

𝒟𝑡 = {𝑋𝑡, 𝒚𝑡} and with the goal of  predicting new inputs 𝑋∗ or testing observations, 𝑓∗ is sampled 

from the posterior distribution 𝑝(𝑓|𝒟𝑡). As implied by the 𝒢𝒫, the training outputs 𝒚𝑡 and function 

values 𝑓∗ follow a joint (multivariate) normal distribution which can be written as: 

[
𝒚𝑡
𝑓∗
] ~𝒩 ( , (

𝐾(𝑋𝑡, 𝑋𝑡) + 𝜎𝜀
2I 𝐾(𝑋𝑡, 𝑋∗)

𝐾(𝑋∗, 𝑋𝑡) 𝐾(𝑋∗, 𝑋∗)
))   (4.10) 

where 𝐾(𝑋𝑡, 𝑋𝑡) is the covariance matrix between all collected observations,  𝐾(𝑋∗, 𝑋∗) is the 

covariance matrix for the new points, 𝐾(𝑋∗, 𝑋𝑡) is the covariance matrix between the training and 

testing points, I is the identity matrix and 𝜎𝜀
2 is the assumed noise level of the observations. The 

predictive distribution 𝑝(𝑓∗|𝑋𝑡, 𝒚𝑡, 𝑋∗) follows a multivariate normal distribution represented 

as 𝑓∗|𝑋𝑡, 𝒚𝑡, 𝑋∗~𝒩(𝑓∗̅, 𝑐𝑜𝑣(𝑓∗)), where 

                              𝑓∗̅ ≜ 𝔼[𝑓∗|𝑋𝑡, 𝒚𝑡, 𝑋∗] = 𝐾(𝑋∗, 𝑋𝑡)[𝐾(𝑋𝑡, 𝑋𝑡) + 𝜎𝜀
2I]−1𝒚𝑡  (4.11a) 

                            𝑐𝑜𝑣(𝑓∗) = 𝐾(𝑋∗, 𝑋∗) − 𝐾(𝑋∗, 𝑋𝑡)[𝐾(𝑋𝑡, 𝑋𝑡) + 𝜎𝜀
2I]−1𝐾(𝑋𝑡, 𝑋∗)    (4.11b) 

The predictive distribution is a 𝒢𝒫 with mean function 𝑓∗̅ and covariance function 𝑐𝑜𝑣(𝑓∗), 

which can be used to predict 𝑓∗. Readers are referred to Williams and Rasmussen (2006) for 

complete derivation.  

4.3.3.3 Relationship between function-space and weight-space view  

To understand the correspondence between function space view and weight space view of 

𝒢𝒫ℛ, we can switch from function space view to weight space view as follows: 

The mean function 𝑓∗̅ in Equation 4.11a can be rewritten as 

𝑓∗̅(𝑥) = ∑ 𝑤𝑖𝑘(𝑥𝑖, 𝑥)
𝑡
𝑖=1       (4.12) 

where each 𝑥𝑖 is a point in the set of training observations and the weights are computed as 

𝒘 = [𝐾(𝑋𝑡, 𝑋𝑡) + 𝜎𝜀
2I]−1𝒚𝑡. Equation 4.12 shows that the 𝒢𝒫ℛ is equivalent to a linear regression 
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model that uses the basis function 𝑘(∎,∎) to project the inputs into a high-dimensional feature 

space. To make new predictions, every output 𝑦𝑡 is weighted based on its similarity with the 

associated input 𝑥𝑡  as measured by the kernel. Therefore, the final predictions or new set of 

observations is simply the weighted sum of the inputs. In other words, a conceptually infinite 

parameter space is reduced to a finite sum, which is also referred to as the “kernel trick”. 

Theoretically, 𝒢𝒫ℛ has as many parameters 𝒘 as there are observations but making predictions 

involves only a finite sum over all past observations, which makes 𝒢𝒫ℛ a non-parametric 

technique.  

4.3.3.4 Optimizing hyper-parameters  

The covariance function of a Gaussian process typically contains hyper-parameters. For 

example, 𝜆 (length-scale) and 𝜎𝑓
2 (signal variance) from the radial basis function as well as the 

noise variance, 𝜎𝜀
2, are unknown parameters that are inferred from the data. Since obtaining their 

posterior distribution is intractable, full Bayesian inferencing of the hyper-parameters is not 

typically used in practice. Instead, point estimates of the hyper-parameters are obtained by 

maximizing the marginal (log) likelihood. This is similar to parameter estimation by maximum 

likelihood and is also referred to as type-II maximum likelihood (ML-II) [132]. Given the data 

𝒟 = {𝑋, 𝒚} and hyper-parameters 𝜽 (e.g., 𝜽 = (𝜆, 𝜎𝑓
2, 𝜎𝜀

2)), the marginal log likelihood is 

computed as 

log 𝑝(𝒚|𝑋, 𝜽) =  −
1

2
𝒚𝑇𝐾𝑦

−1𝒚 −
1

2
log|𝐾𝑦| −

𝑛

2
𝑙𝑜𝑔2𝜋  (4.13) 

where 𝐾𝑦 = 𝐾(𝑋, 𝑋) + 𝜎𝜀
2I is the covariance of the noisy output values 𝒚. The marginal log-

likelihood in Equation 4.13 can be viewed as a penalized fit, where  −
1

2
𝒚𝑇𝐾𝑦

−1𝒚 measures the 

data-fit, −
1

2
log|𝐾𝑦| is the complexity penalty term that only depends on the covariance function 

and the inputs and −
𝑛

2
𝑙𝑜𝑔2𝜋 is a normalization constant. 

4.3.3.5 Alternatives to the RBF kernel  

In most real-world applications, the RBF kernel is chosen and its length-scale is optimized to 

account for potential mismatches between prior smoothness assumptions and the observed data. 

There are alternatives to the RBF kernel that offer flexibility in terms of smoothness, periodicity, 
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symmetry, and interaction between variables. In general, more complex kernels can be created by 

combining simpler ones using operations such as addition or multiplication [132]. For instance, 

kernels for 𝒢𝒫 models can be determined by defining an open-ended space and adding and 

multiplying kernels from a fixed set [134,135].  

4.3.4 Advantages and disadvantages of 𝓖𝓟 

Gaussian processes are a powerful way to model functions and allows estimation of unknown 

functions based on exploration and exploitation strategies. 𝒢𝒫 allows analytical inferencing i.e., 

given a kernel function and some observations, the predictive posterior distribution can be 

computed exactly in close form. The flexibility of choosing a covariance function for 𝒢𝒫 allows a 

wide range of modeling assumptions. The fact that a 𝒢𝒫 posterior, given a fixed kernel, enables 

exact integration over a wide range of hypotheses space means that overfitting is less of an issue 

relative to other comparable model classes (example, neural networks) and complex optimization 

and regularization schemes are not needed. Additionally, exact integration over all hypotheses 

provides a principled way of comparing different models through marginal likelihood of the data 

given a model. The predictive posterior of a 𝒢𝒫 at a set of test points follows a closed-form 

distribution (multivariate Gaussian distribution).  

The are some issues with the 𝒢𝒫 that make it difficult to use in specific cases. The main 

drawback is that computing the matrix inverse in Equation 6b takes 𝒪(𝑁3) time, which slows the 

inferencing when there are more than a few thousand points. However, recent approximate 

inference schemes address this challenge [136,137]. Another issue with 𝒢𝒫 is that choosing the 

kernel for a given problem requires human experts. Readers are referred to Görtler et al. (2019) 

for a user-interactive exploration of Gaussian processes and the mathematical intuition behind 

them. The next section on active learning discusses the use of Gaussian process regression to model 

the underlying function in a dataset and estimate the utility of available queries (candidates to 

sample for the next set of input points).  
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4.4 Active Learning 

4.4.1 Query Approaches in Active learning  

As discussed earlier, one of the first main steps in the active learning framework is selecting 

or querying the input dataset or distribution. Settles (2009) discusses three main approaches to 

querying in an active learning context: (i) membership query synthesis, (ii) stream-based selective 

sampling, and (iii) pool-based sampling. An illustrative comparison of these three querying 

approaches is presented in Figure 4-2. In the membership query synthesis approach, the learner 

may request “label membership” (i.e. assignment of a label) for any instance of unlabeled data 

under the assumption that the definition of the input space is known [140]. In other words, the 

instance to be labeled may be chosen from the input space or generated by the learner. This 

approach requires the model to capture the data distribution well enough to generate reasonable 

instances that would have a clear label. Query synthesis is used in several types of regression tasks 

such as learning to predict the absolute location of a robot hand given the joint angles of its 

mechanical arm as inputs [141] and executing autonomous biological experiments to discover 

metabolic pathways in yeast [142].  

In the query synthesis approach, the data-generating distribution is not necessarily considered 

(and may not even be known). Under such conditions, the active learner might select arbitrary 

instances that are not useful to the task at hand. For example, in the case of classifying images, if 

the learner generates an image of pure noise, the oracle won’t be able to label it. This issue is 

addressed in the stream-based selective sampling approach, which assumes that obtaining an 

unlabeled instance is free (or inexpensive), so it can first be sampled from the input distribution, 

and then the learner can decide whether or not to request its label [143]. Researchers have used 

utility metrics [144], region of uncertainty [143] and version space [145] to decide whether to 

query (label) or discard an instance. The stream-based selective sampling approach has been 

implemented in real-world tasks such as part-of-speech tagging [144], sensor scheduling [146], 

and learning to rank functions for information retrieval [147].  

Pool based sampling is motivated by the rise of data gathering techniques that enable the 

collection of large unlabeled datasets [148]. Unlike the stream-based approach which selects 

individual instances from a dataset, pool-based sampling selects a subset (or pool) of data and the 
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learner decides which of them to query. Consider a dataset with a large number of unlabeled 

instances (𝑈) and a small labeled subset (𝐿). In pool-based sampling, queries are selected from 𝑈 

in a greedy manner based on a utility measure that is evaluated on all the unlabeled data. Pool 

based sampling has been implemented in several real-world machine learning problems including 

text classification [148–150], information extraction [151,152], image classification and retrieval 

[153,154], video classification and retrieval [155,156], speech recognition [157] and cancer 

diagnosis [158]. Pool-based sampling is the most popular scenario for applied research in active 

learning, whereas query synthesis and stream-based selective sampling are more common in the 

theoretical literature. Pool-based sampling is adopted in this study as it is more relevant to cases 

where gathering data is simple, but the labeling process is computationally expensive.  

 

Figure 4-2 Query approaches in active learning 

4.4.2 Evaluating the informativeness of queries via an acquisition function 

Regardless of the querying approach, the amount of information provided by an unlabeled 

instance must be evaluated. This is achieved through the use of an acquisition function, 𝑉𝑡, which 

estimates the usefulness (or utility) of candidate input points based on how much it enables 

function learning (exploration) and generating the best possible output (exploitation).  In a 

Bayesian setting, learning about a function can be represented as reducing the dispersion of the 

posterior distribution over all possible functions. A useful measure of the uncertainty about a 

random variable 𝑌 with probability distribution 𝑝 is the differential entropy 𝐻(∎) represented as 
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𝐻(𝑌) =  −∫𝑝(𝑦)𝑙𝑜𝑔𝑝(𝑦)𝑑𝑦 = 𝔼[log 𝑝(𝑌)]   (4.14) 

The information gain 𝜤 provided by input 𝑥 about the random variable is the reduction in 

entropy when an input and the corresponding output are observed 

𝜤(𝑌; 𝑥) = 𝐻(𝑌) − 𝐻(𝑌|𝑥)     (4.15a) 

            𝜤(𝑌; 𝑥) = −∫(𝑝(𝑦)𝑙𝑜𝑔 𝑝(𝑦) + 𝑝(𝑦, 𝑥)𝑙𝑜𝑔𝑝(𝑦, 𝑥))𝑑𝑦                          (4.15b) 

If 𝑌 follows a 𝑑-variate Gaussian distribution with mean 𝜇 and covariance Σ, then the entropy 

is  

𝐻(𝑌) =  
1

2
log(2𝜋𝑒)𝑑 |Σ|      (4.16) 

For a 𝒢𝒫ℛ model, the information gain can be written as 

𝜤(𝑓; 𝒚) =
1

2
log |I + 𝜎−2𝑲|      (4.17) 

where 𝑲 = [𝑘(𝑥, 𝑥′)] and I represents the identity matrix [159].  

Even though finding the overall information gain maximizer is NP-hard, it can be 

approximated by an efficient greedy algorithm based on Gaussian process regression. If 𝐹(𝐴) =

 𝜤(𝑓; 𝒚𝐴) is the information about the function 𝑓 after having observed a set of points 𝐴, the greedy 

querying algorithm selects the point with the most uncertain predicted output i.e. 𝑥𝑡 =

argmax𝐹(𝐴𝑡−1 ∪ {𝒙}). Here, uncertainty is measured by the variance of 𝑓 at input 𝒙. 

𝑉𝑡(𝒙) = 𝑘𝑡−1(𝒙, 𝒙
′)       (4.18) 

The algorithm begins with a Gaussian process prior for 𝑓 and at each time 𝑡 = 1,… , 𝑇, the 

input points where the current posterior predictive distribution 𝑝(𝑓|𝒟𝑡−1) evaluated at 𝒙 shows 

the highest variance (the highest predictive uncertainty) are sequentially sampled. This is a “greedy 

algorithm” in the sense that it focuses on minimizing the current uncertainty, rather than looking 

further ahead in the future. Also described as “uncertainty sampling” [148,160], which algorithm 

is one of the most commonly used acquisition functions. The basic premise of uncertainty sampling 

is that the learner avoids querying instances of high confidence and focuses its attention on the 

least certain unlabeled instances. Figure 4-3 shows the algorithm for a generic pool-based active 
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learning scenario that uses uncertainty sampling to select the most uncertain instance 𝑥∗ from 𝑈 

based on the model 𝜃. This selection is performed iteratively until the stopping criterion is reached 

and the algorithm returns the trained model 𝜃∗.  

Krause et al. (2008) showed that uncertainty sampling can obtain at least a constant fraction 

of maximum information gain using at most 𝑇 samples.  

𝐹(𝐴𝑇) ≥ (1 −
1

𝑒
) max
|𝐴|⊆𝑇

𝐹(𝐴)      (4.19) 

where 𝐹(𝐴𝑇) measures the information about 𝑓 at time point 𝑡 within the set 𝐴 and 𝑒 represents 

Euler’s number. Equation 4.19 is based on two properties of the acquisition function: 

submodularity and monotonicity. Submodularity refers to a natural diminishing returns property 

of an acquisition function, whereby newly sampled points will add less and less information about 

the underlying functions. Monotonicity implies that there is no downside to additional information 

i.e., it is always helpful to observe more points.  

Uncertainty sampling has been implemented in learning probabilistic models for binary [160] 

and multi-class classification [162], statistical sequence models in information extraction tasks 

[152,163] and support vector machines [149]. Uncertainty sampling is also applicable in regression 

problems where the learner queries the unlabeled instance for which the model has the highest 

output variance in its prediction. Closed-form approximations of output variances can be computed 

for several models, including Gaussian random fields [164] and neural-networks [165].  

 

Figure 4-3 Generic pool-based uncertainty sampling algorithm 
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4.4.3 Stopping Criterion 

An important element of the active learning algorithm is knowing when to stop learning, or at 

least to stop posing queries. The stopping should be done at a point where the cost of acquiring 

new training data is greater than the cost of the errors made by the current system or the accuracy 

of the learner has reached a plateau. In the current study, the selected uncertainty (𝑆𝐶𝑆𝑈) based on 

the overall uncertainty method proposed by Zhu et al. (2010) is adopted for the stopping criterion. 

𝑆𝐶𝑆𝑈 works on the principle that, in an iterative learning setting, the variance on the top-m selected 

samples (i.e., m most uncertain cases) at each learning cycle will be a good signal to indicate the 

confidence of the current model on the remaining unlabeled instances.  𝑆𝐶𝑆𝑈  can be defined by 

Equation 4.20.  

𝑆𝐶𝑆𝑈(𝐶) = {
1,

∑ 𝑉𝑎𝑟(𝑥)𝑥∈𝐶

𝑚
< 𝛿𝑆𝑈

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
     (4.20) 

where 𝛿𝑆𝑈 is the user-predefined variance threshold,  𝐶 is the set of top-m selected unlabeled 

samples and the function 𝑉𝑎𝑟(𝑥) evaluates the variance on set 𝐶 based on the current model.  

4.5 Case Study  

The active learning framework is demonstrated through a risk-based assessment of the city of 

Napa’s water distribution system. More specifically, active learning is used to select the subset of 

ground motion maps that are most critical to the water distribution system seismic risk. This 

particular problem is chosen because the state-of-the-art methodology involves performing a large 

number of end-to-end computational simulations that incorporate stochastic catalogue hazard 

characterization, damage assessment, inspection and repair processes and system-level hydraulic 

simulations. Gaussian process-based exploration is used to learn the full probability distribution 

of system-level impacts as quickly and accurately as possible using active learning. For ease of 

illustration, we will focus on a function 𝑓 that takes a one-dimensional and discretized input 𝑥 

(related to the ground motion hazard) and maps to an output 𝑦 (probability distribution of system-

level performance).  

4.5.1 Napa water network 

Readers are referred to Section 2.2.1 for a detailed discussion on the Napa water network.  
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4.5.2 Risk assessment of the Napa water network using an end-to-end simulation 

framework 

In this study, post-earthquake functional loss and restoration assessment is performed using an 

end-to-end simulation framework. Hazard characterization is the first step, which culminates with 

the generation of a stochastic catalogue with a set of ground motion fields corresponding to each 

event. Fragility functions for the components that comprise the system (pipes, pumping stations 

and tanks) are then coupled with the ground motion maps in a Monte Carlo framework to produce 

realizations of damage. Post-earthquake functional restoration of the system is represented using 

discrete event simulation (DES) and a system-level hydraulic performance model. The network 

performance is probabilistically quantified using metrics that are extracted from the recovery 

trajectories. Readers are referred to Section 3.2 for a detailed discussion risk-based assessment 

framework.  

In the active learning context, the dataset 𝒟 includes 2343 inputs, 𝑥 (median ground motion 

intensity (PGV) for each scenario) and the corresponding output 𝑦 (network performance metric). 

Figure 4-4 plots the 𝑇100%𝑆𝑆𝐼 histogram representing the total time to fully recover after the 

earthquake considering all events. The x-axis bins are the 𝑇100%𝑆𝑆𝐼 values and the y-axis represents 

the fraction of ground motion inputs in each bin. Similarly, Figure 4-5 plots the histogram of 𝑆𝑆𝐼𝐶𝐿 

which is the area above the restoration curve normalized by the total area. The x-axis bins the 

𝑆𝑆𝐼𝐶𝐿 values and the y-axis represents the fraction of ground motion maps in each bin. The higher 

𝑆𝑆𝐼𝐶𝐿 values represent greater disruption in functionality disruption for a typical damage map. A 

100% value corresponds to a complete loss of service over the considered time interval and 0% 

means no loss.  
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Figure 4-4 Distribution of time to restore 100% pre-earthquake SSI  

 

Figure 4-5 Distribution of cumulative loss in SSI 

4.5.3 Map selection algorithm using active learning  

This section discusses the development of the active learning-based map selection algorithm 

that is illustrated in Figure 4-6. To demonstrate the algorithm, it is assumed that the input 𝑥 is 
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known but the output (the system-level performance distribution obtained from the end-to-end 

simulation framework) is not. Based on the results from a preliminary evaluation where several 

parameters were considered, the median PGV for all maps associated with a particular scenario 

was chosen as the input 𝑥. Therefore, initially, there are a set of unlabeled instances 𝑈 =

{𝑥1, 𝑥2, … , 𝑥2343} containing the median PGV for all scenarios and the labeled instances 𝐿 = {∅} 

is an empty set.  

The algorithm starts by randomly sampling 10 ground motion maps and executing the end-to-

end simulation framework to observe (evaluate) the network performance metric. At this point, the 

randomly sampled maps can be referred as the training set 𝑥𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 and 𝑦𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 is the output 

that corresponds to the network performance metric. The set of labeled instances are added to  𝐿1 =

[𝑥𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔
𝑇 , 𝑦𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔

𝑇], which contains the labeled training samples. The remaining set of 

unlabeled instances are added to 𝑈1 = {𝑈\𝑥𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔}. 

A Gaussian process regression model is fitted to 𝒟𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 = [𝑥𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔
𝑇 , 𝑦𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔

𝑇] with the 

mean function set to 𝑚(𝑥) =   and an RBF kernel is used as the covariance function. The Scikit 

learn module [167] is used for this purpose. The hyper-parameters for the RBF kernel are 

optimized using the marginal log-likelihood (ML-II) procedure described in Section 4.3.3.4. After 

obtaining the functional form of the Gaussian process regressor that is fitted to 𝒟𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔, the 

variance on 𝑥𝑡𝑒𝑠𝑡𝑖𝑛𝑔 = {𝑈\𝑥𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔} is calculated.  

For checking the stopping criterion, the 10 testing points with the highest variance (i.e., points 

having highest dispersion in the fitted 𝒢𝒫ℛ model) are selected and tested for 𝛿𝑆𝑈 = 0.6. If the 

criterion is satisfied, then the algorithm stops and the resulting fitted 𝒢𝒫ℛ model represents a 

surrogate for the end-to-end simulation framework with 𝑥𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔
𝑇 as the selected ground motion 

maps. Otherwise, if the stopping criterion is not satisfied, the next sample 𝑥∗ is selected from 𝑈1 

based on uncertainty sampling (i.e., the sample with the highest variance) and the corresponding 

network performance metric is calculated using the end-to-end simulation framework. This sample 

is added to 𝒟𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 and the process is repeated starting with the construction of a new 𝒢𝒫ℛ 

model. The algorithm sequentially repeats this overall process until the stopping criterion is 

satisfied and the results from the selected subset of maps closely represent the performance metric 
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distribution for the entire stochastic event set. The Python-based modular active learning 

framework, modAL [168], is used to code the map selection framework.   

 

Figure 4-6 Map selection algorithm using active learning  

When defining the stopping criterion, the adopted algorithm should be able to deal with 

challenges associated with the selection of initial random points. Recall that at the start of the 

algorithm, 10 points are sampled randomly, a  𝒢𝒫ℛ is fitted to this initial training set and then the 

stopping criterion is checked. At this stage, zero variance may be obtained for some testing points 

(for example, testing points that are spaced farther apart than the training points) and the stopping 

criterion will be satisfied. To avoid this problem, after the initial random selection, the stopping 

criteria is not checked until at least 10% of all the input points are selected. This modification 

allows the stopping criterion to gain stability and increases its robustness during the early stages 

of selecting random points. Additionally, the negative network performance predictions obtained 

from the fitted 𝒢𝒫ℛ models are taken as 0.  

4.6 Results and Discussion 

This section presents the results from the active learning-based map selection algorithm for 

two network performance metrics: 𝑇100%𝑆𝑆𝐼 and 𝑆𝑆𝐼𝐶𝐿. For 𝑇100%𝑆𝑆𝐼, the active learning 

framework performed 919 queries before reaching the stopping point. The 𝒢𝒫ℛ model fitted to 
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919 queried points and the corresponding outputs from the end-to-end simulation framework are 

used to predict the full 𝑇100%𝑆𝑆𝐼 distribution. The empirical and predicted 𝑇100%𝑆𝑆𝐼 histograms 

shown in Figure 4-7 indicate that the fitted Gaussian process model closely estimates the 𝑇100%𝑆𝑆𝐼 

distribution. For 𝑆𝑆𝐼𝐶𝐿, the active learning algorithm needed 234 queries to learn the entire 

distribution. Figure 4-8 shows the empirical and predicted 𝑆𝑆𝐼𝐶𝐿. It is observed that the 𝒢𝒫ℛ model 

almost exactly captures the skewed 𝑆𝑆𝐼𝐶𝐿 distribution.  

  

Figure 4-7 Histogram of empirical and predicted     %    distribution  



  

 

 

79 

  

Figure 4-8 Histogram of empirical and predicted       distribution 

The network performance distribution along with the annual exceedance rates of the associated 

scenarios can be used to calculate the annual exceedance rate of each performance metric using 

Equation 4.23. 

𝜆(𝑝̂) = ∑ 𝑤𝑗I[𝑝𝑗 ≥ 𝑝̂]𝑗∈𝑀      (4.23) 

where 𝜆(𝑝̂) is the annual exceedance rate for a specified network performance level 𝑝̂, 𝑀 is 

the set of ground motion maps, 𝑤𝑗 is the weight (annual occurrence rate) of ground motion map 𝑗, 

𝑝𝑗 is the network performance resulting from ground motion map 𝑗, and I[∎] represents an 

indicator function that is equal to 1 when the network performance resulting from ground motion 

map 𝑗 exceeds the specified level, and 0 otherwise.  

Figure 4-9 shows the annual exceedance curve for 𝑇100%𝑆𝑆𝐼 calculated using the complete set 

(2,343) and selected subset (919) of ground motion maps. The selected subset of maps closely 

estimates the annual exceedance rates for 𝑇100%𝑆𝑆𝐼 with a R2 score of 0.92. Similarly, Figure 4-10 

shows the annual exceedance curve for 𝑆𝑆𝐼𝐶𝐿 calculated from the complete set and selected subset  

(234) of ground motion maps. Again, the selected subset of maps closely estimates the annual 

exceedance rates for 𝑆𝑆𝐼𝐶𝐿 with a R2 score of 0.86.  
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Figure 4-9     %    annual exceedance curve for the empirical and selected subset of ground 

motion maps 

 

  

Figure 4-10       annual exceedance curve for the empirical and selected subset of ground 

motion maps 
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To understand the implications of the initial random sampling of maps and stability of the 

stopping criterion, the active learning framework is repeated 100 times for the 𝑇100%𝑆𝑆𝐼 metric. In 

other words, the initial set of random samples is the only thing that distinguishes the 100 

realizations. Figure 4-11 compares the 𝑇100%𝑆𝑆𝐼 annual exceedance curve for the empirical (all 

scenarios) and selected subset of ground motion maps for all 100 realizations. The number of 

queries (selected map subset) ranges from 848 to 931 maps and each simulation follows a similar 

pattern of convergence after performing approximately 500 queries. The R2 score for the predicted  

𝑇100%𝑆𝑆𝐼 annual rate of exceedance curves in Figure 4-11 ranges from 0.68 to 0.99 with a median 

value of 0.98. It is also observed that the dispersion in 𝑇100%𝑆𝑆𝐼 annual rate of exceedance for the 

100 realizations decreases as the value of 𝑇100%𝑆𝑆𝐼 increases. This can be attributed to the relative 

fraction of scenarios in each bin. More specifically, the dispersion is higher in the bins with a 

greater fraction of scenarios. Note that, if needed, the dispersion in 𝑇100%𝑆𝑆𝐼 annual exceedance 

curves can be reduced by choosing a lower 𝛿𝑆𝑈 value.  Figure 4-12 shows the time series of the 

stopping criterion (𝑆𝐶𝑆𝑈) for every realization corresponding to 𝛿𝑆𝑈 = 0.6. It shows the instability 

of the stopping criterion in the initial stages of training. Recall that this is addressed by querying 

at least 10% of all maps before beginning the stopping criterion check.  
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Figure 4-11     %    annual exceedance curve for the empirical and selected subset of 

ground motion maps in the MCS 

  

Figure 4-12 Time series of the stopping criterion (   𝑼) for every case of MCS with 𝜹 𝑼 
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4.7 Summary and Conclusion 

Risk assessment of distributed infrastructure system entails consideration of all possible 

hazard scenarios, corresponding component-level damage assessment and network-level 

performance quantification. The computational expense of performing stochastic event set 

assessment can be reduced by utilizing a subset of the possible scenarios for hazard 

characterization. This study presented a computationally efficient method for selecting such a 

subset using active learning (AL). The framework begins by defining a learner (in this case, a 

gaussian process regression model), which is used to select a subgroup of unlabeled (risk 

assessment has not yet been performed) samples (scenarios) from the input distribution (the entire 

stochastic event catalogue). Based on their level of informativeness, which is gleaned from 

uncertainty sampling (the acquisition function), some of those samples are sent to an oracle (end-

to-end simulation-based performance assessment) for labeling (calculating the corresponding 

performance metric). These labeled instances are added to the training subset, which is used to 

update the learner’s model. The selected uncertainty stopping criterion is used to determine 

whether to repeat this process or terminate the learning. The training set that is obtained after the 

stopping criterion is satisfied represents the selected subset of events that are used as the basis for 

the risk assessment.  

Gaussian process regression (𝒢𝒫ℛ), which is used as the learner in the AL framework, is 

introduced as a general-purpose technique for modeling and exploring unknown functions. The 

weight-space view and function-space view are discussed to gain insight into the sampling 

procedure, posterior prediction and hyper-parameter optimization. The radial basis function is used 

as the kernel for the 𝒢𝒫ℛ models. However, other kernels and kernel combinations are also 

discussed.  

Three alternative querying approaches for active learning are explained, and pool-based 

sampling is adopted for the proposed risk assessment framework. The uncertainty sampling 

procedure is used as the activation function, which evaluates the informativeness of unlabeled 

instances. The selected uncertainty 𝑆𝐶𝑆𝑈 stopping criterion is used to determine whether to 

terminate or continue the learning process based on sample variances.  
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A case study involving a risk-based assessment of the city of Napa water distribution system 

is used to demonstrate how the active learning framework could be used to select a subset of events 

from a larger set of candidates. Two metrics of system performance are considered, both of which 

are derived from explicit quantification of water service recovery as measured by the system 

serviceability index (SSI). The first is the time to restore 100% of the pre-event SSI (𝑇100%𝑆𝑆𝐼) 

and the other is the cumulative loss of service (𝑆𝑆𝐼𝐶𝐿), which is taken as the area above the SSI 

restoration curve normalized by the cumulative area. The results show that the AL-based event 

subset provides an accurate assessment of the full probability distribution of these two-

performance metrics. For example, the 𝑇100%𝑆𝑆𝐼 annual exceedance rate curve based on 40% of 

the complete catalogue provided a match with an R2 score of 0.92 when measured with the one 

obtained from all events. Additionally, using only 10% of the original event set, a similarly high 

R2 score (0.86) was obtained for 𝑆𝑆𝐼𝐶𝐿. These results demonstrate the significant computational 

gains that AL can provide in infrastructure risk assessments.  

The proposed framework can be extended to analyze risk from other types of natural hazards 

(e.g. floods, hurricanes) and infrastructure systems (e.g. water, power, building portfolios). The 

current study utilized only a single parameter (median peak ground velocity) the input. Future 

work can investigate the use of multiple dimensions in the input vector. For instance, multiple 

ground motion intensity measures, spatial correlation network summary metrics (e.g. degree of 

centrality) can be explored as potential inputs. However, it is important to recognize that, as the 

dimension of the input vector increases, advanced sampling methods such as query by committee, 

expected error reduction, hierarchical sampling may be required (instead of uncertainty sampling). 

More research is also needed on selecting kernels for the 𝒢𝒫ℛ model that incorporate domain 

expertise and prior knowledge. The stopping criterion for the active learning framework is another 

area that is ripe for exploration where more generalizable adaptive strategies (e.g. learner-decided 

threshold) may prove useful. 
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CHAPTER 5 Dynamic Updating of Post-Earthquake Damage and 

Functional Restoration Forecasts of Water Distribution Systems 

using Bayesian Inferencing 

This chapter is adopted from the following study: 

Tomar, A., Burton, H. V. and Mosleh, A. (2020). “Dynamic Updating of Post-Earthquake 

Damage and Functional Restoration Forecasts of Water Distribution Systems using Bayesian 

Inferencing,” Earthquake Spectra (under review). 

5.1 Introduction  

The United States Department of Homeland Security National Infrastructure Protection Plan 

identifies water and wastewater systems as one of several critical infrastructure systems [10]. The 

plan also describes the sourcing, distribution and recycling of water as being essential to the 

operation of most critical infrastructure sectors. The impact of earthquakes on water systems 

begins with the physical damage and functional disruption of individual components, which then 

degrades the overall operability of the network. Many prior studies on the impact of seismic events 

on water systems have assessed the physical damage to individual components of the system [169–

173]. The focus here is on modeling the spatial distribution of shaking, which is then coupled with 

component-level fragility functions to simulate damage. Other studies have sought to link 

component-level damage to the disruption of service and overall system performance immediately 

following the event [31,32,82,174–176]. Static (i.e. not time dependent) metrics such as the 

hydraulic power capacity [24,25], resilience index [26], connectivity loss [177,178], and 

serviceability ratio [21] have been used to quantify overall system performance. Hydraulic power 

capacity is the probability that there exists a feasible flow of hydraulic power in the network. 

Computing this performance metric requires assumptions regarding the minimum loss of network 

power and the subsequent redistribution of that loss to the nodes. The aforementioned resilience 

index is the ratio between the surplus of internal power in the network to the maximum power that 

could be dissipated internally, after satisfying the nodal demand and head constraints. Recognizing 

that this metric cannot be used in a network with multiple sources, a modified resilience index [27] 
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was proposed to overcome this drawback by considering the ratio between the available surplus 

and minimum required power at the demand nodes. It can be used to compare the performance of 

one network relative to another, which is useful for new design and rehabilitation problems. 

Connectivity loss measures the average reduction in the ability of sinks to receive flow from a 

source. Serviceability ratio captures the number of distribution nodes in the network that remain 

accessible from at least one supply facility following the earthquake. Some prior studies have also 

evaluated  the direct and indirect economic implications of physical damage and/or reduced 

performance [52,179].  

With the emergence of seismic resilience as a core issue related to the impact of earthquakes 

on built systems, models have been developed to simulate repair activities and functional recovery 

of the water network [37,45,51,180–182]. The earliest attempt to model post-earthquake functional 

restoration of water systems used a series of analytical equations with variables that capture the 

number, efficiency and scheduling of repair workers [51]. Chang et al. 2002 adopted a similar 

“resource-constrained” analytical modeling approach while also facilitating repair prioritization. 

Network models have also been used to simulate post-earthquake performance of water systems 

and optimize repair and recovery processes [54]. More recently, the application of discrete event 

simulation (DES) [72] as the primary engine for modeling water system restoration has gained 

popularity (e.g. [37,55,56,73,180,181,183,184]). DES models use a set of event-driven interacting 

entities (e.g. pipe, tank, pump) to represent system processes. These entities have attributes (e.g. 

pipe damaged, pump functional) and the associated processes (e.g. repair pipe) rely on a set of 

limited resources (e.g. repair materials, repair workers). A common theme among all the 

aforementioned studies is that they rely on expert judgment and limited empirical data to calibrate 

the corresponding damage, functional disruption and/or restoration model. This introduces large 

uncertainties in predicting post-event impacts. This is especially true for those models that attempt 

to capture restorative activities and the temporal variation in the system serviceability and overall 

performance. One strategy for reducing this uncertainty is to use information acquired during the 

recovery process to update forecasts of component-level physical damage and system-level 

restoration trajectories. 

Probabilistic models based on directed acyclic graphs (DAGs) have a long and rich tradition, 

which began with the geneticist Sewall Wright (1921) [185]. Motivated by the need to model the 
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top-down (semantic) and bottom-up (perceptual) combination of evidence in reading, Bayesian 

networks (BNs), a variant of DAGs, was initially developed in the late 1970s. The capability for 

bi-directional inferences, combined with a rigorous probabilistic foundation, led to the rapid 

emergence of BNs as the method of choice for uncertain reasoning in artificial intelligence and 

expert systems, replacing earlier, ad-hoc rule-based schemes [186–190]. Since that time, BNs have 

been extensively applied in domains such as statistical modeling, language processing, image 

recognition, machine learning and database systems [191–195]. In the past 25 years, BNs have 

received considerable interest in risk modeling of engineered systems [196–207]. Dynamic 

Bayesian networks (DBNs), are BNs that capture the evolution of variable relationships over time 

[208]. DBNs are common in robotics [209,210] and have shown potential for a wide range of data 

mining applications [211,212].   

Bayesian updating provides a mathematical framework for combining new information into 

an existing model [213–216]. One of the earliest applications in the broad areas of seismic risk, 

reliability and resilience, was performed by [217], who developed a Bayesian statistical analysis 

method for updating fragility functions when new data became available. The methodology was 

used to update the ground motion-damage relationships for reinforced concrete structures. This 

initial study was followed by several others that implemented Bayesian updating for fragility 

analysis of structures [218–220] and lifeline components [221] and reliability-based assessment of 

individual  [222–228] and distributed infrastructure systems [229–232].  

This study presents a novel approach to dynamically updating post-earthquake damage and 

restoration forecasts in water distribution networks. Central to the proposed framework is the 

integration of three types of models: a BN model of the Napa water piping system, a process-based 

discrete-event simulation (PBDES) model of the post-earthquake functional recovery and Bayes’ 

theorem for updating the pipe damage and temporal recovery parameters (e.g. pipe repair time). 

The BN model takes the pipe damage and repair time probability distributions and the number of 

repair crews as the inputs and provides a probability distribution of the total recovery time as 

output. The PBDES-based post-earthquake recovery model takes the pipe damage distribution, 

inspection and repair crew, pipe inspection and repair time probability distributions and the crew 

reduction schedule as the inputs and provides a simulated pipe recovery curve. The priori 

distribution and observed values of key input variables (e.g. damaged state of individual pipes, 
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pipe repair time) are dynamically updated using Bayes’ theorem. The proposed framework can be 

used by water management agencies to identify the critical aspects of the restoration process and 

act on them in real time. The methodology can also be used to plan and train crew members by 

creating a suite of earthquake scenarios and the corresponding recovery response. 

5.2 Overview of the Proposed Methodology 

A schematic overview of the proposed methodology for dynamic updating of post-earthquake 

damage and functional restoration forecasts of the water pipe network is shown in Figure 5-1. Only 

the pipe network is considered in the current study because there is an available dataset of 

documented pipe damage and recovery trajectory from a real earthquake (discussed later) that is 

used as a benchmark. However, the framework is general enough such that it can be adapted to 

consider other components in the water system (e.g. tanks, pumps). The horizontal axis in Figure 

5-1 represents time and two points are highlighted (Day 0 or the day of the earthquake and Day 𝑡: 

the 𝑡𝑡ℎ day after the earthquake). The vertical axis represents the variables (input and output) 

related to earthquake-induced pipe damage and recovery whose values are changed during the 

recovery process. The input variables are pipe damage, pipe repair time distribution, inspection 

crew and repair crew and the recovery time and recovery trajectory are the outputs. Each variable 

has an observed and simulated value at each time point. Starting at 𝑡 =  0 (represented as Day 0), 

an earthquake occurs and causes damage to the pipe network. As the exact distribution of pipe 

damage is unknown immediately following the earthquake, a simulation model is used to provide 

an initial estimate. Assuming that the magnitude and location of the earthquake is available within 

a few hours of its occurrence, correlated ground motion maps can be generated using the 

appropriate models ([91,92,119–122]), which can then be coupled with pipe fragility functions to 

produce an initial (Day 0) estimate of (priori) the damage distribution (Figure 5-1).  

Given the priori pipe damage distribution and an appropriate model, a Day 0 forecast of the 

pipe recovery time or trajectory can be obtained. Note the distinction between the recovery time 

and trajectory. The latter provides an empirical function of the state of the pipe network (in terms 

of the percentage of repaired pipes) as a function of time (a recovery curve) while the former is an 

estimate of the time to complete the repairs (the time to 100% recovery). Both are considered in 

this study. The event duration distribution of pipe inspection and repair time at Day 0, which are 

needed as inputs into the recovery model, can be taken from empirical data from past events. Using 
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the priori pipe damage distribution, pipe repair time distribution parameters and available number 

of repair crews at Day 0, an estimate (mean, standard deviation) of the pipe recovery duration (in 

days) is obtained from the BN model of the Napa water piping system (blue arrows in Figure 5-1). 

Additionally (or alternatively), the PBDES pipe recovery model is used to obtain a pipe recovery 

trajectory (orange arrows in Figure 5-1). Note that these initial estimates of pipe recovery time and 

trajectory are based on the assumed Day 0 parameters.  

The proposed framework seeks to dynamically update the estimates of the post-earthquake 

restoration forecast (pipe recovery time and trajectory). At Day 𝑡, the values of variables between 

Day 0 and Day 𝑡 have been observed. More specifically, as the restoration proceeds in real time, 

the individual occurrences of pipe damage throughout the network can be updated. In other words, 

some pipes that have been simulated as “damaged” might be changed to “intact” following their 

inspection. Similarly, the time needed to repair various types of pipes and changes in the crew size 

(increase or decrease in crew members) are observed and recorded. Based on the observations 

made between Day 0 and Day 𝑡, the pipe damage distribution and the number of available 

inspection and repair crews are updated. Additionally, the priori individual pipe repair time 

distribution can be updated using Bayesian theorem (green arrows in Figure 5-1). Following these 

variable updates, a new estimate of the total pipe recovery duration is obtained from the BN model 

and a new pipe recovery trajectory obtained from the PBDES model. The updating process 

between Day 0 to Day 𝑡 is typical and continues at specific time-intervals until the restoration is 

complete.  
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Figure 5-1 Overview of the proposed methodology 
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5.3 Description of the Water Network 

Readers are referred to Section 2.2 for a detailed discussion on the Napa water network and the 

damage and recovery following the 2014 South Napa earthquake.  

5.4 Modeling Post-Earthquake Pipe Repairs using Discrete Event Simulation 

Readers are referred to Section 2.4 for a detailed discussion on modeling pipe repairs using 

PBDES model and replicating the recovery following 2014 earthquake.  

There are several sources of uncertainty (see Figure 5-2) that are inherent in a “blind” (no 

data available for the event under consideration) post-earthquake functional restoration 

simulation. When the network component damage is simulated, there are uncertainties 

associated with the spatial distribution of shaking intensity for a given event (addressed by 

generating multiple ground motion maps) and the component-level damage conditioned on a 

specified shaking intensity (considered in fragility relationships). Within the PBDES functional 

restoration model, there are uncertainties in the temporal input parameters (i.e. inspection and 

repair times) and the availability of repair crews.  The framework developed in the current 

study seeks to dynamically update the functional restoration forecasts over time (i.e. recovery 

trajectories generated at multiple time points) while using the data acquired from the actual 

event (as time progresses) to reduce these inherent uncertainties.  

 

Figure 5-2 Sources of uncertainty in post-earthquake functional restoration forecast 
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5.5 Probabilistic Graphical Models (Bayesian Networks) 

5.5.1 Background 

Most daily tasks require reasoning either by a human or an automated system, which uses 

available information to make decisions about how to act. This reasoning process can be 

mathematically represented by exploiting the concept of declarative representation to construct 

a model of the system. This model encodes our knowledge of the system and answers specific 

questions through the manipulation of reasoning algorithms. Due to the inherent limitations in 

the ability of humans to observe and represent the innate nondeterminism of the world, these 

models have aleatory and epistemic uncertainty. Aleatory uncertainty (variability) is the natural 

randomness in a process whereas epistemic uncertainty is the scientific uncertainty in the model 

of the process [233]. The latter is due to limited data and knowledge and is characterized by 

alternative models. Given the presence of these two types of uncertainty, the possible as well 

as probable states of the system are considered. 

Probabilistic graphical models (PGM) follow a declarative representation and use a graph-

based approach to compactly encode the complexities of a system. Bayesian networks (BN) 

(also called belief networks, Bayesian belief networks, causal probabilistic networks, or causal 

networks) are a family of probabilistic graphical models that use a directed acyclic graph 

(where edges have a source and a target) to model the system [186]. PGM supports 

representation (compact encoding), inferencing (answering queries using our model of the 

world) and learning (data-driven approach to making changes in our model of the world) [234]. 

There is an excellent body of literature that defines all the key properties of graphs [234–

236]. This section focuses on the ones used in the current study, which are specific to directed 

graphs.  A graph is a data structure, 𝐺, consisting of a set of nodes (Λ: 𝑋1, 𝑋2, . . . , 𝑋𝑛) and edges 

(Ε). In 𝐺, nodes can be connected through a directed edge (𝑋𝑖 → 𝑋𝑗) or an undirected edge 

(𝑋𝑖 − 𝑋𝑗). A graph is directed when all edges are directed edges and acyclic when the graph 

does not contain any cycles. An induced subgraph, 𝐺[Λ′], where Λ′ ⊂ Λ, is defined as (Λ′, Ε′), 

where Ε′are all the edges 𝑋 ⇋ 𝑌 ∈ Ε such that 𝑋, 𝑌 ∈ Λ. In other words, an induced subgraph 

is formed from a subset of the nodes (and all the edges connecting pairs of those nodes) in 

another graph. Using the basic notion of edges, longer-range connections in a graph can be 

defined. For instance,  (Λ𝑘: 𝑋1, 𝑋2, . . . , 𝑋𝑘) forms a path in 𝐺 if, for every 𝑖 = 1,… , 𝑘 − 1, 𝑋𝑖 →

𝑋𝑖+1. For a directed edge 𝑋𝑖 → 𝑋𝑗 in 𝐺, 𝑋𝑗 is the child of 𝑋𝑖 in 𝐺 and 𝑋𝑖 is the parent of 𝑋𝑗  in 
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𝐺. Also, 𝑋 is described as being an ancestor of 𝑌 in 𝐺 and 𝑌 is a descendant of 𝑋, if there exists 

a directed path 𝑋1, 𝑋2, . . . , 𝑋𝑘 with 𝑋1 = 𝑋 and 𝑋𝑘 = 𝑌. The set of nodes which are descendants, 

ancestors and non-descendants of 𝑋 are denoted as 𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝑠𝑋, 𝐴𝑛𝑐𝑒𝑠𝑡𝑜𝑟𝑠𝑋 and 

𝑁𝑜𝑛𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝑠𝑋, respectively.   

5.5.2 Bayesian Networks 

A Bayesian network is a directed acyclic graph, 𝐺, whose nodes represent random variables 

𝑋1, 𝑋2, . . . , 𝑋𝑛. Given that 𝑃𝑎𝑋𝑖
𝐺  denotes the parents of 𝑋𝑖 in 𝐺 and 𝑁𝑜𝑛𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝑠𝑋𝑖  denotes 

the variables in the graph that are not descendants of 𝑋𝑖, 𝐺 encodes a set of conditional 

independence assumptions (also known as local independencies and denoted by 𝐼𝑙(𝐺)). It then 

follows that for each 𝑋𝑖(𝑋𝑖 ⊥ 𝑁𝑜𝑛𝐷𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝑠𝑋𝑖|𝑃𝑎𝑋𝑖
𝐺 ), the joint distribution 𝑃 of all nodes 

in 𝐺 can be expressed as a product: 

𝑃(𝑋1, 𝑋2, . . . , 𝑋𝑛) =  ∏𝑃(𝑋𝑖|𝑃𝑎𝑋𝑖
𝐺 )

𝑛

𝑖=1

 (5.1) 

Equation 5.1 describes the chain rule for Bayesian networks and the individual factors 

𝑃(𝑋𝑖|𝑃𝑎𝑋𝑖
𝐺 ) are conditional probability distributions. A Bayesian network is represented as 𝐵 =

(𝐺, 𝑃) where 𝑃 factorizes over 𝐺, and 𝑃 is specified as a set of conditional probability 

distributions associated with the nodes of 𝐺. As noted earlier, the graph data structure provides 

the skeleton for compactly representing a joint distribution in a factorized manner. 

Figure 5-3 shows a Bayesian network for a simple “pipe repair time” problem. The network 

models the flow of dependence for the pipe repair time. The pipe type node can take two distinct 

values: distribution and trunk. The type and length are physical attributes of a pipe and are 

therefore represented as nodes without parents. The ground shaking intensity depends on the 

properties of the earthquake (e.g. magnitude, fault type) and soil and is independent of the pipe 

type and length. Since the ground shaking intensities are simulated using OpenSHA, which 

encapsulates all of the relevant dependencies, the associated node is not assigned a parent. 

Therefore, there are three nodes (pipe type, pipe length and ground shaking intensity) that don’t 

have parents. Pipe damage is defined using a fragility function which only depends on the pipe 

length and ground shaking intensity. Therefore, the pipe damage node has pipe length and 
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ground shaking intensity as parent nodes. Pipe repair time is conditioned on pipe type and 

damage. Therefore, the node of the former is the parent of the nodes of the latter two.   

Based on the chain rule for Bayesian networks, the joint probability distribution of all 

nodes can be represented as shown in Equation 5.2.  

𝑷(𝑷 ,𝑷 , 𝑮  , 𝑷𝑫,𝑷𝑹 ) = 𝑷(𝑷 ) ∗ 𝑷(𝑷 |𝑷 ) ∗ 𝑷(𝑮  |𝑷 , 𝑷 )  

∗ 𝑃(𝑃𝐷|𝑃𝐿, 𝑃𝑇, 𝐺𝑆𝐼)  ∗ 𝑃(𝑃𝑅𝑇|𝑃𝐿, 𝑃𝑇, 𝐺𝑆𝐼, 𝑃𝐷) 

(5.2) 

where the random variables 𝑃𝑇, 𝑃𝐿, 𝐺𝑆𝐼, 𝑃𝐷, 𝑃𝑅𝑇 correspond to pipe type, pipe length, 

ground shaking intensity, pipe damage and pipe repair time respectively. The independence 

relationship among nodes in a Bayesian network are called local independencies and are 

formally represented as follows: (1) the pipe repair time only depends on pipe type and damage 

and is independent of pipe length and ground shaking intensity given pipe damage (𝑃𝑅𝑇 ⊥

𝑃𝐿, 𝐺𝑆𝐼 | 𝑃𝐷), (2) pipe type is independent of pipe length, damage and ground shaking 

intensity (𝑃𝑇 ⊥ 𝑃𝐿, 𝑃𝐷, 𝐺𝑆𝐼), (3) pipe damage is independent of pipe type (𝑃𝐷 ⊥ 𝑃𝑇). Taking 

the conditional independence relationships into consideration, the joint probability distribution 

of all nodes represented in Equation 5.2 can be modified as shown in Equation 5.3. It can be 

observed that the conditional independence relationships enable the joint distribution to be 

represented more compactly. In general, if we had 𝑛 binary nodes,  the full joint distribution 

will be represented in 𝑂(2𝑛) space but the factored form is represented in 𝑂(𝑛. 2𝑘) space, 

where 𝑘 is the maximum number of incoming edges of a node.  

𝑃(𝑃𝑇, 𝑃𝐿, 𝐺𝑆𝐼, 𝑃𝐷, 𝑃𝑅𝑇)  =  𝑃(𝑃𝑇) ∗ 𝑃(𝑃𝐿) ∗ 𝑃(𝐺𝑆𝐼) ∗ 𝑃(𝑃𝐷|𝑃𝐿, 𝐺𝑆𝐼) ∗ 𝑃(𝑃𝑅𝑇|𝑃𝑇, 𝑃𝐷)      (5.3) 

 

Figure 5-3 Bayesian network for a simple “pipe repair time” problem  
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5.6 Bayesian Inferencing 

5.6.1 Background  

Probability theory provides a formal foundation of semantics and rules for dealing with 

uncertain events. Combining the definition of conditional probability with the product and sum 

rule yields Bayes’ rule [213]. It provides the basis for combining various sources of information 

and data and enables the treatment of the uncertainties in the parameters of the parent 

distribution of a random variable 𝑋. The unknown unobserved parameter Θ is regarded as a 

random variable which encodes model parameters. Given a new set of observations, 𝑥, the 

distribution of Θ can be updated by applying Bayes’ rule (also illustrated in Figure 5-4 using 

pipe repair time as an example) as shown in Equation 5.4: 

𝑓(Θ|X)(𝜃|𝑥) =  
𝑓(𝑋|Θ)(𝑥|𝜃). 𝑓Θ(𝜃)

∫ 𝑓(𝑋|Θ)(𝑥|𝜃). 𝑓Θ(𝜃). 𝑑𝜃
  (5.4) 

where 𝑥 = {𝑥1, 𝑥2, … 𝑥𝑛} is the set of 𝑛 independent observations of the random variable 

𝑋 that has the underlying conditional probability distribution 𝑓(𝑋|Θ)(𝑥|𝜃) (also known as the 

likelihood function), 𝑓Θ(𝜃) is the prior distribution of Θ, which represents the state of  

knowledge about that parameter before the most recent set of observations of 𝑋,  𝑓(Θ|X)(𝜃|𝑥) 

is the ‘posterior distribution’ of Θ, which represents the knowledge about that parameter after 

the most recent set of observations of 𝑋. The denominator is the integration of the likelihood 

function over all possible parameter assignments. 
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Figure 5-4 Schematic illustration of the Bayesian updating framework for pipe repair 

duration 

In computational complexity theory, nondeterministic polynomial time hardness (NP-

hardness) is defined as the property of a class of problems that are informally at least as hard 

as the hardest problem in NP. Several problems associated with networks belong to this class. 

For instance, the exact computation of the network reliability where any link has a discrete 

probability of being in two states (in service/out of service) belongs to this class [237]. Bayesian 

(or belief) updating is also a computationally complex problem. In the worst case, belief 

updating algorithms are NP-hard [238].  

One of the main challenges in applying Bayes’ theorem is the selection of an appropriate 

distribution for the parameter(s) Θ based on the available information. The variability captured 

by the distribution 𝑓Θ(𝜃) reflects the epistemic uncertainty which can be reduced with 

sufficient data. After specifying the prior distribution, estimating the posterior distribution can 

become complex and may not have a closed form solution. In those cases, Markov Chain Monte 

Carlo (MCMC) methods are used to estimate the posterior distribution by generating a 

sequence of points through a Markov chain. Markov chains can be constructed using various 
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algorithms such as Metropolis-Hastings, Gibbs sampler, slice sampling, and perfect sampling 

[239]. In special cases, the posterior and prior distribution belong to the same family for a 

particular likelihood function. These families of distributions are called “conjugate 

distributions” for the corresponding likelihood function. Using conjugates to model the 

parameter distributions reduces the mathematical complexity and guarantees a closed form 

solution. 

5.6.2 Application of Bayesian Parameter Estimation to Update PBDES Event Durations  

In the current study, Bayesian parameter estimation is used to update the event duration 

distributions (pipe repair) used by the PBDES model. Prior studies have used the triangular 

[55] and normal distribution [86] to probabilistically model the duration associated with 

repairing the components of a water network. Since the normal distribution is its own conjugate 

prior for a normal likelihood function with known variance, the current study assumes normal 

distributions for all event durations. Table 5-1 shows the priori mean and standard deviation of 

the repair duration for damaged pipes. 

Table 5-1 Pipe repair duration mean and standard deviation (STD) [55] 

Mean (in hours) STD (in hours)

Distribution Leak 4.3 0.6

Distribution Break 7.4 1.7

Trunk Leak 112.0 11.3

Trunk Break 191.9 19.8

Repairs

Event

 

By utilizing a normal prior sprobability density function (pdf) 𝑓(𝜃)~𝑁(𝜇𝑝𝑟𝑖𝑜𝑟 , 𝜎𝑝𝑟𝑖𝑜𝑟
2 ) and 

given a single measurement 𝑥~𝑁(𝜃, 𝜎2), it is assumed that 𝜎2 = 𝜎𝑝𝑟𝑖𝑜𝑟
2 . The posterior pdf after 

considering the observations is denoted as 𝑓(𝜃|𝑥)~𝑁(𝜇𝑝𝑜𝑠𝑡, 𝜎𝑝𝑜𝑠𝑡
2 ) 

where 𝑎 =  
1

𝜎𝑝𝑟𝑖𝑜𝑟
2  , 𝑏 =  

1

𝜎2
, 𝜇𝑝𝑜𝑠𝑡 = 

𝑎𝜇𝑝𝑟𝑖𝑜𝑟+𝑏𝑥

𝑎+𝑏
, 𝜎𝑝𝑜𝑠𝑡

2 = 
1

𝑎+𝑏
. Note that 𝜇𝑝𝑜𝑠𝑡 is simply the 

weighted average of 𝜇𝑝𝑟𝑖𝑜𝑟 and the data 𝑥. 

5.7 Bayesian Networks for Computing the Total Recovery Time for the Napa 

Water Pipe System 

A declarative representation of the post-earthquake total recovery time for the Napa water 

pipe system is created using Bayesian networks. This representation consists of two main 
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components: a pipe recovery plate model and a total recovery time node. Plate models are used 

as a language for encoding mathematical representations with repeated structure and shared 

parameters [240,241]. The pipe repair process is represented through a “pipe recovery plate 

model”, which embeds a Bayesian network consisting of the following conditional probability 

nodes: pipe type, pipe damage, repair time, damage identified indicator. The following 

equation nodes (i.e. a node that has an equation as its attribute) are also included in the Bayesian 

network: recovery time and damage identified recovery time.   

A schematic representation of the Bayesian network that is embedded in the pipe recovery 

plate model is shown in Figure 5-5 which is an extension of the one shown in Figure 5-3. The 

pipe type node has no associated parent node and two states: distribution and trunk. It has a 

discrete prior probability distribution (right after the earthquake), which is shown in Figure 5-3. 

The probability of being in each state (distribution or trunk) is defined by the ratio of the 

number of pipe types associated with that state to the total number of pipes in the network. It 

should be noted that, while the type of pipe at each location is known (deterministic), the type 

of pipe that will be damaged during earthquake shaking is uncertain, hence the discrete 

probability distribution. The pipe damage node has two parents: pipe length and ground 

shaking intensity as shown in Figure 5-3. The pipe length and ground shaking intensity are used 

to calculate the state of the pipe damage node using pipe fragility functions during the process 

of generating the priori pipe damage distribution. Therefore, in Figure 5-5, the pipe damage 

node has no associated parents and is used to represent the damaged condition of the pipe and 

has three possible states: no damage, leak, and break. The probability distribution for pipe 

damage is also discrete and describes the prior probability of being in each damage state, which 

is calculated using fragility curves [86]. The repair time node, which has the pipe type and pipe 

damage as parent nodes, is used to represent the repair duration for a damaged pipe. As noted 

earlier, the pipe repair time is represented using a normal distribution and the prior parameters 

(mean and standard deviation) are adopted from Tabucchi 2007. The damage identified 

indicator (𝐷𝑎𝑚𝐼𝑑𝑒𝐼𝑛𝑑) has no parent nodes and two states: damage identified, and damage 

not identified. Before a pipe is inspected, it is in the damage not identified state i.e. prior 

probability of 1.0. If a pipe is identified as damaged during the inspection process, the state 

changes to “damage identified”. The prior state of this node (immediately following the 

earthquake) is determined from the simulated pipe damage distribution.  Damage identified 

recovery time (𝐷𝑎𝑚𝐼𝑑𝑒𝑅𝑒𝑐𝑇𝑖𝑚𝑒)  is an equation node that uses the damage identified 

indicator and repair time parent nodes to calculate its value. Note that nodes related to the 
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inspection are not considered in the pipe recovery Bayesian network because the damage 

identified indicator acts as a proxy for the inspection process.  

 

 

Figure 5-5 Schematic illustration of the Bayesian network embedded in pipe recovery 

plate model 

Figure 5-6 shows a schematic illustration of the Bayesian network for the entire Napa water 

piping system. It consists of 𝑁 (number of pipes in the water network) pipe recovery plate 

models, a node that accounts for the number of available repair crews on a given day and the 

total recovery time for the entire pipe system. All pipe recovery plate models are assumed to 

be independent. In other words, the recovery of any pipe is not affected by that of the other 

pipes in the network. The equation node representing the total recovery time is connected to all 

pipes through the damage identified recovery time with a dynamic edge that represents the 

behavior of pipe damage identification and is updated over time. In the post-earthquake 

environment, the number of pipes identified as being damage varies with time (through the 

inspection process, new damaged pipes are identified and pipes that were simulated as damaged 

were found to be intact) and becomes constant after all pipes have been inspected. For the pipe 

recovery plate model, the conditional decomposition based on the chain rule of Bayesian 

networks results in the following joint probability distribution as shown in Equation 5.5: 

𝑃(𝑃𝑖𝑝𝑒𝑇𝑦𝑝𝑒, 𝑃𝑖𝑝𝑒𝐷𝑎𝑚𝑎𝑔𝑒, 𝑅𝑒𝑝𝑎𝑖𝑟𝑇𝑖𝑚𝑒, 𝐷𝑎𝑚𝐼𝑑𝑒𝐼𝑛𝑑, 𝐷𝑎𝑚𝐼𝑑𝑒𝑅𝑒𝑐𝑇𝑖𝑚𝑒)

= 𝑃(𝑃𝑖𝑝𝑒𝑇𝑦𝑝𝑒). 𝑃(𝑃𝑖𝑝𝑒𝐷𝑎𝑚𝑎𝑔𝑒). 𝑃(𝑅𝑒𝑝𝑎𝑖𝑟𝑇𝑖𝑚𝑒|𝑃𝑖𝑝𝑒𝑇𝑦𝑝𝑒, 𝑃𝑖𝑝𝑒𝐷𝑎𝑚𝑎𝑔𝑒). 

𝑃(𝐷𝑎𝑚𝐼𝑑𝑒𝐼𝑛𝑑). 𝑃(𝐷𝑎𝑚𝐼𝑑𝑒𝑅𝑒𝑐𝑇𝑖𝑚𝑒|𝑅𝑒𝑝𝑇𝑖𝑚𝑒, 𝐷𝑎𝑚𝐼𝑑𝑒𝐼𝑛𝑑) 

 

(5.5) 
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Figure 5-6 Bayesian network for the entire Napa water pipe system 

The pipe recovery Bayesian network is modeled using the Structural Modeling, Inference, 

and Learning Engine (SMILE), which is a library of C++ classes [242] that was developed to 

support creating, editing, saving and loading graphical models. The Bayesian updating is also 

performed using SMILE. Since the PBDES model is written in Python, the SMILE wrapper 

for python (PySMILE) is used to integrate the functionalities of the two modules (functional 

restoration and Bayesian updating) and create an end-to-end simulation system. 

5.8 Dynamic Updating of the Post-Earthquake Total Recovery Time and 

Trajectory 

The primary objective of this study is to create a dynamic prediction system for estimating 

the total post-earthquake recovery time and trajectory for the entire pipe network of the water 

distribution system. Two alternative approaches are formulated. The first, which is described 

as the recovery duration dynamic prediction (RD-DP) model, only provides updated estimates 

of the time to repair all pipes in the network at regular time intervals (e.g. daily, weekly). The 

recovery trajectory dynamic prediction (RT-DP) model provides updated forecasts of the future 
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repair curves (similar to Figure 2-7) at regular time intervals. Both the RD-DP and RT-DP 

models use information collected during inspections (e.g. distribution of pipe damage) and 

repairs (e.g. repair duration) from the time of the earthquake to the prediction point, to update 

recovery time and trajectory estimates, respectively. To demonstrate the framework, the 

“actual” pipe damage and repair durations are taken from the 2014 South Napa earthquake 

dataset.  

For the RD-DP model, the prior probability distribution for each node of the Bayesian 

network is assigned based on the results of the damage simulation immediately after the 

earthquake (Day 0). As time proceeds (e.g. at Day 10), evidence is collected on the time to 

repair a subset of pipes. More specifically, some pipes will be inspected and possibly repaired 

between Day 0 and Day 9. Some pipes that were simulated as damaged at Day 0 may or may 

not be actually damaged. Others that were simulated as undamaged at Day 0 may be 

encountered as actually damaged between Day 0 and Day 9. These new pieces of evidence will 

be used to update the states and conditional probability distributions, which will change the 

estimate of total recovery time. The updating procedure will continue until all pipes that were 

actually damaged during the earthquake are repaired. 

Figure 5-7 shows a 3-dimensional plot of the predicted total recovery time distribution at 

10 day intervals after the earthquake. One horizontal axis is used to represent the number of 

days following the earthquake. The second horizontal axis represents the total recovery time 

and the vertical axis represents the associated probability distribution function. The actual total 

recovery time observed during the 2014 South Napa earthquake is 156 days. At Day 0, the total 

recovery time prediction is normally distributed, with a mean of 48 days and a standard 

deviation of 12 days. The Day 0 prediction is based on the priori value of pipe damage 

(simulated by coupling ground shaking intensities with damage fragility functions). As the 

restoration progresses and actual pipe damage and repair time information is collected, the total 

repair time prediction is improved, which is evident by the convergence of the mean total repair 

time prediction to the actual value and a decrease in standard deviation.  
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Figure 5-7 Predicted total pipe recovery time distribution at different time-points after the 

earthquake 

As noted earlier, the RD-DP model provides temporally updated estimates of the time to 

repair all damaged pipes in the network using the knowledge acquired for the distribution of 

pipe damage and recovery progress. However, the RD-DP model cannot generate a complete 

recovery curve (like the one shown in Figure 2-7). For the RT-DP model, PBDES is used to 

simulate the functional restoration process at regular time intervals using the updated input 

parameters. The probability distribution of the event durations is updated based on the 

information collected between the time of the earthquake (Day 0) and the time of the new 

prediction (e.g. Day 10). Naturally, the dynamic recovery curve that is generated by the RT-

DP model is more informative than just the total recovery time estimate because the relevant 

authorities can use it to assess their resource availability and protocols for the remainder of the 

restoration time horizon. However, it also requires more human and computational resources 

to construct, update and re-run the PBDES model. Figure 5-8 shows the output of the RT-DP 

model where the black line represents the actual recovery curve, and each greyscale (darkens 

over time) curve represent a single trajectory generated at regular one day intervals. Note that 

Monte Carlo simulation (1000 realizations) is used to generate the PBDES-based trajectories. 

In other words, for a single realization, the inspection and repair duration values are sampled 

from their respective distributions and a single trajectory is simulated. The grey-scale curves 

in Figure 5-8 represent the median trajectory. The Day 0 predicted recovery curve is observed 
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to be very different from the observed trajectory. This difference can be quantified by taking 

the residual sum of squares (RSS) between the predicted and observed trajectories. A plot of 

this RSS versus the number of days following the earthquake is shown in Figure 5-9. The 

overall decrease in RSS over time indicates the increase in the accuracy of the predicted 

trajectory. The temporary drop (followed by an increase) in the RSS at approximately day 12 

happens because of “corrections” in the priori damage simulation. In other words, as pipes 

simulated as damaged are found to be intact (and vice versa) are encountered, the forecasted 

trajectory bifurcates from the observed one. Because most of the damaged pipes are inspected 

and repaired during the first 25 days following the earthquake, there is a significant 

improvement in the predicted trajectory moving forward, which is evidenced by the significant 

drop in the RSS at Day 24. From that point forward, which also corresponds to a reduction in 

the rate of pipe repairs, the predicted and observed recovery curves are very much aligned.  

 

Figure 5-8 Comparing the actual pipe repair trajectory with dynamic predictions generated 

using the RT-DP model  
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Figure 5-9 Residual sum of squares between predicted and actual pipe repair curves 

versus the number of days following the earthquake 

5.9 Summary and Conclusion 

Several sources of uncertainty are inherent in post-earthquake infrastructure functional 

recovery models such as the distribution of damage caused by the event and the adopted 

temporal parameters (e.g. time to inspect and repair various components). To reduce these 

uncertainties over time, a framework is developed to support dynamic updating of post-

earthquake functional restoration forecasts for a water distribution system. Central to the 

proposed methodology is the ability to update forecasts of the total recovery time and/or 

recovery trajectory as information becomes available during the period following the event. A 

case study is presented where the framework is applied to the pipe network of the water 

distribution system in the City of Napa. Only the pipe network is considered because a dataset 

of damage and repair times are available from the 2014 South Napa earthquake, which was 

used to validate the proposed methodology. 

The proposed framework has three core elements. Bayes’ theorem is applied to the pipe 

damage and repair time parameters that are embedded in the recovery model. These parameter-

updates are embedded in a Bayesian Network (BN) of the piping system, which provides 

dynamic estimates of the total recovery time for the entire piping system. A key limitation of 

this approach, which is described as a recovery duration dynamic prediction (RD-DP) model, 

is that the total restoration time is the only output i.e. no recovery curve is provided. 
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Alternatively, a recovery trajectory dynamic prediction (RT-DP) model provides estimates of 

the entire restoration curve. This approach relies on time-dependent post-earthquake 

functionality estimates generated by a process-based discrete-event simulation (PBDES) model 

whose temporal and damage input parameters are updated over time (also using Bayes’ 

theorem). The disadvantage of the RT-DP model is that it requires more computational 

resources than the BN-based RD-DP model.   

The proposed framework was validated by comparing the dynamic estimates of the 

recovery trajectory (from the RT-DP model) and total duration (from the RD-DP model) to 

observations following the 2014 South Napa earthquake. Improved estimates of the 

probabilistic total recovery duration from the RD-DP model was evidenced by convergence of 

the mean predicted and observed values over time as well as a reduction in the dispersion of 

the predicted value. Similarly, by quantifying the residual sum of squares for the predicted and 

observed trajectories, the RT-DP forecasts was shown to improve over time. In fact, near-

perfect convergence between the observed and predicted trajectories was obtained within 20 

days of the earthquake. 

The proposed framework will enable decision-makers to determine the level and timing of 

resource allocation to different restorative activities at different periods following a disruptive 

event, by utilizing the most recent data and knowledge. It can also be used for planning and to 

train crew members by creating a suite of earthquake scenarios and the corresponding recovery 

response. A key limitation in the current study is that the methodology was only applied to the 

pipe system of the water network. Future efforts should focus on extending dynamic recovery 

estimates to other components of the network (e.g. tanks, pumps, treatment plants) while 

considering serviceability-related metrics (e.g. hydraulic performance of the system). 
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CHAPTER 6 Conclusion, Limitations and Future Work 

6.1 Overview 

The primary objective of the study is to present a comprehensive framework for 

quantifying the seismic risk and resilience of water distribution systems integrating 

probabilistic assessment of seismic hazard, damage, restoration, and decision-making. It 

focused on four main objectives: (1) developing a DES model to hindcast post-earthquake 

functional loss and restoration of water distribution systems including performance measures 

based on hydraulic analysis; (2) capturing uncertainties in the seismic hazard, vulnerability and 

impact of water distribution systems by developing a stochastic event-based framework along 

with dispersion disaggregation by sources of uncertainty; (3) developing a computationally 

efficient framework for selecting a subset of damage maps, corresponding ground motion 

maps, and associated occurrence rates for a probabilistic distributed infrastructure system risk 

assessment using active learning; and (4) developing a framework to capture relevant 

uncertainties in the outcomes of the DES model and dynamically reduce them using real-time 

data. More specifically, the issues addressed in this dissertation can be summarized as follows. 

6.2 Findings  

6.2.1 Chapter 2: Hindcasting the Functional Loss and Restoration of the Napa Water 

System Following the 2014 Earthquake using Discrete Event Simulation 

Chapter 2 focused on models for simulating post-earthquake functional loss and restoration 

of water distribution systems supporting the development and implementation of more 

informed resilience-enhancing strategies. The Discrete Event Simulation (DES) model along 

with pipe damage and repair data is used to hindcast the water system damage and functional 

loss, and restoration following the 2014 South Napa earthquake and extended to simulate the 

post-earthquake disruption and restoration of the City of Napa’s water supply for a magnitude 

6.7 event on the West Napa fault. By propagating the uncertainties in the damage to the network 

components (e.g., pipe) conditioned on the shaking intensity and the temporal (e.g., repair time) 

and resource-related (e.g., the number of inspection crews) variables, probabilistic descriptions 

of network component repair and water service restoration are generated. The probabilistic 

outcomes were described using restoration “clouds”, which show single-realization and central 
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tendency trajectories. The results from a two-sample Kolmogorov-Smirnov test showed that 

the normal distribution is appropriate for probabilistically describing the time needed to 

achieve specific levels of cumulative pipe repair and SSI. The developed model can be used to 

inform decision-making in the pre- and post-earthquake environment.  

6.2.2 Chapter 3: Risk-Based Assessment of the Post-Earthquake Functional Disruption 

and Restoration of a Water Distribution System 

Event-based methods have been used to assess the risk of infrastructure systems by 

modeling the hazard, corresponding damage, and, in some cases, functional restoration. 

Chapter 3 discussed a stochastic event-set-based framework for simulating the post-earthquake 

functional loss and restoration of water distribution systems and was used to conduct a risk-

based assessment of the city of Napa’s water distribution system. A stochastic event set 

catalogue comprised of 2,343 scenarios was assembled using the UCERF2 seismic source 

model. For each scenario, 50 spatially correlated ground motion maps were generated to obtain 

shaking intensities at the locations of the individual components that make up the water 

network. Using Monte Carlo simulation, a set of 1000 damage maps is produced for each 

scenario using the randomly sampled (from the set of 50) ground motion maps. The damaged 

state of each component (pipes, tanks and pump stations) in the network is represented by each 

damage map. Only 135 scenarios with magnitudes ranging from 6.25 to 8.0 caused damage to 

the Napa water network.  

A pressure-driven hydraulic simulation was performed at regular time intervals over the 

entire duration of the restoration process to quantify the functional recovery in terms of the 

system serviceability index (SSI). This formed the basis of the network performance 

assessment using metrics related to the initial loss of SSI (𝑆𝑆𝐼𝐼𝐿), the time to restore the pre-

event SSI (𝑇100%𝑆𝑆𝐼) and the cumulative SSI loss (𝑆𝑆𝐼𝐶𝐿). The results indicated that 

approximately 2.5% of the damage maps from the entire stochastic catalogue resulted in post-

earthquake water service disruption. Additionally, 95% of the damage maps achieved full SSI 

restoration within 3 days i.e. 𝑇100%𝑆𝑆𝐼 ≤ 3 days.  

Dispersion disaggregation was used to isolate the individual contributions of multiple 

random variables to the uncertainty bounds in the restoration trajectory. Disaggregation of the 

dispersion in the network performance outcomes was used compare the relative contribution 

of different sources of uncertainty including ground shaking intensity, component fragility, 

crew size and event duration. When all sources of uncertainty were considered, the dispersion 
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associated with recovery time metrics (e.g. 𝑇100%𝑆𝑆𝐼) was found to be higher than that of 𝑆𝑆𝐼𝐼𝐿 

and 𝑆𝑆𝐼𝐶𝐿. The results from the disaggregation showed that the ground shaking intensity had 

the highest contribution to the dispersion in the restoration time at lower SSI levels (e.g. time 

to restore 25% and 50% of pre-event level). Whereas at higher SSI levels (75% and 100% of 

pre-event level), the number of crew members dominated the dispersion in the restoration time. 

In general, the dispersion in restoration time increases with the SSI level.  

The study also discussed an extension of the Miller and Baker (2012) optimization-based 

map selection algorithm that includes multiple network performance metrics in the objective 

function. Through a case study of Napa water distribution system, I demonstrated how to use 

the optimization formulation to select a subset of damage maps (with corresponding ground-

motion intensity maps and occurrence rates) from a larger set of candidate maps. We have also 

shown that the results from the subset are a good estimate of the results from an extensively 

sampled baseline set of maps. The proposed framework can be used as a resilience-based risk-

informed decision-making tool to provide much-needed information to stakeholders and 

decision-makers. 

6.2.3 Chapter 4: Active Learning Framework for Risk Assessment of Distributed 

Infrastructure Systems 

This study presented an active learning framework for selecting a subset of hazard 

scenarios for infrastructure risk assessment. Uncertainty sampling was used to select a fraction 

of events from a stochastic catalogue that reasonably estimated the full probability distribution 

of the system performance. Active learning enables the efficient training of a gaussian process 

predictive model by choosing the data from which it learns. The framework was illustrated 

with a case study of the Napa water distribution system where a risk-based assessment of the 

post-earthquake functional loss and recovery is performed. A subset of earthquake scenarios is 

sequentially selected using a variance reduction stopping criterion. The full probability 

distribution and annual exceedance curves of the network performance metrics are shown to 

be reasonably estimated.  

Through, the case study of the Napa water distribution system, I demonstrated how to use 

the active learning framework to select a subset of ground motion maps from a larger set of 

candidate maps and model the distribution of performance measures. It was shown that the 

results from the subset are a good estimate of the results from an extensively sampled baseline 

set of maps. For example, the annual exceedance rates for 𝑇100%𝑆𝑆𝐼 from the selected subset of 



  

 

 

109 

919 maps using active learning matched the empirical set of 2343 maps with an R2 score of 

0.92. The estimation brings significant computational gain in the risk assessment process as 

some network performance metrics are computationally expensive to calculate. Previous 

research on map selection methods use the baseline network performance results to select the 

subset of maps which defeats the purpose of map selection as one would need to have the 

baseline for map the selection to work. Active learning addresses this limitation by making 

selections based on observed points rather than the baseline results which makes it a more 

generalized method of map selection. Using these map subsets, policy makers can closely 

estimate the exceedance rates of a target performance measure and efficiently the analyze 

seismic risk. The subset of maps can also be used to conduct a “what-if” scenario approach 

using an event-based probabilistic loss estimation model for assessing risk efficiently and 

identifying critical aspects of restoration. This framework can also be easily extended to 

analyze risk from other natural hazards impacting the infrastructure system.   

6.2.4 Chapter 5: Dynamic Updating of Post-Earthquake Damage and Functional 

Restoration Forecasts of Water Distribution Systems using Bayesian Inferencing   

Chapter 5 discussed a framework for dynamically updating post-earthquake functional 

recovery forecasts using Bayesian inferencing to reduce the inherent uncertainties in the 

outcomes of DES model. The framework comprised of two models: (i) a Bayesian Network 

(BN) model which is used to provide estimates of the total recovery time and (ii) a process-

based discrete event simulation (PBDES) model which is used to generate forecasts of the 

complete recovery trajectory.  Both models rely on component damage and temporal input 

parameters that are dynamically updated using Bayes theorem, as information becomes 

available throughout the recovery process. The proposed framework was validated by 

comparing the dynamic estimates of the recovery trajectory (from the RT-DP model) and total 

duration (from the RD-DP model) to observations following the 2014 South Napa earthquake. 

Improved estimates of the probabilistic total recovery duration from the RD-DP model was 

evidenced by convergence of the mean predicted and observed values over time as well as a 

reduction in the dispersion of the predicted value. Similarly, by quantifying the residual sum 

of squares for the predicted and observed trajectories, the RT-DP forecasts was shown to 

improve over time. In fact, near-perfect convergence between the observed and predicted 

trajectories was obtained within 20 days of the earthquake. Also, despite a crude initial 

estimate, the median trajectory generated by the PBDES model provides a reasonable 

approximation of the observed recovery within thirty days following the earthquake. The 
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proposed framework will enable decision-makers to determine the level and timing of resource 

allocation to different restorative activities at different periods following a disruptive event, by 

utilizing the most recent data and knowledge. It can also be used for planning and to train crew 

members by creating a suite of earthquake scenarios and the corresponding recovery response. 

6.3 Limitations and future work 

• One of the main focusses of the current study was to formulate a comprehensive 

framework for hindcasting post-earthquake damage and functional recovery 

including performance measures based on restoration hydraulic analysis. It is 

important to note that the key assumptions, and model parameters were established 

based on discussions with the Napa Water Division and therefore the findings of 

the present study in terms of potential seismic resilience and recovery are limited 

to Napa water distribution system. More studies with a variety of water distribution 

systems, ground motions and sites with different regional characteristics are needed 

to quantify the impact of earthquakes on post-earthquake recovery performance 

more broadly.    

• The models used in the current study were manually tuned using a dataset from a 

single (moderate) earthquake and characteristic region (small city). To develop 

more generalized models, further studies are needed where variations in the 

regional context and size and impacts from the earthquake are incorporated (e.g., 

urban vs rural regions, different scales of ground shaking and damage etc.). 

• Future work can extend the framework to incorporate multiple hazards, operational 

adaptations, other lifeline systems including their interaction and interdependence, 

other network performance indicators (like centrality measures) and economic loss 

assessment.  

• The ctive learning framework was demonstrated on a 1-dimensional input vector 

using uncertainty sampling as the acquisition function and radial-basis function as 

the kernel of the gaussian process regression model. Future work can extend the 

framework to incorporate multiple dimensions in the input vector (i.e., considering 

multiple vectors in input like ground motion intensity (PGA, PGV), spatial 

correlation, network summary metrics (like centrality)). As the dimension of the 

input vector increases, advanced sampling methods (like query by committee, 

expected error reduction, hierarchical sampling) in place of uncertainty sampling 
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should be explored. More research in selecting kernels for the 𝒢𝒫ℛ model is 

needed which can incorporate domain expertise and prior knowledge. The stopping 

criterion for the active learning framework is another area for exploration where 

adaptive criteria (learner-decided threshold) could prove to be more generalizable.   

• The Bayesian updating framework was only applied to the pipe system of the Napa 

water network. Future efforts should focus on extending dynamic recovery 

estimates to other components of the network (e.g., tanks, pumps, treatment plants) 

while considering serviceability-related metrics (e.g., hydraulic performance of the 

system).  
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