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Arctic sea ice retreat is a well-known signatures of climate change and is driving

changes to the underlying ocean. Progress in modeling and observational systems

have driven huge advances towards better understanding the complexities related to

Arctic sea ice retreat and Arctic Ocean processes. The objective of this thesis is to

incorporate the results of these studies into the development of simple but informative

methods aimed at increasing our understanding of simulated sea ice evolution in

climate models and ocean processes in observations.

Chapters 2 and 3 are focused on examining sea ice changes in climate models
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with respect to simulated levels of global warming. In contrast to many previous stud-

ies that did not consider simulated global warming, we find that simulated internal

variability cannot explain differences between observed and modeled sea ice retreat

(Chapter 2). Next, we examine sea ice retreat in the two most recent generations

of climate models and find that previously reported improvements in the simulated

sea ice retreat was caused by an increase in the global warming bias, driven by the

inclusion of simulated volcanic forcing (Chapter 3).

Chapters 4 and 5 are focused on examining changes in the mixed-layer evolu-

tion during the melt season in the Canada Basin in 1975, 2006, and 2007. Using a

simplified salt budget, we find that recent increases in the seasonal mixed-layer fresh-

ening could mainly be a result of shallower mixed layers, which act to concentrate

freshwater input within a smaller volume (Chapter 4). Motivated by this, we use a

simplified energy budget to investigate factors driving differences in the mixed-layer

depth evolution during the melt season in these three years. The results suggest that

reduced ice-ocean drag may play a significant role in explaining shallower mixed layers

in recent years (Chapter 5).
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Chapter 1

Introduction

The rapid decline of Arctic sea ice cover is one of the most recognized sig-

natures of climate change and is expected to have wide-reaching impacts on both

regional and global scales (e.g., IPCC, 2013). Developments in numerical modeling

and observational systems have opened new avenues for studying these phenomena.

For example, since its origins in the mid-1990’s, the Coupled Model Intercomparison

Project (CMIP) has brought together modeling groups from around the world that

develop state-of-the-art climate models (GCMs) to create a coordinated dataset of

climate change simulations (Meehl et al., 2007). CMIP3 and CMIP5 models have be-

come an essential tool for assessing and predicting climate change and have been used

extensively in the IPCC 4th and 5th assessment report (IPCC, 2007, 2013), respec-

tively. There have also been a number of observational programs, providing valuable

observations of the changing Arctic over the past decades, including a number of

experiments carried out on occupied ice camps during the Arctic Ice Dynamics Joint

Experiment (AIDJEX) (Maykut & McPhee, 1995) and more recently the Ice-Tethered

Profiler (ITP) instrument system (Krishfield et al., 2008) and the Ice Mass Balance

(IMB) Buoy program (Perovich et al., 2017), two systems made up of autonomous

instruments that take oceanographic and ice thickness measurements throughout the
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Arctic. These new tools have led to numerous studies that have increased our under-

standing of both simulated Arctic sea ice retreat in climate models (e.g., Stroeve &

Notz, 2015) and the influence of these changes on the underlying ocean (e.g., Carmack

et al., 2015). This thesis is focused on incorporating several of these tools to increase

our understanding of simulated sea ice evolution in climate models (Chapters 2-3)

and ocean processes in observations (Chapters 4-5).

1.1 Simulated sea ice trends in climate models

While CMIP5 models simulate a faster sea ice retreat than CMIP3 models,

both generations of climate models tend to underestimate the rate of sea ice retreat

compared with the observations (Stroeve et al., 2012; IPCC, 2013). These results

raised two important questions: (1) Are the models inconsistent with the observa-

tions? (2) Why do CMIP5 models simulate a faster sea ice retreat that is more

consistent with the observations than CMIP3 models?

Several studies suggest that models are still consistent with the observations

after accounting for internal variability (Holland et al., 2008; Kay et al., 2011; Stroeve

et al., 2012; IPCC, 2013; Notz, 2014; Swart et al., 2015) and that model improvements

caused CMIP5 models to simulate a faster sea ice retreat than CMIP3 models (Stroeve

et al., 2012; Flato et al., 2013). However, arriving at a firm answer to either of these

questions is difficult given inter-model differences (Stroeve et al., 2012; IPCC, 2013)

and the wide range of processes that are expected to influence sea ice trends (e.g.,

Perovich et al., 2011).

On the other hand, Winton (2011) suggested that these complications can be

partially avoided by considering the sensitivity of the sea ice cover to global warming

rather than sea ice retreat. This involved making the simplifying assumption that
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changes in sea ice cover could approximately be described as

∆I =
∆I

∆T

∆T

F
F, (1.1)

where ∆I is the change in sea ice cover, ∆T is the change in global mean surface

temperature, and F is the radiative forcing. By focusing on the “Sea Ice Sensitivity?”

( ∆I
∆T

), Winton (2011) effectively factors out model differences, biases, and uncertain-

ties that are related to the sensitivity of global temperature to radiative forcing.

Winton (2011) demonstrated that there was an approximately linear relation-

ship between sea ice area and global temperatures in several CMIP3 models. This

implies that simulations with more global warming also had more sea ice retreat.

Further, he found that only simulations with more global warming than the obser-

vations could accurately simulate the Arctic sea ice retreat. That is, he found that

the simulated Arctic sea ice cover was not as sensitive to global warming as the

observations.

These results suggest that the models were not simulating the observed Arctic

sea ice retreat for the right reasons, and therefore supported the view that the models

and observations are not consistent even after accounting for internal variability.

However, Winton (2011) pointed out that we cannot rule out the possibility that this

discrepancy is related to internal variability, given the small number of simulations

available and short observational record (he examined 1979-2009). That is, perhaps

the range of sea ice trends possible under internal variability was not well represented.

In Chapter 2, the possibility that the 1979-2013 CMIP5 modeled and observed

sea ice trends are consistent with each other after accounting for internal variability is

revisited, following a similar methodology to Winton (2011). There are approximately

three times as many CMIP5 simulations as there were CMIP3 simulations. The

Community Earth System Model Large Ensemble is also examined, which provides
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30 simulations from a single model that vary only due to internal variability. In

Chapter 3, factors that caused CMIP5 models to simulate a faster Arctic sea ice

retreat than CMIP3 models are investigated by examining changes in the simulated

sea ice sensitivity to global warming in the two sets of models.

1.2 Arctic Mixed Layer Evolution

Under the Arctic sea ice, warm salty water from the Atlantic and the Pacific

Ocean subducts below cold, fresh surface waters of the Arctic Ocean. In the Canada

Basin, the largest of the sub-basins in the Arctic Ocean, surface waters are separated

from the underlying warmer waters by a strongly stratified permanent halocline,

causing these two features to have limited interaction with each other (Timmermans

et al., 2008; Toole et al., 2010). This implies that the surface of the ocean is mainly

driven by sea ice and atmospheric processes on seasonal timescales.

One of the earliest year-long examinations of the Arctic Ocean below sea ice

was occurred during the Arctic Ice Dynamics Joint Experiment (AIDJEX) in the

Canada Basin between April 1975 and April 1976. During this program, scientists

lived on four drifting ice camps while collecting observations of the sea ice, ocean,

and atmosphere. At the time, the region was covered with thick, perennial sea ice

cover that strongly limited any interaction between the atmosphere and underlying

ocean. Yet, early observations indicated the presence of a near-freezing mixed-layer

with a salinity and depth that evolved on seasonal timescales (McPhee & Smith, 1976;

Morison & Smith, 1981).

Qualitatively, this suggested that sea ice melt and formation were driving

seasonal variations in the mixed-layer salinity and mixed-layer depth. In the fall and

winter, brine rejection from sea ice formation would increase the salt content in the

mixed layer (to ∼31 psu) and cause convectively-driven mixed layer deepening (to
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∼60m). In the spring and summer, freshwater flux from sea ice melt caused the

mixed-layer salinity to decrease (to ∼30 psu), and the added buoyancy would lead to

a shallower mixed-layer depth (to ∼20m) (Lemke & Manley, 1984).

Lemke & Manley (1984) presented one of the earliest under-ice seasonal mixed-

layer models. It was an idealized, one-dimensional model that built off of an early

model of the seasonal thermocline in mid-latitudes (Kraus & Turner, 1967). The

model considered a mixed layer that was driven by kinetic energy from keel-stirring

and salinity surface fluxes from sea-ice growth and sea-ice melt. This simplified model

was shown to be consistent with observations from AIDJEX and has since been used

as a basis for many other polar mixed-layer modeling studies (e.g., Lemke, 1987;

Martinson, 1990; Björk, 2002; Petty et al., 2013).

Since the AIDJEX experiment, the Arctic Ocean has undergone dramatic

changes. This is particularly true of the Canada Basin (Peralta-Ferriz & Woodgate,

2015a), which has lost more first-year and multi-year sea ice than any other Arctic

sub-basin (McLaughlin et al., 2011). Confirming how this has influenced the ocean

mixed layer is difficult given the observational constraints. The majority of the obser-

vations taken in the years following AIDJEX come from hydrographic measurements,

which are intermittent and tend to take place in areas of low sea ice cover (Carmack

et al., 2015; Peralta-Ferriz & Woodgate, 2015a). As a result, for more than 20 years,

there were few data available to compare with the AIDJEX dataset (McPhee et al.,

1998).

After AIDJEX, the first major US effort to collect ocean observations be-

low Arctic sea ice for more than a year was the Surface Heat Budget of the Arctic

(SHEBA) project in 1997. Similar to AIDJEX, the experiment platform drifted pas-

sively through the Canada Basin collecting oceanographic measurements. Compar-

isons of oceanic profiles from SHEBA in 1997 and AIDJEX in 1975 revealed dramatic
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changes to the ocean mixed layer (McPhee et al., 1998). Specifically, McPhee et al.

(1998) found evidence suggesting significant increases in both the heat and freshwater

fluxes that occurred during the melt season. However, a clear comparison between the

two years still proved difficult given that the icebreaker drifted much further north of

the AIDJEX ice camp locations fairly early in the experiment. McPhee et al. (1998)

were therefore only able to compare profiles from November 1997 to profiles from July

1975.

More recently, the Ice-Tethered Profiler (ITP) instrument system (Krishfield

et al., 2008) has collected over 100,000 profilers below sea ice throughout the Arc-

tic since 2004. The ITP instrument system is made up of a series of autonomous

buoys that are frozen into sea ice floes throughout the Arctic. The buoys are con-

nected to 800m wires and have profilers that move up and down 2-3 times per day

collecting ocean measurements. Detailed studies of observations in conjunction with

observations of sea ice thickness evolution and one-dimensional models have provided

valuable insight into the underlying processes driving seasonal mixed-layer evolution

in the Canada Basin in recent years (Toole et al., 2010; Jackson et al., 2011; Gallaher

et al., 2016).

Comparisons of ITP profiles that occurred in similar locations to the AIDJEX

dataset also revealed anecdotal evidence of a trend toward warmer and fresher mixed

layers (Toole et al., 2010; McPhee, 2012), similar to the comparison with SHEBA

data (McPhee et al., 1998). The possibility that the surface mixed layer is undergoing

significant changes has since been further supported by Peralta-Ferriz & Woodgate

(2015a), who analyzed over 21,000 hydrographic profiles collected throughout the

Arctic between 1979-2012 (though this study did not include AIDJEX or ITP data).

Their results revealed clear 30-year trends towards warmer, fresher, and shallower

mixed layers throughout the Arctic, with particularly large signals in the Canada
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Basin.

These decadal changes in the seasonal mixed-layer evolution could signal a

growing influence of the ocean mixed layer on Arctic sea ice evolution (e.g., Jackson

et al., 2010; Toole et al., 2010; Jackson et al., 2011; Steele et al., 2011; Timmer-

mans, 2015; Perovich & Richter-Menge, 2015; Carmack et al., 2015; Gallaher et al.,

2016). Previous studies have provided significant insight into the processes control-

ling seasonal mixed-layer evolution in 1975 using AIDJEX data (Lemke & Manley,

1984; Maykut & McPhee, 1995), and other previous studies have provided significant

insight into the processes controlling seasonal mixed-layer evolution in the 2000’s us-

ing ITP data (Jackson et al., 2010; Toole et al., 2010; Gallaher et al., 2017, 2016).

Mechanisms driving decadal changes to seasonal mixed-layer evolution are investi-

gated using a single simplified framework to examine seasonal mixed-layer evolution

in both AIDJEX and ITP data in Chapters 4 and 5.
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Chapter 2

Sea ice trends in climate models

only accurate in runs with biased

global warming

2.1 Abstract

Observations indicate that the Arctic sea ice cover is rapidly retreating while

the Antarctic sea ice cover is steadily expanding. State-of-the-art climate models, by

contrast, typically simulate a moderate decrease in both the Arctic and Antarctic sea

ice covers. However, in each hemisphere there is a small subset of model simulations

that have sea ice trends similar to the observations. Based on this, a number of recent

studies have suggested that the models are consistent with the observations in each

hemisphere when simulated internal climate variability is taken into account. Here

we examine sea ice changes during 1979-2013 in simulations from the most recent

Coupled Model Intercomparison Project (CMIP5) as well as the Community Earth

System Model Large Ensemble (CESM-LE), drawing on previous work that found a
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close relationship in climate models between global-mean surface temperature and sea

ice extent. We find that all of the simulations with 1979-2013 Arctic sea ice retreat

as fast as observed have considerably more global warming than observations during

this time period. Using two separate methods to estimate the sea ice retreat that

would occur under the observed level of global warming in each simulation in both

ensembles, we find that simulated Arctic sea ice retreat as fast as observed would

occur less than 1% of the time. This implies that the models are not consistent with

the observations. In the Antarctic, we find that simulated sea ice expansion as fast as

observed typically corresponds with too little global warming, although these results

are more equivocal. We show that because of this, the simulations do not capture

the observed asymmetry between Arctic and Antarctic sea ice trends. This suggests

that the models may be getting the right sea ice trends for the wrong reasons in both

polar regions.

2.2 Introduction

In comprehensive climate model simulations of long-term climate change, in-

dividual models are often used to carry out multiple simulations that differ only in

their initial conditions. The spread among the simulations approximates the range of

possible realizations of internal variability in the climate system. Therefore an indi-

vidual simulation would not typically match the observations on decadal timescales

even if the model were perfect, but the observations are expected to fall within the

range of the ensemble of simulations.

Modeling groups from around the world have contributed to each phase of

the Coupled Model Intercomparison Project (CMIP). In the previous phase, CMIP3

(Meehl et al., 2007), virtually none of the models simulated a summer Arctic sea

ice cover that diminished as fast as in the observations under historical natural and
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anthropogenic climate forcing (Stroeve et al., 2007). However, Stroeve et al. (2007)

suggested the possibility that the observed Arctic sea ice retreat may represent a rare

realization of internal variability that would be captured in only a small fraction of

simulations. The CMIP3 models simulated sea ice trends that were more consistent

with observations in the Antarctic than in the Arctic (Stroeve et al., 2007; IPCC,

2007).

In the current phase, CMIP5 (Taylor et al., 2012), the simulated rate of Arctic

sea ice retreat is closer to the observations (Stroeve et al., 2012; IPCC, 2013). The

cause of this reduction in model bias is analyzed in a companion paper (Rosenblum

& Eisenman, 2016). The ensemble-mean Arctic sea ice trend in CMIP5 is still slower

than observed (Stroeve et al., 2012; IPCC, 2013), but the observations fall within the

range of simulations (Figures 2.1b,e). Therefore, many recent studies have suggested

that the Arctic sea ice retreat simulated in this newer generation of climate models

is consistent with observations when simulated internal climate variability is taken

into account (Holland et al., 2008; Kay et al., 2011; Stroeve et al., 2012; IPCC, 2013;

Notz, 2014; Swart et al., 2015). Given the CMIP5 ensemble-mean results, this would

imply that climate forcing has caused some of the observed Arctic sea ice retreat,

with the remainder caused by decadal-scale internal variability.

During the past several years, the observed trend toward Antarctic sea ice

expansion has become substantially larger and crossed the threshold of statistical

significance (Comiso & Nishio, 2008; IPCC, 2013), which was related to a recent

update in the way the satellite sea ice observations are processed (Eisenman et al.,

2014). Most CMIP5 models do not simulate this trend (Figures 2.1c,f) (e.g., Turner

et al., 2013; Zunz et al., 2013; IPCC, 2013), contributing to a consensus view that

there is “low confidence” in the scientific understanding of the observed Antarctic sea

ice expansion (IPCC, 2013). Nonetheless, a number of recent studies have argued
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that the models are still at least marginally consistent with observations when the

range of internal climate variability is considered (Turner et al., 2013; Swart & Fyfe,

2013; Zunz et al., 2013; Mahlstein et al., 2013; Polvani & Smith, 2013; Goosse &

Zunz, 2014; Gagné et al., 2015; Fan et al., 2014; Turner et al., 2015; Purich et al.,

2016; Jones et al., 2016). In this view, the observed Antarctic sea ice expansion is

the result of internal climate variability overwhelming the sea ice retreat that would

have occurred due to climate forcing.

Consequently, these recent studies suggest that simulated internal variability

can explain the differences between typical state-of-the-art climate model simulations

and observed sea ice trends in both the Arctic and the Antarctic. However, a number

of previous studies have found that Arctic sea ice cover is approximately linearly

related to global-mean surface temperature in climate models (Gregory et al., 2002;

Winton, 2011; Mahlstein & Knutti, 2012; Stroeve & Notz, 2015). This suggests

that it may be important to consider global-mean surface temperature trends when

comparing sea ice trends with observations.

Here, we examine the relationship between global-mean surface temperature

and sea ice extent in each hemisphere in all available CMIP5 simulations of years 1979-

2013, and we compare this with observations. There are 40 different climate models,

many of which submitted multiple simulations with differing initial conditions, leading

to a total of 118 ensemble members. Hence the CMIP5 ensemble members differ due

to both inter-model differences and realizations of internal variability. In order to

isolate the influence of internal variability alone, we also consider simulations from

the Community Earth System Model Large Ensemble (CESM-LE) (Kay et al., 2015),

which includes 30 ensemble members that are all generated with the same model and

differ only in initial conditions. See Table S1 for a list of models and Appendix A for

details regarding the processing of the simulation output and the observations.
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Some previous studies have focused on the September or March sea ice trend,

whereas others have considered the annual-mean trend. Here we focus on annual-

mean trends, thereby averaging over seasonal variability that may be unrelated to

long-term changes.

2.3 Observed and simulated sea ice trends

As a starting point, we consider the extent to which the observations lie within

the distribution of CMIP5 simulated 1979-2013 Arctic and Antarctic sea ice trends.

Each distribution approximates the range of sea ice trends allowed by internal climate

variability and differences in model physics. Examining each hemisphere individually,

we find that in both cases the observed sea ice trend lands within the overall range

of the CMIP5 distribution (Figure 2.1e-f).

To quantify the level of agreement, we determine the number of simulated

trends that are at least as far in the tail of the CMIP5 distribution as the observed

trend. We find that 13 of the 118 simulations have Arctic sea ice retreat at least as fast

as the observations and 3 of the 118 simulations have Antarctic sea ice expansion at

least as fast as the observations (Table 1). This implies that if the CMIP5 models are

correct, then the probability that the Arctic sea ice would retreat as fast as observed is

11%, and the probability that the Antarctic sea ice would expand as fast as observed

is 2.5%. These results are approximately similar to previous studies that found that,

after accounting for simulated internal variability, the models and observations are

statistically consistent in the Arctic (Stroeve et al., 2012; Notz, 2014; Swart et al.,

2015) and marginally consistent in the Antarctic (Swart & Fyfe, 2013; Turner et al.,

2013; Zunz et al., 2013; Purich et al., 2016; Jones et al., 2016).

As an alternative method of assessing the level of agreement, we also consider

Gaussian fits of the model distributions. This will be useful later in the analysis when
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Figure 2.1: Observed and CMIP5 modeled linear trends in annual-mean (a,d) global-mean surface
temperature, (b,e) Arctic sea ice extent, and (c,f) Antarctic sea ice extent. (a-c) Here the trends
are illustrated as straight lines shifted vertically so that the trend lines go through zero in 1979.
The dark red lines indicate the ensemble-mean trend, and the gray shadings indicate one standard
deviation among the 118 CMIP5 trends. The observed time series is also included for each quantity
(green). (bottom row) Histograms showing the distributions of CMIP5 modeled trends, with the
observed trend indicated by a green line in each panel. The standard deviation of each distribution
about the ensemble mean is indicated by a red error bar above the histogram, and a Gaussian fit to
each distribution is plotted in red.

the observations fall deep within the tail of the distributions. We find that 12% of runs

in the Gaussian distribution in Figure 2.1e have Arctic sea ice retreat at least as fast

as the observations, and 1.6% of runs in the Gaussian distribution in Figure 2.1f have

Antarctic sea ice expansion as fast as the observations, similar to the raw percentiles

given above. It should be noted, however, that these distributions are not expected

to be exactly Gaussian. They would be Gaussian, for example, if the simulated sea

ice retreat were a linear trend in time at the same rate in all of the ensemble members

with superimposed internal variability taking the form of realizations of white noise

(e.g., Santer et al., 2008). Under this construction, the center of the distribution

is the response to climate forcing, and the width of the distribution represents the

influence of internal variability.
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2.4 Sea ice scales with global temperature

Previous studies have found an approximately linear relationship in many cli-

mate model simulations between global-mean surface temperature and sea ice extent

in the Arctic (Gregory et al., 2002; Winton, 2011; Mahlstein & Knutti, 2012; Stroeve

& Notz, 2015) and Antarctic (e.g., Armour et al., 2011), and the regression coeffi-

cient is often referred to as the “sea ice sensitivity” to global warming (Winton, 2011).

We find that this applies to Arctic sea ice in the CESM-LE and CMIP5 ensembles

(Figure A.1a): The annual-mean Arctic sea ice extent and annual-mean global-mean

surface air temperature have an ensemble-mean correlation of -0.99 in the CESM-LE

simulations of 1920-2100 and -0.94 in the CMIP5 simulations of 1900-2100 (Figure

A.1c,e; see Appendix A for details). We find that the Antarctic sea ice extent has a

similar relationship with global temperature (Figure A.1b), although the correlation

is somewhat smaller at -0.98 and -0.86 in CESM-LE and CMIP5, respectively (Fig-

ure A.1d,f). These relationships imply that simulated 35-year global-mean surface

temperature trends are related to sea ice trends in both hemispheres (scatter of black

points in Figures A.3 and A.5a,b).

Although this study focuses primarily on CMIP5, we begin by using CESM-

LE in order to assess how this relationship influences the distribution of 1979-2013

sea ice trends in realizations of a single model. In Figure 2.2a,b we plot the Arctic

and Antarctic sea ice extent trend in each CESM-LE simulation versus the simulated

trend in global-mean surface air temperature. This shows a clear relationship in

which realizations of internal climate variability that have anomalously large levels

of global warming during 1979-2013 also tend to have anomalously large levels of

sea ice retreat during this period in both hemispheres. Two representative runs are

plotted in Figure A.4 to further illustrate this point. This is consistent with Xie

et al. (2016), who found that simulated internal variability in global-mean surface
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temperature correlates substantially with temperatures in both polar regions.

The results in Figure 2.2 are also relevant to the recent study of Notz & Stroeve

(2016), who propose a physical mechanism by which sea ice extent responds linearly

to cumulative CO2 emissions. This mechanism implies that the previously noted

relationship between sea ice extent and global-mean surface temperature is actually an

artifact of global temperature also depending linearly on cumulative CO2 emissions.

Since the CESM-LE simulations in Figure 2.2 each represent identical cumulative

CO2 emissions (i.e., each has identical forcing) and have a range of different global-

mean temperature trends, they provide an ideal testing ground for this hypothesis.

Hence the relationship between global-mean surface temperature trends and sea ice

trends in Figure 2.2 represents a counterargument to the hypothesis that sea ice

extent is fundamentally driven by cumulative CO2 emissions (Notz & Stroeve, 2016).

Rather, the results in Figure 2.2 suggest that the underlying mechanism for the linear

relationship between sea ice extent and global-mean temperature must account for the

relationship being robust to changes in global-mean temperature driven by internal

climate variability (cf. Winton, 2011).

Next, we examine this relationship using CMIP5 simulations of 1979-2013

(Figure 2.3a-b). We find here also that higher levels of global warming tend to be

associated with more rapid sea ice retreat, implying that some of the inter-model

differences in sea ice trends may be associated with differences in the level of sim-

ulated global warming. Comparing with observations, we find that although some

of the simulations in Figure 2.3a approximately match the observed sea ice retreat

and others approximately match the observed level of global warming, there is a sys-

tematic bias in which none of the simulations match both observed rates. All of the

simulations with Arctic sea ice trends similar to the observations have global warming

rates that are approximately 1.4-2.1 times larger than the observed trend in Figure
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2.3a. Similarly, each simulation with a temperature trend similar to the observations

underestimates the Arctic sea ice retreat by at least 30%. By contrast, runs with

approximately accurate levels of global warming tend to land closer to the observed

Antarctic sea ice trend, although they still tend to simulate Antarctic sea ice retreat

rather than the observed expansion (Figure 2.3b).

Note that the relationship between sea ice trends and global-mean surface

temperature trends is less correlated in the CMIP5 simulations (correlations of -0.56

and -0.54 in Fig 2.3a and 2.3b, respectively) than in the CESM-LE simulations (cor-

relations of -0.73 and -0.81 in the Fig 2.2a and 2.2b, respectively). This is consistent

with the previous finding that the sea ice sensitivity to global warming remains rela-

tively constant within a single model but can differ substantially from one model to

another (Winton, 2011). On the other hand, however, sea ice and global temperature

are typically less correlated under internal variability than under greenhouse-driven

warming (Winton, 2011), which could be expected to cause simulations that differ

only due to internal variability (Fig 2.2) to have a less correlated relationship than

simulations with different levels of greenhouse-driven warming (Fig 2.3). The results

of Fig 2.3a,b and 2.2a,b suggest that the former effect is the dominant factor here,

and that the low correlation among the CMIP5 simulations (Figure 2.3) is largely

due to inter-model differences in the sea ice sensitivity.

2.5 Effective sea ice trend

Motivated by the above result that biases in global-mean surface air tempera-

ture trends are related to both Arctic and Antarctic sea ice trends in these simulations,

we consider a simple method to account for biases in the level of simulated global

warming. This method leverages the approximately linear relationship between sea

ice extent and global-mean surface temperature (Figure A.1), and it allows us to
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Figure 2.2: CESM-LE annual-mean sea ice trends (a) in the Arctic and (b) in the Antarctic plotted
versus the global-mean surface temperature trend for each ensemble member (red points), with
the observations indicated by green dashed horizontal and vertical lines. (c-d) The distribution
of simulated effective sea ice trends (see text for details) from each CESM-LE simulation, with
the observed trend indicated by a green vertical line. The mean and standard deviation of the
distribution of simulated sea ice trends (red error bar, repeated from Figures 2.1e-f) and effective
sea ice trends (blue error bar) are shown, as well as Gaussian fits to the effective sea ice trend
distributions (blue curve). The mean and standard deviation of the effective trends are repeated for
comparison in the top panel (blue vertical error bars).
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approximately estimate the distribution of sea ice trends that the models would pro-

duce if they simulated a level of global warming during 1979-2013 that matched the

observations. That is, we examine how the results presented in Section 2 are affected

by the biases presented in Section 3.

Using the approximation that the ratio between trends in sea ice extent and

trends in global temperature in each simulation does not depend on the level of global

warming (which would hold if the relationship between sea ice extent and global-mean

temperature were perfectly linear, i.e., if the sea ice sensitivity were constant), we can

scale the sea ice trend in each simulation to account for the bias in global warming:

(
dI

dt

)
eff

≡

(
dI

dt

/
dT

dt

)
sim

(
dT

dt

)
obs

. (2.1)

We define the term on the left-hand side as the “effective sea ice trend”, which is

computed for 1979-2013 in each simulation. The effective sea ice trend is meant to

approximate what the value of the simulated sea ice trend would have been if the

model had accurately captured the observed level of global warming. The quotient

on the right-hand side is the simulated change in sea ice extent per degree of global

warming (measured in km2/K), which is a measure of the simulated sea ice sensitivity

based on the ratio of simulated temporal trends (Winton, 2011). The sea ice sensi-

tivity is then scaled by the observed global-mean surface temperature trend, which is

the final term on the right-hand side.

This method can be visualized by drawing a line from the origin to each

point in Figures 2.2a,b and 2.3a,b. The slope of this line is equivalent to the sea ice

sensitivity, and the y-coordinate of the point where this line intersects the vertical

dashed line (indicating the observed temperature trend) is equivalent to the effective

sea ice trend. The spread in effective sea ice trends in each ensemble is shown by the

vertical blue error bars in Figures 2.2a,b and 2.3a,b, which indicate that the effective
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sea ice trends in the full ensemble are similar to the unadjusted sea ice trends in the

subset of runs that have global temperature trends similar to the observations. This

is consistent with the assumption of a linear relationship between sea ice area and

global temperature and hence provides a validation of this method.

Using the effective sea ice trend causes the result presented in Section 2 to

change substantially (compare red and blue confidence intervals in Figures 2.2c,d and

2.3c,d). First, the CMIP5 ensemble-mean effective sea ice retreat is slower in each

hemisphere than the unadjusted sea ice trend by more than 35%. Second, the CMIP5

effective sea ice trend distribution is narrower than the distribution of unadjusted sea

ice trends, implying that there is a smaller range of sea ice trends that can arise due

to internal variability when constrained to match the observed level of recent global

warming: the standard deviation of each distribution decreases by approximately

40%. Note that this may be partially related to the entire distribution being scaled

by a constant value. As a result, we find that none of the 118 CMIP5 simulations

have an Arctic effective sea ice retreat as fast as the observations. Similarly, none of

the 118 CMIP5 simulations have an Antarctic effective sea ice expansion as large at

the observations (Table 1).

Fitting a Gaussian to the distributions to approximately estimate values in

the tails beyond what is populated by the 118 members, we find that the percentage

of runs in the Gaussian distribution that have Arctic sea ice retreat as fast as the

observations drops from 12% (Figure 2.1e) to 0.02% (Figure 2.3c). In the Antarctic,

biases in the level of global warming appear to have a somewhat smaller effect. Al-

though the center of the Antarctic distribution moves closer to the observed value,

the width of the distribution decreases sufficiently to cause the percentage of runs in

the distribution that have Antarctic sea ice expansion as large as the observations

to drop from 1.6% (Figure 2.1f) to 0.37% (Figure 2.3d). Note that these results are
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qualitatively consistent with the sea ice sensitivities reported by Purich et al. (2016)

and Stroeve & Notz (2016).

It is noteworthy that the discrepancies between the models and observations

have similar magnitudes in the Antarctic as the Arctic when using effective sea ice

trends (Figure 2.3c,d), which is in contrast to the analysis of unadjusted sea ice trends,

where the bias was larger in the Antarctic (Figure 2.1e,f). Note that a similar finding

was reported for the sea ice sensitivity in CMIP3 (Eisenman et al., 2011). This may

be of interest, for example, because the different levels of consistency between the

observed and modeled sea ice trends in the two hemispheres in CMIP5 contributed to

the consensus view that there is low confidence in the scientific understanding of the

observed Antarctic sea ice trend and high confidence in the scientific understanding

of the observed Arctic sea ice trend (IPCC, 2013). Overall, the results of this section

imply that the possibility that internal variability alone could explain the difference

between the observed and modeled sea ice trends in either hemisphere decreases

substantially after accounting for biases in the level of global warming.

2.6 Pseudo-ensemble from longer time period

Next, we explore an alternative method to estimate the distribution of sea

ice trends that the CMIP5 models would simulate if each run had the observed level

of global warming during 1979-2013. Here we assume that the relationship between

global warming and sea ice changes is the same for all 35-year periods (which would

hold if the relationship between sea ice extent and global-mean temperature were

perfectly linear, i.e., if the sea ice sensitivity were exactly constant). We therefore

examine the trends during each overlapping 35-year period in each of the CMIP5

simulations of 1900-2100. There are a total of 13,354 overlapping 35-year periods

(some CMIP5 runs were excluded because data were not available for the entire
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Figure 2.3: As in Figure 2.2, but using CMIP5 simulations instead of CESM-LE.

1900-2100 period; see Appendix A for details). Figure 3.4a-b shows a scatter of these

13,354 trends in annual-mean global-mean surface air temperature and sea ice extent.

The trends during 1979-2013 are shown in red, illustrating the qualitatively similar

relationship between trends in sea ice and global temperature during this period

and other 35-year periods. That is, we find that higher levels of global warming

are associated with faster sea ice retreat, even over this extended range of trends in

global-mean surface temperature.

In order to validate whether this method can provide a meaningful approxi-

mation to the ensemble of 1979-2013 simulation results, we consider the distribution

of sea ice trends during all 35-year periods that have levels of global warming similar

to the simulated 1979-2013 distribution (i.e., similar to Figure 2.1d). Specifically, we

select the 3,923 periods during 1900-2100 that have temperature trends within one

standard deviation of the 1979-2013 ensemble mean (points that fall within the red

shaded region in Figure A.3a,b), and we examine the histogram of the corresponding
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sea ice trends (Figure A.3c,d). We find that the distribution of 3,923 trends in Figure

A.3c,d does approximately match the mean and standard deviation of the smaller

distribution of 118 simulated sea ice trends during 1979-2013 (Figure 2.1e,f): the red

and black error bars in Figure A.3c,d are approximately aligned. This implies that

this method allows us to build a far larger “pseudo-ensemble” by harvesting time

periods with similar levels of global warming from the 200-year simulations.

Next, we create a pseudo-ensemble of time periods in the simulations that

have global warming trends similar to the 1979-2013 observed value. This provides

an approximation of the spread of simulated sea ice trends that would coincide with

the observed level of global warming. Green shading in Figure 3.4a,b indicates 35-year

global warming trends that are within the 68% linear regression confidence interval of

the observed trend (using the method in Appendix B2 to account for autocorrelation).

The pseudo-ensemble in Figure 3.4c,d is comprised of the distribution of 1,232 35-year

periods that fall within this green shaded region. This approximates the ensemble of

periods whose distribution of global warming trends are consistent with the observed

trend.

Only 1 (0.08%) of the 1,232 sea ice trends from this pseudo-ensemble has an

Arctic sea ice retreat that is as large as the observations (Table 1). Therefore, this

analysis of years 1900-2100 in the simulations yields a similar result to the analysis in

Section 5 that used the 1979-2013 effective sea ice trends. Consistent with this, the

pseudo-ensemble distribution (Figure 3.4c) has a mean and standard deviation that

are similar to the distribution of effective sea ice trends (Figure 2.3c), which can be

seen by comparing the black and blue error bars in Figure 3.4c.

Note that increasing the range of global warming trends included in the pseudo-

ensemble (i.e., widening the green shaded region in Figure 3.4a) does not substantially

influence these results. Specifically, when we use the 95% autocorrelation-corrected
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linear regression confidence interval of the observed trend rather than the 68% inter-

val, we find that 6 (0.24%) of the 2,532 periods in the pseudo-ensemble have Arctic sea

ice retreat as fast as the observations. See Appendix B3 for an alternative approach

to generate a pseudo-ensemble that accurately captures the target distribution.

Similar to the comparison in Section 5 between the effective sea ice trend dis-

tribution and the unadjusted sea ice trend distribution, we next compare the pseudo-

ensemble associated with the observed 1979-2013 level of global warming (Figure 3.4c)

with the pseudo-ensemble associated with the ensemble of simulated 1979-2013 levels

of global warming (Figure A.3c). First, whereas 9.0% of the Arctic sea ice trends in

Figure A.3c are at least as negative as the observed value, this value drops to 0.08% in

Figure 3.4c. Second, the mean Arctic sea ice trend in the pseudo-ensemble associated

with the simulated level of 1979-2013 global warming (Figure A.3c) is approximately

25% larger than in the pseudo-ensemble associated with the observed level of global

warming (Figure 3.4c). The results are approximately similar to the effective sea ice

trend results in Section 5.

Turning to the Antarctic, we find some qualitative similarities with the Arctic

results. First, the mean of the Antarctic sea ice trends in the pseudo-ensemble asso-

ciated with the observed level of global warming is similar to the ensemble mean of

Antarctic effective sea ice trends, although the standard deviations of the two distri-

butions are somewhat different (compare error bars in Figure 3.4d). Second, the mean

Antarctic sea ice trend in the pseudo-ensemble associated with the observed level of

global warming (Figure 3.4d) is about 30% smaller than in the pseudo-ensemble as-

sociated with the CMIP5 simulated level of global warming (Figure A.3d). A notable

difference compared with the Arctic results is that 3.7% of the periods in the pseudo-

ensemble associated with the observed level of global warming have Antarctic sea ice

expansion as large as the observations (Table 2.1, Figure 3.4d), compared to 1.6%
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of the periods in the pseudo-ensemble associated with the CMIP5 simulated level of

warming (Figure A.3d). This is in contrast with the effective sea ice trend results in

Section 5, where the fraction of Antarctic sea ice trends as positive as the observations

was found to be smaller for the effective sea ice trend than for the unadjusted sea ice

trend. The reason for this discrepancy between the pseudo-ensemble result here and

the effective trend result in Section 5 may be related to issues with the Antarctic sea

ice sensitivity varying during the 1900-2100 period. In Figures A.1b, the Antarctic

sea ice sensitivity in CESM-LE can be seen to be larger during 1900-2000 (top left

part of plot: small warming leads to large sea ice retreat) than during 2001-2100

(remainder of plot: further warming leads to more gradual sea ice retreat). This may

be associated with the Antarctic sea ice sensitivity being influenced by ozone forcing

or other local processes that do not scale with greenhouse forcing during 1900-2100.

The sea ice sensitivity in CESM-LE is more constant in the Arctic during 1900-2100

(Figure A.1a). This may cause the pseudo-ensemble approach, which assumes con-

stant sea ice sensitivity during 1900-2100, to be less accurate in the Antarctic than

the Arctic (cf. Figure A.2).

2.7 Discussion

The relationship between the global-mean surface air temperature trend and

both the Arctic and Antarctic sea ice trends in these simulations implies that the mod-

els do not capture the hemispheric asymmetry of the observed sea ice trends during

1979-2013. This is illustrated in Figure 2.5a, which indicates a substantial systematic

bias in the CESM-LE simulations compared with observations. The sea ice trend may

be more accurately simulated in one hemisphere only at the cost of accuracy in the

other. This is closely related to the temperature trend in each realization of internal

variability (colors of points in Figure 2.5a). Realizations that warm most rapidly
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Figure 2.4: Scatter of observed and simulated annual-mean (a) Arctic sea ice trends and (b) Antarctic
sea ice trends versus the global-mean surface temperature trends from all overlapping 35-year periods
in 73 CMIP5 simulations of 1900-2100 (12,024 points in total); the 1979-2013 trends are indicated in
red (as in Figure 2.3a-b). Green dashed horizontal and vertical lines represent the observed trends.
Global-mean surface temperature trends that are within one standard deviation of the observed trend
are highlighted in green. Sea ice trends from periods that fall within the highlighted regions are
shown in histograms below (c,d), with the observed trend indicated by a thick green line. Standard
deviations of this distribution (black) and the distribution of 1979-2013 effective sea ice trends (blue,
as in Figure 2.3c-d) are also shown. The mean and standard deviation of the trends that fall within
the highlighted regions are repeated for comparison in the top panel (black vertical error bars).
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Figure 2.5: Simulated annual-mean Antarctic sea ice trend versus Arctic sea ice trend in each run
in the (a) CESM-LE and (b) CMIP5 ensembles. The observed trends are indicated by green dashed
horizontal and vertical lines. The color of each point indicates the ratio (R) between the simulated
and observed values of the annual-mean global-mean surface temperature trend in each simulation.

compared to observations (red and orange points) tend to have more accurate Arctic

sea ice trends but greater biases toward Antarctic sea ice retreat rather than expan-

sion. The reverse also appears to be true (blue and yellow points), although there are

far fewer simulations in CESM-LE that underestimate global warming trends. We

repeat this analysis using CMIP5 in Figure 2.5b and find a similar result, although

there is more spread, as expected from the comparison of Figure 2.2a,b with Figure

2.3a,b. Note that there are three simulations (from IPSL-CM5A-LR, MPI-ESM-MR,

BCC-CSM1-1) that simulate sea ice retreat that is similar to the observations in both

hemispheres, but they each overestimates the level of global warming by at least 40%.

The analyses in Sections 2.5 and 2.6 rely on the approximation that the rela-

tionship between simulated sea ice extent and global-mean surface air temperature is

linear. The accuracy of this approximation for climate model simulations is demon-

strated in Figure A.1. In the Arctic, simulated sea ice extent is highly correlated

with global-mean temperature (left column of Figure A.1). This close relationship

is consistent with the previous finding that the Arctic sea ice sensitivity in a given

model does not to depend on the forcing scenario (Winton, 2011). While the Antarc-

tic sea ice extent is not as highly correlated with global-mean temperature in many of
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the models (right column of Figure A.1), the distributions in Figures 2.2b, 2.3b, and

3.4b suggest that the correlations between Antarctic sea ice extent and global-mean

surface air temperature may be sufficiently large that the relationship between the

trends of these two values during 35-year periods are directly related, causing simu-

lated Antarctic sea ice expansion to occur more often in simulations with too little

global warming.

We examine the extent to which internal climate variability weakens the rela-

tionship between sea ice extent and global-mean surface temperature over short time

scales by evaluating the distribution of Arctic and Antarctic sea ice sensitivity in 30

CESM-LE simulations of 2006-2100 (Figure A.5e-f). This time period is chosen to

avoid issues with the dependence of Antarctic sea ice sensitivity on the time period, as

discussed in Section 6 above (Figure A.1b). We then compute the sea ice sensitivity of

each overlapping 55-year period (Figure A.5c-d) and 35-year period (Figure A.5a-b).

The greater widths of the latter distributions indicate the extent to which internal

variability influences this relationship over shorter time periods. Figure A.5 indicates

that even for 35-year time periods, the distributions of sea ice sensitivities in both

hemispheres remain relatively narrow compared with the distance from the origin to

the center of each distribution, that is, the fractional spreads remain relatively small.

Note that by approximating that sea ice extent varies linearly with global-

mean temperature (Figures A.1) in the effective sea ice trend and pseudo-ensemble

analyses (Sections 4 and 5), we approximate here that the sea ice sensitivity takes

the same value in a given simulation whether the global warming occurs due to rising

greenhouse forcing or internal variability (i.e., that the sea ice sensitivity is constant).

However, it has previously been shown in a climate model that the magnitude of the

Arctic sea ice sensitivity is somewhat larger in a control simulation than in a forced

warming simulation (Winton, 2011). That is, they found that there was more sea
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ice retreat under global warming caused by internal variability than under the same

level of global warming caused by rising greenhouse forcing. This effect appears to

also occur in the analysis presented here for both the Arctic and the Antarctic. In

CESM-LE, all of the simulations of 1979-2013 have the same global warming due

to greenhouse forcing since they are all from the same model with the same forcing

scenario, but the temperature trends differ among the simulations due to internal

variability. Hence a CESM-LE simulation with a larger temperature trend has more

warming due to internal variability, and thus it should show a sea ice sensitivity with

a larger magnitude. Indeed, points in Figure 2.2a-b that are farther to the right (i.e.,

runs with larger global temperature trends) have a ratio of the sea ice trend to the

global temperature trend with a larger magnitude (i.e., the magnitude of the sea ice

sensitivity is larger). Similar arguments imply that smaller temperature trends have a

smaller magnitude of this ratio. This also occurs to a lesser extent in CMIP5 (Figure

2.3a-b), where the global warming due to greenhouse forcing varies among the runs.

Hence this effect may explain why the scatterplots in Figures 2.2a-b and 2.3a-b do

not appear to linearly extrapolate through the origin.

The central results of this study are relevant to previous studies that used

control simulations with constant forcing to determine whether the observed Arctic

and Antarctic sea ice trends could arise due to internal variability alone (Kay et al.,

2011; Polvani & Smith, 2013; Mahlstein et al., 2013; Jones et al., 2016, e.g.,). For

example, Polvani & Smith (2013) found that 1979-2005 Antarctic sea ice trends that

are up to three times as large as the observed trend can naturally emerge in control

simulations. They suggest that this implies that the internal variability of this system

is large enough to overwhelm the forced global warming signal, similar to arguments

made by Mahlstein et al. (2013). However, the results presented here imply that

periods in control simulations with expanding Antarctic sea ice are likely to have
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global warming trends that are substantially below the 1979-2013 observed trend.

Therefore, these results imply that when simulated global warming trends are not

considered, neither the center nor the width of the distribution of sea ice trends in

a control simulation should be expected to accurately reflect the range of possible

sea ice trends that can emerge in climate models under the observed level of global

warming.

We have examined the sensitivity of these results to adjustments in various

details of the analysis, which is discussed in Appendix B. In Section B1, we evaluate

the influence of using sea ice area in the models and observations, rather than sea ice

extent as used in the main text. In Section B2, we repeat the analyses from Sections

2 and 5 using a framework in which each run is treated as a single realization from

a unique ensemble, following Stroeve et al. (2012) and Santer et al. (2008); this is in

contrast to the analysis in the main text, which treated all runs as realizations from a

single ensemble. In Section B3, we carry out an alternative pseudo-ensemble approach

that is more complicated than that used in Section 6 and may more accurately capture

the target distribution. In Section B4, we repeat the effective sea ice trend analysis

(Section 5) with the sea ice sensitivity in Eq. (1) computed using a total least squares

regression, rather than the ratio of ice and temperature temporal trends. In Section

B5, we repeat the effective trend analysis (Section 5) and the pseudo-ensemble analysis

(Section 6) using the Hadley Centre Climatic Research Unit Version 4 (HadCRUT4)

dataset (Morice et al., 2012) for the global-mean surface temperature, rather than the

GISTEMP dataset. Consistent with the central results of this study, in each case we

find that after accounting for biases in the level of global warming, the possibility that

internal variability alone could explain the difference between simulated and observed

sea ice trends in either hemisphere becomes exceedingly small.

The results presented here stem from the point that the observed relationship
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between sea ice extent and global-mean surface temperature, i.e., the observed sea ice

sensitivity, is markedly different in each hemisphere from that simulated by climate

models. It should be emphasized that the physical processes that determine the ice

sensitivity are not well understood. Therefore, this bias may be related to issues in the

atmosphere, ocean, or sea ice model components that are connected to the simulated

sea ice changes or to the level of global warming. For example, several studies have

identified model biases related to global warming trends (e.g., IPCC, 2013; Kosaka &

Xie, 2013) and local processes that influence sea ice (Rampal et al., 2011; Jahn et al.,

2012; Mahlstein & Knutti, 2012; Bintanja et al., 2013; Mahlstein et al., 2013; Zunz

et al., 2013; Uotila et al., 2014; Haumann et al., 2014; Purich et al., 2016; Jones et al.,

2016). Additional studies have suggested that polar teleconnections may also have an

important influence on sea ice trends in each hemisphere (Meehl et al., 2016; Screen

& Francis, 2016). Furthermore, errors in the observations could plausibly contribute

to the discrepancy between observed and modeled sea ice sensitivity. For example,

several studies have suggested that poorly sampled observations around the poles and

in parts of Africa may help explain differences between observed and modeled global-

mean surface temperature trends (Cowtan & Way, 2014; Richardson et al., 2016; Karl

et al., 2015). Similarly, recent studies have highlighted uncertainties in the observed

multi-decadal Antarctic sea ice extent trend due to changes in data sources (Screen

et al., 2011; Eisenman et al., 2014). Lastly, we find that the observations show a cor-

relation between sea ice extent and global-mean surface temperature that is similar to

the models in the Arctic but not in the Antarctic (Figure A.6). This suggests that the

discrepancy between the models and the observations in the Antarctic could be re-

lated to the models simulating an unrealistically tight relationship between Antarctic

sea ice extent and global temperatures.
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Table 2.1: Fraction of runs with simulated sea ice trends that are at least as extreme as the ob-
servations using the distribution of CMIP5 simulated trends (see Section 1), effective trends (see
Section 4), and a pseudo-ensemble of 35-year periods that have similar levels of global warming to
the observations (see Section 5). The first column is the fraction with Arctic sea ice retreat as rapid
as the observations, and the second column is the fraction with Antarctic sea ice expansion as rapid
as the observations. There are 118 simulations of 1979-2013 in the CMIP5 ensemble analyzed here
and 1,232 overlapping 35-year periods in the pseudo-ensemble. Percentages are indicated to aid in
comparison between the rows.

Arctic Antarctic

1979-2013 Trends 13/118 (11%) 3/118 (2.5%)

1979-2013 Effective Trends 0/118 (0%) 0/118 (0%)

Pseudo-ensemble 1/1, 232 (0.1%) 45/1232 (3.7%)

2.8 Conclusion

In each hemisphere, the observed 1979-2013 trend in sea ice extent falls at

least marginally within the distribution of the CMIP5 simulations (Figure 2.1b,c,e,f).

Consistent with this, a number of previous studies have suggested that internal climate

variability could explain the difference between the observed sea ice trend and the

ensemble-mean simulated trend in each hemisphere (Holland et al., 2008; Kay et al.,

2011; Stroeve et al., 2012; Polvani & Smith, 2013; Mahlstein et al., 2013; Turner et al.,

2013; Swart & Fyfe, 2013; Zunz et al., 2013; IPCC, 2013; Fan et al., 2014; Notz, 2014;

Gagné et al., 2015; Goosse & Zunz, 2014; Swart et al., 2015; Purich et al., 2016; Jones

et al., 2016).

The results presented here suggest that this viewpoint breaks down when we

account for biases in simulated 1979-2013 global-mean surface temperature trends.

We find that simulated Arctic sea ice retreat is accurate only in runs that have far too

much global warming (Figure 2.2a, 2.3a, 3.4a). This suggests that the models may

be getting the right Arctic sea ice retreat for the wrong reasons. Similarly, simulated

periods with accurate Antarctic sea ice trends tend to have too little global warming,

although these results are more equivocal (Figure 2.2b, 2.3b, 3.4b). Relatedly, the
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simulations do not capture the observed asymmetry between Arctic and Antarctic

sea ice trends (Figure 2.5).

We quantify how this bias influences the level of agreement between models

and observations (Figure 2.1) by estimating what the simulated sea ice trend in each

hemisphere would be in runs that matched the observed level of global warming (Table

1). This analysis relies on the approximately linear relationship between sea ice extent

and global-mean surface temperature in the simulations (Figure A.1), which allow us

to scale the results from simulations with varied levels of global warming (Figures

2.2c-d, 2.3c-d) and use simulations from different time periods (Figures 3.4c-d). These

results suggest that the difference between observed and modeled sea ice trends in

each hemisphere cannot be attributed to simulated internal climate variability alone.

This implies systematic errors in the Arctic and Antarctic sea ice changes simulated

with current models, or possibly errors in the observations.

2.A Methods

Here further details are given regarding the observations and the processing

of the CMIP5 model output.

For the observed sea ice extent and sea ice area, we use monthly-mean data

from the National Snow and Ice Data Center Sea Ice Index (Fetterer et al., 2002),

which uses the NASA Team algorithm to estimate sea ice concentration from satellite

passive microwave measurements. We analyze years 1979-2013, since this was the

period available at the time of analysis. We fill missing monthly values by interpolat-

ing between the same months in the previous and following years, and we then take

annual averages. For the observed annual-mean global-mean surface temperature

data, we use the Goddard Institute for Space Sciences Surface Temperature Analysis

(GISTEMP) (Hansen et al., 2010).
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We analyze 118 simulations of years 1979-2013 from 40 CMIP5 models, using

the Historical (1850-2005) and RCP4.5 (2006-2100) experiments; note that the choice

of RCP scenario has minimal influence during 2006-2013. The models simulate surface

air temperature at each horizontal atmospheric grid point, and sea ice concentration is

simulated on the ocean grid in many of the models. Therefore, the areas of the cells in

both grids are needed to compute the total Arctic and Antarctic sea ice areas as well

as the global-mean temperature. The following models did not have grid cell areas

reported in the CMIP5 archive: CanCM4 (surface air temperature), MPI-ESM-LR

(surface air temperature), FIO-ESM (surface air temperature and sea ice). In these

cases, grid cell areas were estimated from the reported locations of grid cell corners

using the Haversine formula (note that this method requires a regular grid).

Simulations were not analyzed in this study when either surface air tempera-

ture output was not available during all of 1979-2013, sea ice output was not available

during all of 1979-2013, dates reported in the file did not match the filename in the

CMIP5 archive, or irregular grids were used but grid cell areas were not provided.

The following runs each had at least one of these issues and hence were excluded:

EC-EARTH runs 1,3-6,10; FIO-ESM run 2; MIROC-ESM-CHEM run 2; CESM1-

CAM5-1-FV2 runs 1-4; GFDL-CM3 runs 2-5; GFDL-CMP2p1 runs 1-10; all runs

from BCC-CSM1-1-M; and all runs from INMCM. GFDL-ESM2G run 1 is also ex-

cluded because the Antarctic sea ice extent gradually decreases and then increases

during 1979-2013, leading to a highly autocorrelated time series of linear regression

residuals with less than 2 effective degrees of freedom, which causes the standard error

in the analysis in Appendix C to be complex (cf. eq. (4) in Santer et al., 2008). Addi-

tional simulations were excluded from the analysis in Figures 3.4 and A.1e,f because

data were not available for the entire 1900-2100 period.
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2.B Robustness to changes in methods

2.B.1 Using ice area instead of ice extent

The results presented in the main text use sea ice extent as a measure of the

sea ice cover. Here we briefly summarize the effect of instead using sea ice area in

the models and observations. First, considering the Gaussian distribution of sea ice

trends (as in Figure 2.1e-f), we find that 22% of the simulations would have Arctic

sea ice retreat that is as large as the observations, and 1.5% would have Antarctic

sea ice expansion as large as the observations, similar to the values of 12% and 1.6%,

respectively, that we found for ice extent. When we use the Gaussian distribution of

Arctic and Antarctic effective sea ice trends (as in Figure 2.3c-d), these values drop

to 0.15% and 0.28% (similar to 0.02% and 0.37% for ice extent), respectively. Lastly,

of the 2,532 overlapping 35-year periods that have global warming trends that are

similar to the 1979-2013 observations (as in Figure 3.4c-d), 1.3% of the periods have

Arctic sea ice trends as negative as the observed value, and 2.1% of the periods have

Antarctic sea ice trends as positive as the observed value (similar to 0.24% and 2.7%,

respectively, for ice extent).

2.B.2 Paired Trends Tests

In this section, we consider an alternative framework for the analysis in the

main text: rather than treat each CMIP5 simulation as a realization from a single

model, here we treat each simulation as a realization from a separate model. Fol-

lowing previous studies (Santer et al., 2008; Stroeve et al., 2012), we determine if

each simulated trend is statistically different from the observed trend at the 95%
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confidence level by using Welch’s t-test statistic:

d =
βm − βo√
σ2
m + σ2

o

. (2.2)

Here βm and βo are the modeled and observed trends, respectively, and σm and σo

are the associated standard errors, which are adjusted for autocorrelation following

Santer et al. (2008). A value of |d| > 1.96 is equivalent to zero falling outside of the

95% confidence interval of a Gaussian distribution with a mean of βm − βo and a

standard deviation of
√
σ2
m + σ2

o . In Figure A.7a-b, βo and βm are the observed and

modeled sea ice trends, which are represented by a series of solid black dots (one for

each simulation). The standard errors, σo and σm, are also shown. In Figure A.7c-d,

βm is the effective sea ice trend and σm is determined using error propagation:

σm =

√(
βm
βIt

σIt

)2

+

(
βm
βTt

σTt

)2

+

(
βm
βT o

t

σT o
t

)2

, (2.3)

where βIt , βTt , and βT o
t

are the trends in simulated sea ice, simulated global-mean

surface temperature, and observed global-mean surface temperature, and σIt , σTt ,

and σIt are the associated standard errors.

We find that of the 118 simulations, 33% simulate sea ice trends that are

statistically different from the observations at the 95% confidence level in the Arctic,

and 80% in the Antarctic. On the other hand, 81% and 84% of the simulations have

Arctic and Antarctic effective sea ice trends that are different from the observations

at the 95% level, respectively.

2.B.3 Using scaled histograms in pseudo-ensemble analysis

In this appendix, we repeat the calculation in Section 6 (Figure 3.4a-b) using

a somewhat more precise but less straightforward approach that involves a weighting
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function rather than simply selecting the runs that fall within the shaded region. We

begin with the distribution of 13,354 overlapping 35-year temperature trends during

1900-2100 as well as a Guassian distribution centered on the observed temperature

trend with a width equal to the 68% linear regression confidence interval (which is

adjusted for autocorrelation; see Appendix B2 for details). Next, we assign each 35-

year period a weight equal to the height of the Guassian at the center of the histogram

bin where the 35-year period falls divided by the number of runs in the histogram

bin.

These weights scale the distribution of temperature trends during 1900-2100

to match a distribution consistent with the observed 1979-2013 temperature trend.

Next, we create a histogram of sea ice trends with each 35-year period multiplied by

its weight. Hence this approach asks what range of ice extent trends is consistent

with the observed temperature trend under the assumptions described in Section 6.

We find that the resulting distribution is approximately equivalent to the result of

the simpler approach in Section 5 (Figure 3.4c-d): 0.32% of the 35-year periods have

Arctic sea ice trends that are at least as negative as the observed value, and 5.2%

have Antarctic sea ice trends at least as positive as the observed value, compared

with 0.08% and 3.7%, respectively, reported in Section 5.

2.B.4 Using total least squares to compute sea ice sensitivity

Winton (2011) found that computing the sea ice sensitivity using a total least

squares (TLS) regression between ice extent and global-mean surface air temperature

leads to a slightly more accurate estimate than the ratio of ice and temperature

temporal trends as in Eq. (1). We find that replacing the ratio of trends in Eq. (1) with

a TLS regression between ice extent and global-mean surface air temperature yields

similar results: using Gaussian fits to the distributions, we find that the probability
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that the observations would land this far from the TLS effective sea ice trend ensemble

mean is 0.02% in the Arctic and 0.08% in the Antarctic (similar to 0.02% and 0.37%,

respectively, computed using the trend ratio).

2.B.5 Using HadCRUT4 instead of GISTEMP

The results presented in the main text use the GISTEMP dataset for the

observed annual-mean global-mean surface temperature. Here we briefly summarize

the effect of instead using the HadCRUT4 dataset (Morice et al., 2012). This causes

the 1979-2013 temperature trend to increase from 0.157 K/decade (GISTEMP) to

0.159 K/decade (HadCRUT4). Considering the Gaussian distribution of effective

sea ice trends (as in Figure 2.3c-d), we find that this leads to 0.03% (HadCRUT4)

instead of 0.02% (GISTEMP) of the simulations having Arctic sea ice retreat that

is as fast as the observations, and 0.39% (HadCRU4) instead of 0.37% (GISTEMP)

having Antarctic sea ice expansion as fast as the observations. Considering the 2,532

overlapping 35-year periods that have global warming trends similar to the 1979-

2013 observations (as in Figure 3.4c-d), we find that this causes 0.31% (HadCRUT)

instead of 0.24% (GISTEMP) of the periods to have Arctic sea ice trends as negative

as observed, and 2.8% (HadCRUT) instead of 2.7% (GISTEMP) of the periods to

have Antarctic sea ice trends as positive as observed. In summary, switching from

GISTEMP to HadCRUT4 has little effect on the main results presented here.
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Chapter 3

Faster Arctic sea ice retreat in

CMIP5 than in CMIP3 due to

volcanoes

3.1 Abstract

The downward trend in Arctic sea ice extent is one of the most dramatic

signals of climate change during recent decades. Comprehensive climate models have

struggled to reproduce this trend, typically simulating a slower rate of sea ice retreat

than has been observed. However, this bias has been widely noted to have decreased in

models participating in the most recent phase of the Coupled Model Intercomparison

Project (CMIP5) compared with the previous generation of models (CMIP3). Here

we examine simulations from both CMIP3 and CMIP5. We find that simulated

historical sea ice trends are influenced by volcanic forcing, which was included in all

of the CMIP5 models but in only about half of the CMIP3 models. The volcanic

forcing causes temporary simulated cooling in the 1980s and 1990s, which contributes
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to raising the simulated 1979-2013 global-mean surface temperature trends to values

substantially larger than observed. We show that this warming bias is accompanied

by an enhanced rate of Arctic sea ice retreat and hence a simulated sea ice trend

that is closer to the observed value, which is consistent with previous findings of

an approximately linear relationship between sea ice extent and global-mean surface

temperature. We find that both generations of climate models simulate Arctic sea

ice that is substantially less sensitive to global warming than has been observed. The

results imply that much of the difference in Arctic sea ice trends between CMIP3 and

CMIP5 occurred due to the inclusion of volcanic forcing, rather than improved sea

ice physics or model resolution.

3.2 Introduction

Modeling groups from around the world have contributed state-of-the-art cli-

mate model simulation results to the Coupled Model Intercomparison Project (CMIP).

The simulations of the historical period have natural and anthropogenic forcing and

can be compared with the instrumental record to assess how well the climate models

perform. These simulations are then extended to project future climate change using

several different greenhouse gas concentration trajectories. There have been several

CMIP phases as comprehensive climate models have continued to be developed. The

two most recent phases have been the CMIP3 (Meehl et al., 2007) and CMIP5 (Tay-

lor et al., 2012) ensembles, which were used to project future climate change in the

Intergovernmental Panel on Climate Change (IPCC) Fourth and Fifth Assessment

Reports (AR4 and AR5), respectively.

The historical simulations have shown substantial bias in reproducing Arctic

sea ice changes during the satellite record, with the models typically simulating a

slower rate of sea ice retreat than has been observed (Stroeve et al., 2007, 2012;
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Winton, 2011; Kay et al., 2011; Swart et al., 2015). However, CMIP5 models tend to

simulate faster sea ice trends that are more consistent with observations than CMIP3

(Stroeve et al., 2012), as illustrated in Figure 3.1b,c. This has been a widely discussed

feature of CMIP5, and it was highlighted in the Executive Summary of the IPCC AR5

chapter on the evaluation of climate models (Flato et al., 2013). However, the cause

of this apparent improvement has remained unresolved.

Here we focus on the influence of historical volcanic forcing, which was included

in all of the CMIP5 models but only about half of the CMIP3 models. Volcanic

eruptions perturb the climate by injecting gases into the stratosphere that produce

short-lived sulfate aerosols which reflect and absorb solar radiation. This causes rapid

global surface cooling that spans approximately two to three years, which is followed

by a decade-long warming period in which the climate recovers (IPCC, 2013). This

cooling due to volcanic eruptions has been found to be overestimated in climate

models compared with observations, which can cause biases in simulated decade-scale

trends (Schmidt et al., 2014; Santer et al., 2014). The CMIP3 models that include

volcanic forcing tend to simulate global-mean surface air temperature changes that are

fairly similar to the CMIP5 models, whereas CMIP3 models without volcanic forcing

simulate global-mean surface air temperature changes that differ substantially from

the CMIP5 simulations (e.g., Schmidt et al., 2014; Knutson et al., 2013; Marotzke &

Forster, 2015).

Arctic sea ice extent has been found to be approximately linearly related to

global-mean surface temperature in many of the CMIP3 and CMIP5 models (Gregory

et al., 2002; Winton, 2011; Mahlstein & Knutti, 2012; Stroeve & Notz, 2015), including

over periods as brief as 1979-2013 (Rosenblum & Eisenman, 2016). This implies that

volcano-related biases in simulated global warming during recent decades should be

associated with biases in sea ice retreat. Consistent with this, a number of studies
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have shown that volcanic forcing in climate model simulations can influence Arctic

sea ice for a decade or more (Stenchikov et al., 2009; Zhong et al., 2011; Zanchettin

et al., 2012, 2013; Segschneider et al., 2013; Zanchettin et al., 2014). Taken together,

the results of these previous studies raise the possibility that the inclusion of volcanic

forcing in all of the CMIP5 models compared to only some of the CMIP3 models

could have caused a systematic change in the distribution of simulated sea ice trends

during the historical period. We examine this effect by analyzing simulations of

1979-2013 in 118 ensemble members from 40 CMIP5 models, as well as 38 ensemble

members from 19 CMIP3 models, and comparing them with observations (see details

in Appendix A). We use processed CMIP5 output from a previous study (Rosenblum

& Eisenman, 2016), where we addressed whether simulated natural variability was

sufficient to explain the biases in the CMIP5 ensemble-mean Arctic and Antarctic sea

ice trends compared with observations.

3.3 Results

The distributions of September Arctic sea ice trends during 1979-2013 in the

CMIP3 and CMIP5 simulations are plotted in Figure 3.1c,f. CMIP5 models tend to

simulate a faster September Arctic sea ice retreat, which has a reduced bias compared

with observations, as has been reported previously (Stroeve et al., 2012; Flato et al.,

2013). The annual-mean sea ice trend behaves similarly (Figure 3.1b,e), with the

ensemble mean falling closer to the observations in CMIP5 than in CMIP3.

It is noteworthy, however, that this decrease in bias in the simulated Arctic sea

ice trend coincides with an increase in bias in the simulated annual-mean global-mean

surface temperature trend compared to the observations during the same time period

(Figure 3.1a,d). Although both generations of models tend to simulate too much

warming, the observed global temperature trend during 1979-2013 falls less than one
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Figure 3.1: Observed as well as CMIP3 and CMIP5 modeled trends in (a,c) annual-mean global-
mean surface temperature, (b,e) annual-mean Arctic sea ice extent, and (c,f) September Arctic
sea ice extent. (a-c) Here the trends are illustrated as straight lines indicating the anomaly from
1979, and shadings indicate one standard deviation among the CMIP3 or CMIP5 trends around the
ensemble means. The observed time series is also included (black, shifted vertically so linear trend
goes through zero in 1979). (d-f) Histograms illustrating the distributions of CMIP3 and CMIP5
trends. Standard deviations among the distributions around the ensemble means are indicated by
blue and red error bars above the distributions, and the observed trends are indicated by vertical
green lines.

standard deviation below the mean in the CMIP3 distribution, whereas the CMIP5

distribution has a larger bias (error bars in Figure 3.1d).

This warming bias is partially related to both generations of models having

a tendency to simulate too much global warming during the past 10-20 years, which

has been attributed to a number of factors including internal variability (IPCC, 2013;

Kosaka & Xie, 2013; Fyfe et al., 2013). Additionally, the temperature trend dur-

ing 1979-2013 is expected to be influenced by the eruptions of El Chichón in 1982

and Pinatubo in 1991. These events cause surface cooling in the 1980s and 1990s

that has been found to be overestimated in climate models (Schmidt et al., 2014;

Knutson et al., 2013; Marotzke & Forster, 2015). Figure 3.2a illustrates that the

large negative temperature anomalies caused by these volcanoes lead to a larger over-
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Figure 3.2: Observed and modeled (a) annual-mean global-mean surface temperature, (b) annual-
mean Arctic sea ice area, and (c) September Arctic sea ice area. Anomalies from the average
value during the plotted time period are shown for the observations (green), the CMIP5 ensemble
mean (blue), and the ensemble mean of CMIP3 models with (red) and without (yellow) volcanic
forcing. The linear trend associated with each time series is also indicated (dashed lines). This figure
illustrates how the cooling effects associated with the eruptions of El Chichón (1982) and Pinatubo
(1991) (vertical dotted lines) result in a faster global-mean temperature trends and sea ice cover
trends.

all warming trend during this period. This suggests that one reason the CMIP5

ensemble-mean global warming trend during 1979-2013 is farther from the observa-

tions than in CMIP3 (Figure 3.1a,d) is because volcanic forcing is included in all of

the CMIP5 models compared to about half of the CMIP3 models (Figure 3.2a and

Table 3.1).

As expected from the approximately linear relationship between sea ice cover

and annual-mean global-mean surface air temperature in many CMIP3 and CMIP5

models (Gregory et al., 2002; Winton, 2011; Mahlstein & Knutti, 2012; Stroeve &

Notz, 2015; Rosenblum & Eisenman, 2016), we find that the large negative temper-

ature anomalies that are caused by simulated volcanic forcing are associated with

concurrent positive sea ice cover anomalies (Figure 3.2). Similarly, we find that the

decade-long warming periods following each eruption typically correspond with a drop

in sea ice cover (Figure 3.2). Because these eruptions occur towards the beginning

of the 1979-2013 period, they contribute to a larger overall rate of sea ice retreat

(dashed-lines in Figure 3.2b,c). Therefore the bias in the models toward too much
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Figure 3.3: As in Figure 3.1d-f, but neglecting the CMIP3 simulations that do not include volcanic
forcing. The ensemble mean and standard deviation of the CMIP3 simulations that do not include
volcanic forcing are also indicated (yellow error bar).

1979-2013 global warming, which is elevated by volcanic forcing, appears to be asso-

ciated with the larger simulated sea ice trends.

Consistent with this, we find that the major eruptions before 1979 in the

CMIP3 and CMIP5 historical forcing scenarios are typically followed by a brief in-

crease in the September and annual-mean Arctic sea ice (Figure B.1). Overall, this

simulated historical Arctic sea ice response to volcanic eruptions is in agreement

with previous modeling studies (Segschneider et al., 2013; Zanchettin et al., 2012;

Stenchikov et al., 2009; Zanchettin et al., 2014).

By comparing CMIP5 models with the subset of CMIP3 models that include

volcanic forcing, we find that both ensembles predict a more similar distribution of

both global warming trends and sea ice trends (Figure 3.3a-c) than when all CMIP3

models are included (Figure 3.1d-f). Indeed, this difference in simulated volcanic

forcing is typically accounted for in studies that compare simulated global warming

between CMIP3 and CMIP5 (e.g., Knutson et al., 2013; Watanabe et al., 2013; Knutti

& Sedláček, 2012).

Note that the influence of volcanoes is statistically significant in the CMIP3

results (red and yellow error bars in Figures 3.3a-c): using the Student t-test, we can

reject the null hypothesis that the two sets of CMIP3 models simulate temperature

trends that are drawn from distributions with the same mean at above the 99.9%
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confidence level, and the same applies to the annual and September sea ice trends. It

should be noted by caveat that this assessment relies on the relatively small ensemble

of CMIP3 models that included volcanic forcing.

3.4 Discussion

Here we examine the results presented above in the context of sea ice sensitivity

to global warming (Winton, 2011), drawing on methods developed in a previous study

(Rosenblum & Eisenman, 2016).

3.4.1 Do volcanoes influence sea ice sensitivity?

The results above suggest that volcanic forcing artificially improved simulated

sea ice trends by raising the level of global warming to values larger than observed. A

simple interpretation of this is that the sea ice responds to the inclusion of volcanoes

just as it does if the level of global warming increases due to other factors such as

greenhouse gases or internal variability. Here we assess this possibility by investigating

whether the inclusion of volcanic forcing affects the sensitivity of simulated sea ice

cover to the level of global warming, or whether this sensitivity remains constant.

As in Rosenblum & Eisenman (2016), we consider the possibility that the

relationship between global warming trends and sea ice trends remains approximately

constant during all 35-year periods between 1900 and 2100 (which would exactly hold

if this relationship were perfectly linear). We construct two distributions of 35-year

sea ice trends and associated global-mean surface air temperature trends from models

that include volcanic forcing: (1) using years 1979-2013, and (2) using all available

overlapping 35-year periods during 1900-2100 that are not within 10 years of a major

volcanic event (i.e., Santa Maria in 1902, Agung in 1963, El Chichón in 1982, and
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Table 3.1: For each CMIP3 model, the number of runs, 1979-2013 annual-mean global-mean surface
temperature trend (K/decade) averaged over the runs, and 1979-2013 annual-mean and September
Arctic sea ice trends (106 km2/decade) averaged over the runs. Note that similar information for
the CMIP5 models is given in Table 1 of Rosenblum & Eisenman (2016).

Models with Number of Annual Annual September

Volcanos Simulations Global Warming Ice Trend Ice Trend

gfdl-cm2-0 1 0.27 -0.72 -0.59

gfdl-cm2-1 1 0.28 -0.51 -0.68

giss-model-e-r 1 0.20 -0.14 -0.20

miroc3-2-hires 1 0.34 -0.54 -0.73

miroc3-2-medres 3 0.20 -0.26 -0.32

miub-echo-g 3 0.21 -0.28 -0.34

ncar-ccsm3-0 5 0.29 -0.45 -0.60

ukmo-hadgem1 1 0.25 -0.50 -0.67

all models w/ volc 16 0.25 -0.39 -0.49

Models without Number of Annual Annual September

Volcanos Simulations Global Warming Ice Trend Ice Trend

bccr-bcm2-0 1 0.14 -0.27 -0.35

cccma-cgcm3-1 5 0.24 -0.15 -0.18

cccma-cgcm3-1-t63 1 0.29 -0.23 -0.24

cnrm-cm3 1 0.17 0.02 -0.25

csiro-mk3-5 1 0.21 -0.15 -0.26

giss-aom 2 0.14 -0.17 -0.23

inmcm3-0 1 0.26 -0.40 -0.53

ipsl-cm4 1 0.28 -0.49 -0.58

mpi-echam5 3 0.15 -0.21 -0.22

mri-cgcm2-3-2a 5 0.13 -0.10 -0.11

ukmo-hadcm3 1 0.16 -0.20 -0.29

all models w/o volc 22 0.18 -0.18 -0.23
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Pinatubo in 1991). The first distribution is meant to characterize the distribution

of sea ice trends that occur under global warming including the effects of volcanic

forcing, while the second characterizes the distribution of sea ice trends that occur in

the same models in the absence of volcanic forcing.

In Figure 3.4, the Arctic sea ice trend is plotted versus the annual-mean global-

mean surface temperature trend, with each point representing a 35-year period in

a simulation and colors representing the two distributions. By comparing the two

distributions in each panel, we find that the influence of volcanic forcing has no

visibly discernible impact on the sensitivity of the Arctic sea ice extent to the level

of global warming. That is, for a given value on the horizontal axis in each panel of

Figure 3.4, the blue points tend to be scattered around similar vertical locations as

the red points, indicating that 35-year periods that undergo similar levels of global

warming to those simulated for 1979-2013 typically have similar sea ice trends, even

without volcanic eruptions. This implies that the influence of volcanic forcing on

simulated sea ice trends can be approximately accounted for by considering only the

effect on global-mean surface temperatures.

3.4.2 Comparing CMIP3 and CMIP5 sea ice sensitivities

The relationship between global-mean surface air temperature and Arctic sea

ice cover implies that biases in simulated global warming trends should be associated

with biases in sea ice trends (Winton, 2011). Therefore, similar to Rosenblum &

Eisenman (2016), we examine the Arctic sea ice trend in each simulation versus the

global-mean surface temperature trend. We find that both CMIP3 models and CMIP5

models that simulate larger (hence more accurate) annual-mean sea ice trends also

tend to simulate larger (hence less accurate) global warming trends (Figure 3.5a and

Table 1). While the CMIP3 models with volcanic forcing tend to fall in a different
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Figure 3.4: Simulated 35-year annual-mean global-mean temperature trends plotted versus the cor-
responding Arctic sea ice trends. Annual-mean sea ice trends are plotted in the top row, and
September sea ice trends are plotted in the bottom row; CMIP5 models are plotted in the left col-
umn and CMIP3 models that included volcanic forcing are plotted in the right column. Trends from
1979-2013 are indicated in red, and all available 35-year time periods between 1900-2100 that were
not within 10 years of a major volcanic event are indicated in blue. The major volcanic events are
Santa Maria in 1902, Agung in 1963, El Chichón in 1982, and Pinatubo in 1991.
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Figure 3.5: Observed and modeled annual-mean global-mean temperature trends plotted versus the
corresponding Arctic (a) annual-mean sea ice trends and (b) September sea ice trends. CMIP5
models (blue), CMIP3 models with volcanic forcing (red), and CMIP3 models without volcanic
forcing (yellow) are plotted, and dashed green lines represent the observed trend. The histograms
show the Arctic (c) annual-mean effective sea ice trends and (d) September effective sea ice trends
(see text for details), with the observed trend indicated by a thick green line. Standard deviations
of the distributions around the ensemble means are also indicated. Note that the histograms in Fig.
3.1b,c describe the distributions of horizontal coordinate values in Fig. 3.5a,b.

region of the scatter plot than those without volcanic forcing (consistent with Figure

3.3), the points all fall near the same line. We find similar results using September

sea ice trends (Figure 3.5b and Table 3.1), though this relationship appears noisier,

perhaps due to a larger influence of internal variability.

We can approximately account for biases in the level of global warming by

considering the Arctic “effective sea ice trend” (Rosenblum & Eisenman, 2016), which

is defined as the simulated sea ice trend scaled by the bias in simulated global warming

during the same time period (where the latter is calculated as the ratio of observed
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to simulated annual-mean global-mean surface temperature trend; see Appendix A

and Rosenblum & Eisenman (2016) for details). The effective sea ice trend is closely

related to the sea ice sensitivity (Winton, 2011). It provides a rough estimate of what

the sea ice trend would be in each run if the observed level of global warming had

been simulated.

By comparing the distributions of modeled effective Arctic sea ice trends to

the observed trend, the results in Figure 3.5c-d suggest that the modeled Arctic sea

ice cover in both CMIP3 and CMIP5 would retreat far more gradually if the models

simulated the observed level of global warming (see also Table 2, which includes both

effective sea ice trends and sea ice sensitivities). The effective sea ice trend in CMIP5

is slightly closer to the observations than in CMIP3, especially in September, but the

observed trend falls well outside both CMIP model distributions.

Note that this bias in simulated sea ice sensitivity is qualitatively consistent

with Stroeve & Notz (2016), although there are quantitative differences due to factors

including the availability of CMIP5 results at the time of each analysis and differing

methods used to estimate the ice sensitivity (see Appendix A). The possibility that

simulated natural variability could explain this bias is examined in a companion paper

(Rosenblum & Eisenman, 2016).

3.5 Additional Points

Although Southern Hemisphere sea ice cover and annual-mean global-mean

surface air temperatures are also approximately linearly related in these climate mod-

els (Rosenblum & Eisenman, 2016), we find that the influence of volcanoes does not

appear to have the same impact on the evolution Antarctic sea ice (Figure B.2). This

may be related to a range of factors, including that the aerosol forcing from both

Pinatubo and El Chichón is more concentrated in the Northern Hemisphere than
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Table 3.2: Observed as well as CMIP3 and CMIP5 ensemble-mean effective sea ice trends (106

km2/decade) and ice sensitivity (106 km2/K), as shown in Figure 3.5. The standard deviations
among the ensemble members are indicated in parentheses. Note that the ice sensitivity is equal to
the effective ice trend divided by the observed temperature trend, which is 0.16 K/decade.

Ann. effective ice trend Sept. effective ice trend

CMIP3 -0.19 (0.11) -0.24 (0.12)

CMIP5 -0.23 (0.09) -0.36 (0.17)

Observations -0.53 -0.89

Ann. ice sensitivity Sept. ice sensitivity

CMIP3 -1.23 (0.69) -1.53 (0.75)

CMIP5 -1.46 (0.56) -2.29 (1.10)

Observations -3.40 -5.67

the Southern Hemisphere in many datasets (Arfeuille et al., 2014), that much of the

temperature change caused by volcanoes has been suggested to occur at depth in

the Southern Ocean (Fyfe, 2006), that Antarctic sea ice has been suggested to only

respond to supervolcanoes (Zanchettin et al., 2014), and that Antarctic sea ice extent

is less correlated with annual-mean global-mean surface air temperature than Arctic

sea ice extent (Rosenblum & Eisenman, 2016).

Previous studies have demonstrated that CMIP5 models simulate a smaller

and more accurate climatological Arctic sea ice cover compared to CMIP3 (Stroeve

et al., 2012; Flato et al., 2013). The possibility that this could be linked to sea

ice trends has been considered previously, although no clear relationship was found

(Massonnet et al., 2012). Similarly, we find that the initial sea ice cover does not

appear to be closely related to the sea ice trends (Figure B.3). This is consistent with

the approximately linear relationship between simulated Arctic sea ice cover and

annual-mean global-mean surface temperatures (Gregory et al., 2002; Winton, 2011;

Mahlstein & Knutti, 2012; Stroeve & Notz, 2015; Rosenblum & Eisenman, 2016).

That is, if this were a perfectly linear relationship, a given amount of warming would
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result in the same amount of ice loss regardless of the initial amount of sea ice cover.

Note that although geographic muting effects due to the distribution of landmasses in

the Arctic region (Eisenman, 2010) can cause a departure from this linearity for very

large ice extents (Fig. S2 of Armour et al., 2011), the relationship has been found to

be approximately linear for annual-mean and September ice extents similar to and

smaller than modern observed values (e.g., Fig. 2 of Armour et al., 2011)).

The main results of this study are presented using sea ice extent. We find that

analyzing observed and modeled sea ice area instead of extent leads to qualitatively

similar results (Figures B.4-B.8).

Our estimate of the observed September sea ice sensitivity (−5.67×106 km2/K)

is more than twice as large as the number reported previously by Mahlstein & Knutti

(2012) (−2.62×106 km2/K), who used the ice sensitivity to make an observationally-

based projection of how much global warming it would take for the September Arctic

sea ice area to decline from its 1980-1999 mean value to the nearly ice-free value of

1 × 106 km2. The difference between our estimate and that in Mahlstein & Knutti

(2012) arises due to a number of factors. We use NASA Team sea ice extent (Fet-

terer et al., 2002) during 1979-2013. By contrast, Mahlstein & Knutti (2012) use the

coarser resolution Hadley Centre Sea Ice and Sea Surface Temperature (HadISST)

(Rayner et al., 2003) dataset, the observed ice area rather than ice extent, and a

shorter observed time period (1980-2007). Further, they calculate the ice sensitivity

using an ordinary least squares regression of ice on temperature (I. Mahlstein, per-

sonal communication May, 2016), which Winton (2011) found to give a less accurate

estimate than the trend ratio method adopted here (see Appendix A).

Using CMIP3 simulations, Mahlstein & Knutti (2012) found that the ensemble-

mean ice sensitivity during 2010-2100 was smaller than during 1980-2007 by a factor

of 0.92, and hence they scaled the observed ice sensitivity by 0.92 to project the level
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of future global warming at which the Arctic will become nearly seasonally ice-free.

We repeat the calculation from Mahlstein & Knutti (2012) using an observed ice sensi-

tivity of −5.67×106 km2/K and the 1980-1999 mean September Arctic sea ice extent

from the NASA Team dataset, rather than an observed sensitivity of −2.62 × 106

km2/K and the 1980-1999 mean September Arctic sea ice area from the HadISST

dataset. We find that in this case the level of global warming projected to cause a

nearly ice-free Arctic Ocean is approximately 1◦C, rather than approximately 2◦C

as reported in Mahlstein & Knutti (2012). Using NASA Team ice area rather than

ice extent for the observed sensitivity and the 1980-1999 mean value yields a similar

result of approximately 1◦C.

3.6 Summary

CMIP5 models have been found to simulate Arctic sea ice retreat during 1979-

2013 that is faster on average than in the CMIP3 models. At the same time, the

CMIP5 ensemble-mean rate of global warming during 1979-2013 has been found to be

larger than CMIP3. The difference in global warming has been previously attributed

to historical volcanic forcing, which was included in all of the CMIP5 models but

only about half of the CMIP3 models. However, the inclusion of volcanic forcing in

the CMIP ensembles has not been considered, as far as the authors are aware, in

previous analyses of the rate of simulated Arctic sea ice retreat. Here we show that

a range of approaches all suggest that the change between CMIP5 and CMIP3 in the

ensemble-mean 1979-2013 Arctic sea ice extent trend can also be largely attributed

to the inclusion of volcanic forcing.

Specifically, major volcanic eruptions occur during the early part of this time

period, and they cause temporary cooling and ice expansion. This exacerbates the

model bias toward too much 1979-2013 global warming while reducing the model bias
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toward too little Arctic sea ice retreat. These results are consistent with the sea

ice sensitivity not being substantially influenced by volcanic eruptions, which would

imply that the higher level of global warming caused by volcanoes should coincide

with more sea ice retreat. This suggests that the reported improvement in simulated

sea ice trends was largely an artifact of comparing simulations that had volcanic

forcing with simulations that did not.

3.A Method

We analyze 118 simulations of years 1979-2013 from 40 CMIP5 models (Taylor

et al., 2012) with historical and RCP4.5 forcing as well 38 simulations from 19 CMIP3

models (Meehl et al., 2007) with historical and SRES A1B forcing. The time period

we analyze is chosen based on the availability of sea ice observations at the time of

analysis. We use monthly-mean fields to compute values of global-mean surface air

temperature, sea ice extent, and sea ice area. Grid cell area fields are used for models

that provide them in the CMIP5 archive, and otherwise we estimate the grid cell

areas based on the reported grid box vertices. For simplicity, in the distributions

we treat each simulation as an ensemble member from an independent model, rather

than considering which model each simulation comes from.

CMIP3 simulations were not used in this study when either (i) temperature and

sea ice data were not both available during 1979-2013 or (ii) dates reported in the file

did not match the filename in the CMIP3 archive. The following CMIP3 simulations

each had at least one of these issues and were excluded: all runs of CSIRO-MK3-0;

all runs of BCC-CM1; all runs of GISS-MODEL-E-H; CSIRO-MK3-5 runs 2 and 3;

GISS-MODEL-E-R runs 2-9; all runs of INGIV-ECHAM; and NCAR-CCSM3.0 runs

3,4,8, and 9. We also exclude all runs of IAP-FGOALS because the simulated sea

ice extent in both hemispheres is approximately twice as large as any other CMIP3
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simulation. IPSL-CM4 reported grid cells with sea ice concentrations greater than

100%, which we replaced with 100%. Finally, note that the MRI-CGCM2-3-2a model

reported having volcanic forcing in the CMIP3 documentation, but several studies

found that it did not actually appear to include volcanic forcing (Knutson et al.,

2013; Sillmann et al., 2013). We therefore considered this model to have not included

volcanic forcing.

This study uses the processed CMIP5 values from Rosenblum & Eisenman

(2016) (Ch. 2), where processing details are given. In the analysis of trends during

years 1900-2100, we use only 80 CMIP5 simulations because 38 of the simulations do

not report model output during the entirety of this longer time period.

We use observed monthly-mean sea ice extent and area from the National Snow

and Ice Data Center Sea Ice Index (Fetterer et al., 2002), which uses the NASA Team

algorithm. Missing values are filled by linearly interpolating between the same month

in the previous and following years. We use the Goddard Institute for Space Sciences

Surface Temperature Analysis (GISTemp) (Hansen et al., 2010) for the observed

annual-mean global-mean surface temperature data.

All trends are computed using ordinary least squares regressions with time.

For the sea ice sensitivity, the annual or September sea ice trend is divided by the

annual global-mean surface air temperature trend. This method of estimating the

sea ice sensitivity is sometimes referred to as the “trend ratio” (Winton, 2011). For

the simulated effective sea ice trend, the simulated sea ice sensitivity is multiplied

by the observed annual-mean global-mean surface temperature trend, as described

in Rosenblum & Eisenman (2016). Note that for the observations, this leads to an

effective sea ice trend which is equal to the actual sea ice trend. Winton (2011)

suggests that total least squares (TLS) regression between ice and temperature leads

to a slightly less biased estimate of the ice sensitivity, but we find that this has
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a relatively small influence on the results presented here. For example, when we

compute the observed Arctic sea ice sensitivity using TLS regression instead of the

trend ratio, the ice sensitivity increases from −5.67 × 106 km2/K to −5.69 × 106

km2/K.
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Chapter 4

Factors controlling seasonal mixed

layer freshening in the Canada

Basin during 1975, 2006, and 2007

4.1 Introduction

As the Arctic sea ice cover continues to recede, the underlying ocean mixed

layer is warming, freshening, and shoaling throughout much of the Arctic (Peralta-

Ferriz & Woodgate, 2015a; McPhee et al., 1998; Toole et al., 2010; Jackson et al.,

2010). Of all the Arctic regions, the Canada Basin has exhibited the largest mixed

layer freshening trends (Peralta-Ferriz & Woodgate, 2015a) and the largest losses

in both first-year and multi-year sea ice (McLaughlin et al., 2011). Decadal trends

toward fresher mixed layers have been attributed to reduced sea ice growth in the

fall and winter (Yamamoto-Kawai et al., 2009), increased freshwater transport from

enhanced Ekman transport in the winter and early spring (Proshutinsky et al., 2009),

and increased sea ice melt in the spring and summer (Peralta-Ferriz & Woodgate,
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2015a; Toole et al., 2010; Lemke & Manley, 1984). Seasonal mixed layer freshening

from sea ice melt increases seasonal halocline stratification, which can influence upper-

ocean heat storage and consequently sea ice evolution (Jackson et al., 2010; Ramudu

et al., 2018; Timmermans, 2015).

The Canada Basin mixed layer is relatively isolated from the influence of the

underlying Pacific Water on seasonal timescales (Timmermans et al., 2008; Toole

et al., 2010). However, a number of factors can influence the seasonal mixed layer

freshening during the sea ice melt season. For example, warmer surface tempera-

tures can lead to more mixed layer freshening by causing more sea ice bottom melt

(Maykut & McPhee, 1995). Additionally, trends toward shallower mixed layers can

cause freshwater input to be concentrated within a smaller volume, thereby raising

the rate of mixed-layer freshening. On the other hand, reduced ice thickness and

ice concentration can reduce the amount of freshening because there is less sea ice

available to melt.

Here we examine how changes in mixed-layer temperatures, mixed-layer depth,

and sea ice cover can influence seasonal mixed-layer freshening in the Canada Basin

using observations and an idealized, one-dimensional framework. For 1975, 2006, and

2007, we examine melt-season observations that were collected in similar locations

but under very different sea ice conditions (Figure 1). The observations used for the

study are presented in Section 2, and the idealized framework is presented in Section

3. Results from the estimates of the idealized framework are presented in Section 4,

discussed in Section 5, and summarized in Section 6.
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Figure 4.1: Position of ocean observations taken in the Canada Basin during May-August in (a)
1975, (b) 2006, and (c) 2007, overlaid on the average summer (May-August) sea ice concentration
for each year. There are 433 profiles taken during this time period in 1975, 816 in 2006, and 444 in
2007. Note that observations of sea ice concentration for 1979 rather than 1975 are used for (a) due
to data limitations (see Section 2 for details).

4.2 Observations

4.2.1 Oceanographic data

The Arctic Ice Dynamics Experiment (AIDJEX) program provided some of

the earliest observations of seasonal mixed-layer evolution below what was then thick,

perennial Arctic sea ice. A major component of the program consisted of four occu-

pied, drifting ice camps that collected oceanographic data for one year between April

1975 and April 1976. Salinity and temperature profiles down to 750 m were measured

daily at each camp, with a vertical resolution of 1-2 m using Plessey model 9040 STD

and CTD systems, resulting in 1287 vertical profiles (Lemke & Manley, 1984). We

examine all available data from this experiment.

The Ice Tethered Profiler (ITP) instrument system was deployed in 2004 and

has since been recording temperature and salinity profiles with a vertical resolution

of 25 cm throughout the Arctic. The system consists of a series of surface buoys that

are frozen into drifting ice floes (Krishfield et al., 2008). The buoys are connected to

wires that are 800 meters long, attached to profilers that move up and down the wires

collecting data approximately 3 times per day. A number of ITPs have been deployed
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in the Canada Basin, and have collected oceanographic data in a similar region to

that of AIDJEX, under now much thinner, more seasonal sea ice. We examine quality

controlled data, identified as level 3 in the ITP data archives, which are available for

2004–2012. We consider only data within the Canada Basin, which we define as

the region bounded by 72◦N, 84◦N, 130◦W, and 155◦W, following Peralta-Ferriz &

Woodgate (2015a).

The aim of this study to examine the seasonal mixed-layer evolution during

the melt season. We therefore take 10-day averages from May-September in the ITP

and AIDJEX datasets, effectively removing smaller timescale variations and spatial

variations. We only consider years where the 10-day averaged data are continuous

throughout the melt season. We find that this condition holds for the entire AIDJEX

dataset in 1975, and during 2006-2008 and 2011 in the ITP dataset (Figure S1). Based

on the data availability related to the number of available observations, instrument

drift, and locations, we focus our analysis on all the available ITP observations in

2006 and 2007 (see Appendix A for details). The analysis in this study focuses on

1975, 2006, and 2007 because these three years have been the subject of several upper-

ocean studies in this region (e.g., Lemke & Manley, 1984; Maykut & McPhee, 1995;

Perovich et al., 2008; Toole et al., 2010; Yamamoto-Kawai et al., 2009; Timmermans,

2015), which is useful for validating the idealized framework. To assess the robustness

of our results, we repeat our analysis using 2008, 2011, and the entire 2004-2012 ITP

dataset in Section 5 and in the Supporting Information.

The mixed-layer depth of each profile is determined by the first depth at which

the change in mixed-layer density exceeds 0.1 kg/m3 from the shallowest observed

value, following Peralta-Ferriz & Woodgate (2015a). Profiles were removed when a

mixed layer was not detected or when the mixed layer depth was less than 2 meters

from the shallowest observed value (following Jackson et al., 2010). In addition to
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these criteria, AIDJEX profiles were removed from the analysis when they contained

zero values at every point or if the computed mixed-layer depth exceeded 100 meters,

which only occurred when there were substantial data missing from the upper tens of

meters. ITP profiles were also removed if the shallowest observed value was deeper

than 10 meters (following Jackson et al., 2010). These conditions reduced the AIDJEX

dataset from 1287 profiles to 1261 profiles in 1975 and reduced the ITP dataset from

3294 profiles to 2613 profiles in 2006 and from 2828 profiles to 1747 profiles in 2007.

We repeat our analysis using a different definition of the mixed-layer depth, (following

Jackson et al., 2010), in the Supporting Information.

4.2.2 Sea ice concentration data

Daily observations of sea ice concentration since 1979 are provided by the

National Snow and Ice Data Center Sea Ice Index from satellite passive microwave

measurements (Fetterer et al., 2002). These observations were not available in 1975,

so we instead use an estimate of sea ice concentration that was derived from the

locations of the drifting AIDJEX ice camps (Maykut & McPhee, 1995). The derived

sea ice concentration is higher than the basin average (Figure S4), likely due to the

fact that the ice camps were sited in locations that were likely to survive the melt

season, similar to the ice floes of ITPs. For consistency, we therefore estimate the

average sea ice concentration associated with the ITP dataset by using the location of

each ITP observation and finding the closest corresponding sea ice concentration data

point. To examine the sensitivity of the results to this choice, we repeat our analysis

in the Supporting Information using the basin average from satellite observations in

1979, 2006, and 2007.
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Figure 4.2: Seasonal evolution of the (a) sea ice concentration, (b) mixed-layer temperature anomaly
from freezing, (c) mixed-layer salinity, and (d) mixed-layer depth in 1975 (blue), 2006 (yellow), and
2007 (red). Thick lines indicate the 10-day mean, and the shading indicates the standard error (see
Appendix B).
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4.2.3 Sea ice and mixed-layer evolution

We examine data collected during May-September in 1975, 2006, and 2007.

Specifically, following the methods outlined above, we examine 433 profiles in 1975,

816 profiles in 2006, and 444 profiles in 2007 from all four AIDJEX ice camps and

ITPs 1, 3, 5, 6, 8, 13, and 18 . The locations of these data and the average sea ice

concentration during the same period are shown in Figure 4.1. The 10-day mean and

standard error of the observed sea ice concentration, mixed-layer salinity, mixed-layer

depth, and mixed-layer temperature anomaly from freezing are computed for each

year (Figure 4.2). The method used for computing the standard error of these values

are described in Appendix B.

During the course of the melt season, the sea ice concentration decreases and

allows more solar radiation to warm the mixed layer, causing the mixed-layer tem-

perature anomaly from freezing to increase. Warming mixed-layer temperatures and

decreasing sea ice cover coincides with mixed-layer shoaling and freshening. We ob-

tain a summer mixed layer of approximately 20 m in 1975, consistent with Lemke

& Manley (1984), and a summer mixed layer of approximately 10-15 m in 2006 and

2007, somewhat consistent with Toole et al. (2010) (∼16 m, using ITP data) and

Peralta-Ferriz & Woodgate (2015a) (∼9 m, using 30 years of hydrographic data).

Figure 4.2 also reveals anecdotal evidence of the previously reported decadal trends

towards warmer, fresher, and shallower mixed layers (Peralta-Ferriz & Woodgate,

2015a), as well as an increase in the amount of mixed-layer freshening that occurs

over the course of a single melt season (Yamamoto-Kawai et al., 2009).
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Figure 4.3: Schematic of the one-dimensional framework. Red arrows indicate heat flux to sea ice
and blue arrows indicate resulting freshwater flux into the mixed layer from sea ice melt (see Section
5.5 for details).

4.3 Idealized Framework

Here, we present a simplified, one-dimensional framework to examine factors

controlling seasonal mixed-layer freshening, illustrated in Figure 4.3. The frame-

work is meant to represent the fundamental mechanisms controlling mixed-layer salin-

ity evolution during the melt season by using observations of sea ice concentration

(Aobs), mixed-layer depth (Dobs), and mixed-layer temperature anomalies from freez-

ing (δTobs) from 1975, 2006, and 2007 (Figures 5.2). The main assumptions used in

this framework are motivated by previous observational studies in the Canada Basin.

First, the mixed layer is relatively isolated from underlying water (i.e Pacific

Water and remnant mixed layers) during the melt season due to the strongly stratified

seasonal and permanent halocline (Toole et al., 2010). We therefore neglect exchanges

between the the mixed layer and the underlying ocean and instead only consider a

closed system between the mixed layer and the sea ice. We note that this is similar
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to early models of the seasonal pycnocline (Kraus & Turner, 1967; Lemke & Manley,

1984).

Second, seasonal mixed layer freshening is driven primarily by thermodynamic

seasonal sea ice melt (Peralta-Ferriz & Woodgate, 2015a; Lemke & Manley, 1984;

Toole et al., 2010). We therefore consider a system where the freshwater flux is only

driven by sea ice melt.

Third, sea ice surface melt has remained relatively constant over the past sev-

eral decades (1959-2014 average: 57±19 cm) compared to sea ice bottom melt, which

has increased with time and has large inter-annual variations (1959-2014 average:

83±63 cm) (Perovich & Richter-Menge, 2015). We therefore consider a system in

which the atmospheric heat flux to the top of the sea ice is the same in 1975, 2006,

and 2007, while the oceanic heat flux to the sea ice fluctuates, depending on the

observed mixed-layer temperature anomaly from freezing (δTobs).

Finally, for simplicity, we consider large sea ice floes (with radii significantly

larger than 30 m) and therefore neglect contributions from lateral sea ice melt (Steele,

1992). Each component of this framework and additional assumptions is outlined

below.

4.3.1 Heat Fluxes

We choose an idealized representation of the atmospheric heat flux to the top

of the sea ice that is roughly consistent with observations of the surface energy budget

averaged over the past few decades and sea ice top melt, by considering the results

of Serreze et al. (2007) and Perovich & Richter-Menge (2015). Observations indicate

that the total downward heat flux is roughly sinusoidal during the melt season, and

that it is driven mainly by a sinusoidally evolving shortwave radiative heat flux and by

a smaller, less seasonally variable contribution from long-wave radiation and turbulent
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heat fluxes (Serreze et al., 2007, their Figure 3d). We therefore prescribe the following

atmospheric heat flux to the top of the sea ice (Fatm):

Fatm = Fsw cosωt− Flw,t, (4.1)

where Flw,t is a combination of the long-wave and turbulent heat flux components and

Fsw = (1− αi)F0 is the shortwave component, which depends on the incoming solar

radiation (F0) and the sea ice albedo (αi), and ω = 2π/year is the annual frequency.

We set F0 =200 W m−2 (similar to observations in the same region Timmermans,

2015), αi = 0.6 (following Wagner & Eisenman, 2015), and Flw,t = 50 W m−2 (similar

to observations from Serreze et al., 2007). We find that these parameter choices for

Fatm results in a change in sea ice thickness due to top melt that is consistent with the

observed average top melt in the region over the past several decades (see Discussion

for details).

The ocean driven heat flux to the sea ice is closely related to the mixed-layer

temperature anomaly from freezing (Maykut & McPhee, 1995). We therefore use

the observed mixed-layer temperature anomaly from freezing (δTobs) to prescribe the

ocean heat flux to the bottom of the sea ice as

Focean = kδTobs (4.2)

k = ρwcpchu∗, (4.3)

where ρw is the density of water, cp is the uniform heat of fusion, ch is a non-

dimensional heat transfer coefficient, and u∗ is the friction velocity. The parameters

are set following Maykut & McPhee (1995): ρw = 1026 kg m−3, cp = 3980 J kg−1,

and ch = 0.006. We set u∗ = 0.005 m s−1, similar to a number of observations in

the Canada Basin using AIDJEX and ITP data (Maykut & McPhee, 1995; Gallaher
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et al., 2016; Cole et al., 2017).

The total estimated heat flux onto both interfaces of the sea ice in this idealized

framework is then given by:

Fest = Fatm + kδTobs. (4.4)

4.3.2 Salt Budget

Applying the above heat fluxes to a simple model of sea ice the melt season,

we derive the evolution of sea ice thickness, freshwater flux from sea ice melt, and the

resulting mixed-layer salinity evolution in this idealized scenario.

First, we use the observed mixed-layer temperature anomaly from freezing

(δTobs) to estimate the evolution of the sea ice thickness (hest) as

ρiL
dhest
dt

= −(Fatm + kδTobs), (4.5)

where L = 3.3 · 105 J kg−1 is the latent heat of fusion of sea ice and ρi = 900 kg m−3

is the density of sea ice.

Second, we use the observed sea ice concentration (Aobs) and the observed

mixed-layer temperature anomaly from freezing (δTobs) to estimate the evolution of

the freshwater flux from sea ice melt in response to the applied heat fluxes alone (i.e.

contributions from lateral melt are neglected) as φ = σAobsdhest/dt, or similarly

φ = −σAobs
ρiL

(Fatm + kδTobs), (4.6)

where σ = 20 psu is the difference between the salinity in the mixed layer and the

salinity of the sea ice. Note that this is smaller than the typical value used in idealized

studies of approximately 30 psu (Goosse & Zunz, 2014; Petty et al., 2013; Martinson,
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Figure 4.4: Observed (green) and estimated (black) seasonal mixed-layer freshening (F, eq. 4.9) in
(a) 1975, (b) 2006, and (c) 2007. Thick lines indicate the 10-day mean, and the shading indicates
the standard error.

1990) because the mixed-layer salinity drops as low as 25 psu in 2007 (Figure 1). We

did not find that our subsequent analysis was sensitive to this parameter choice (not

shown).

Finally, we use the observed mixed-layer depth (Dobs), the observed sea ice

concentration (Aobs), and the observed mixed-layer temperature anomaly (δTobs) to

estimate the mixed-layer salinity (Sest) evolution as DobsdSest/dt = φ, or similarly

Dobs
dSest
dt

=
σAobs
ρiL

(Fatm + kδTobs). (4.7)

4.4 Results

4.4.1 Validation

As a starting point, we examine the extent to which this idealized, one-

dimensional framework can explain differences in seasonal mixed-layer freshening

between 1975, 2006, and 2007. We use the observed sea ice concentration (Aobs),

the observed mixed layer depth (Dobs), and the observed mixed-layer temperature

anomaly from freezing (δTobs) shown in Figure 4.2 to estimate the mixed-layer salin-

ity evolution during the melt season by integrating equation 4.7. That is, for each
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year we compute

Sest(t) = − σ

ρiL

∫ t

t0

Aobs
Dobs

(Fatm + kδTobs) · dt+ S0, (4.8)

where we have defined the melt season as the period of time during which Fest > 0,

t0 is the beginning of the melt season, and S0 is the observed mixed-layer salinity at

the start of the melt season in each year.

Next, we compute the observed and estimated seasonal mixed-layer freshening

(F), which we define as the mixed-layer salinity anomaly relative to the melt-season

average, offset by a constant. That is, for each year we compute:

Fobs(t) = Sobs(t)− 〈Sobs〉+ Sest(t0) (4.9)

Fest(t) = Sest(t)− 〈Sest〉+ Sest(t0), (4.10)

where the brackets represent the temporal mean during the melt season and Sobs is

the observed mixed-layer salinity.

Figure 4.4 shows the observed and estimated seasonal mixed-layer freshening

in 1975, 2006, and 2007. The estimated mixed-layer freshening, indicates gradual

changes due to sea ice melt throughout the melt season. The observations, by con-

trast, are significantly noisier and even indicate that the mixed layer initially becomes

saltier, likely due to entrainment, before freshening later in the melt season.

Despite the limited physics that is included in the idealized framework, we

find that the estimate predicts a level of mixed-layer freshening by the end of the

melt season that is similar to the observed freshening. In particular, we find that

both the model estimate and the observations indicate approximately twice as much

freshening in 2006 compared to 1975 and three to four times more freshening in 2007

compared to 1975 (Table 1).
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Figure 4.5: The estimated change in heat flux towards (a) the top of the sea ice (Fatm, eq. 4.1) and
the bottom of the sea ice (Focean, eq. 4.2), and (b) their sum (Fest, eq. 4.4) is show during 1975
(blue), 2006 (yellow), and 2007 (red). The estimated heat flux to the top of the sea ice (black) is the
same for each year, and is shown in each panel for reference. Thick lines indicate the 10-day mean,
and the shading indicates the standard error.

To quantify the level of agreement between the estimate and observations, we

examine the ratio of the maximum freshening in the models to the observations. That

is, for each year, we compute:

R =
max(Fobs)−min(Fobs)

max(Fest)−min(Fest)
. (4.11)

We find that the models and observations are in agreement within one standard

error (Table 2). This suggests that our framework may include essential processes

necessary to capture year-to-year variations in the seasonal mixed-layer freshening.

Motivated by this, in the following subsections we break down this estimate into the

components introduced in Section 3 to better understand what processes are driving

the differences in the seasonal mixed-layer freshening between 1975, 2006, and 2007.

4.4.2 Heat Flux

Figure 4.5 shows the prescribed atmospheric heat flux to the top of the sea

ice (Fatm, eq. 4.1), the estimated oceanic heat flux to the bottom of the sea ice
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Figure 4.6: The estimated change in sea ice thickness due to (a) top melt (htop, eq. 4.12), (b)
bottom melt (hbot, eq. 4.12), and (c) their sum (hest, eq. 4.5) is shown during 1975 (blue), 2006
(yellow), and 2007 (red). The estimated sea ice thickness change due to top melt (black) is the same
for each year, and is shown in each panel for reference. Thick lines indicate the 10-day mean, and
the shading indicates the standard error.

(Focean, eq. 4.2), and their sum (Fest, eq. 4.4) for 1975, 2006, and 2007. The

atmospheric heat flux is the same for each case, while the oceanic heat flux varies

in each year, directly reflecting variations in the observed mixed-layer temperature

anomaly relative to freezing (δTobs, Figure 4.2b). The estimated total heat flux to

the sea ice therefore also only differs in each year due to variations in the observed

mixed-layer temperature relative to freezing.

We compare relative contributions of the atmospheric and ocean heat fluxes

in each year (black vs colored lines, Figure 4.5a). In each case, the atmospheric heat

flux has the largest influence on the total heat flux in spring, while the oceanic heat

flux increases with time, reaching maximum values during the summer. In 1975,

the atmospheric heat flux has the largest impact until August. By contrast, the

atmospheric heat flux only has the largest impact until June in 2007 and until July

in 2006, as a result of warmer mixed-layer temperatures.

Figure 4.5b shows the estimated influence of differences in the observed mixed-

layer temperature anomaly from freezing on the total heat flux to the sea ice. Quan-

titatively, we find that the estimated total heat flux to the sea ice integrated over the

melt season in 2007 is approximately 55% larger than in 1975, and 2006 is 17% larger

than in 1975 (Table 1).
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4.4.3 Sea Ice Thickness

We estimate the influence of oceanic heat flux on the sea ice thickness evo-

lution during the melt season by integrating equation 4.5 and examining each term

separately. That is, we examine the sea ice thickness changes due to top melt (htop),

the sea ice thickness changes due to bottom melt (hbot), and their sum (hest), where

changes in sea ice thickness due to top and bottom melt are defined as:

htop(t) = −
∫ t

t0

Fatm
ρiL

dt, (4.12)

hbot(t) = −
∫ t

t0

kδTobs
ρiL

dt. (4.13)

Figure 4.6 shows htop, hbot, and hest for 1975, 2006, and 2007. The term htop (black

lines) is directly related to the atmospheric heat flux, and is therefore the same

every year; hbot varies each year, reflecting differences in the observed mixed-layer

temperature anomaly from freezing (δTobs, Fig. 4.2b); hest therefore also differs in

each year due to differences in the observed mixed-layer temperature anomaly from

freezing (Figure 4.6c), similar to the estimated total heat flux to the sea ice (Figure

4.5b).

We compare relative contributions of the atmospheric and ocean heat fluxes to

sea ice thickness evolution in each year (black vs colored lines, Figure 4.5b). We find

that the sea ice melts mostly from the surface throughout most of the melt season

in 1975 and 2006. In 2007, by contrast, the sea ice melts from the surface and the

bottom at a similar rates in the spring, but melts mostly from the bottom in the

summer.

Figure 4.6c shows the estimated influence of differences in the observed mixed-

layer temperature anomaly from freezing on the total change in the sea ice thickness.

Quantitatively, these estimates suggest that the sea ice thickness decreases 55% more

73



Figure 4.7: The estimated change in freshwater content from sea ice melt during the melt season
due to (a) top melt (φtop, eq. 4.14), (b) bottom melt (φbot, eq. 4.14), and (c) their sum (φest, eq.
4.6) during 1975 (blue), 2006 (yellow), and 2007 (red). Thick lines indicate the 10-day mean, and
the shading indicates the standard error. Note that the y-axis is reversed here.

during the course of the melt season in 2007 compared to 1975 and 17% more in

2006 compared to 1975 (Figure 4.6c, Table 1), consistent with estimated year-to-year

changes in heat flux to the sea ice integrated over the melt season (Figure 4.5c, Table

1).

4.4.4 Freshwater content from ice melt

Increased heat flux to the sea ice does not necessarily result in increased fresh-

water input from sea ice melt. Instead, our idealized framework suggests that there

are two competing factors that can modulate the amount of freshwater content from

sea ice melt (φest, eq. 4.6). These are related to the difference between the observed

mixed-layer temperature and freezing (δTobs, Fig. 4.2b) and the observed sea ice

concentration (Aobs, Fig. 4.2a). Under less sea ice cover, (1) surface temperatures

are warmer and cause more sea ice bottom melt. By contrast (2) lower sea ice cover

causes less sea ice melt by limiting the amount of sea ice that is available to melt.

We examine how these factors play out in 1975, 2006, and 2007, estimating

the change in freshwater content due to sea ice melt by integrating equation 4.6 and

examining each term separately. That is, we estimate the change in freshwater content

due to sea ice bottom melt (φbot), due to sea ice top melt (φtop), and their sum (φest):
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φtop(t) = −
∫ t

t0

AobsFatm
ρiL

dt (4.14)

φbot(t) = −
∫ t

t0

AobskδTobs
ρiL

dt. (4.15)

Figure 4.7a shows the estimated freshwater content change due to top melt (φtop)

for 1975, 2006, and 2007. The term φtop is only a function of the observed sea ice

concentration (Aobs). Therefore, less sea ice cover in 2006 and 2007 compared to 1975

(Fig. 4.2a) implies that the contribution from φtop is also lower in 2006 and 2007

compared to 1975.

Figure 4.7b shows the estimated freshwater content change due to bottom melt

(φbot) for 1975, 2006, and 2007. Here φbot is a function of both the observed sea ice

concentration (Aobs) and the observed mixed-layer temperature anomaly relative to

freezing (δTobs). While Aobs is smaller in 2006 and 2007 than in 1975 (Fig. 5.2a),

δTobs is larger (Fig. 4.2c). Figure 4.7b shows that φbot is larger in 2006 and 2007 than

in 1975, indicating that the ocean heat flux to the sea ice has increased enough to

cause the freshwater flux due to sea ice melt to increase, even though there is less sea

ice available to melt in more recent years.

To summarize, we find that lower sea ice cover and higher surface temperatures

in recent years correspond to less freshwater input from sea ice surface melt and more

freshwater input from sea ice bottom melt (Fig. 4.7a-b). As a result, the total change

in freshwater content is 25% larger during the melt season in 2007 compared to 1975

and 8% larger in 2006 compared to 1975 (Fig. 4.7c). This is approximately half as

much as the change in sea ice thickness melt and heat flux during the same years

(Table 1).
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Figure 4.8: The estimated change in mixed layer salinity during the melt season due to (a) top
melt (Stop, eq. 4.16), (b) bottom melt (Sbot, eq. 4.16), and (c) their sum (Sest, eq. 4.7) during
1975 (blue), 2006 (yellow), and 2007 (red). Thick lines indicate the 10-day mean, and the shading
indicates the standard error.

4.4.5 Mixed-Layer Salinity

Modest changes in the freshwater input from sea ice melt do not necessarily

imply modest changes in the mixed-layer salinity. Instead, our idealized framework

suggests that there are three factors influencing mixed-layer salinity evolution (Sest,

eq. 4.7), which are related to the observed mixed-layer temperature anomaly from

freezing (δTobs, Fig. 4.2b), the observed sea ice concentration (Aobs, Fig. 4.2a), the

observed mixed-layer depth (Dobs, Fig. 4.2d). Under lower sea ice cover, (1) surface

temperatures are warmer and cause more freshening through sea ice bottom melt,

(2) lower sea ice cover causes less freshening by limiting the amount of sea ice that

is available to melt, and (3) shallower Dobs causes more freshening by concentrating

the freshwater within a smaller volume.

We examine how these three factors play out by estimating the seasonal mixed-

layer freshening in 1975, 2006, and 2007 by integrating equation 4.7 and examining

each term separately. That is, we examine the mixed-layer salinity changes due to

top melt (Stop), mixed-layer salinity changes due to bottom melt (Sbot), and their sum
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(Sest):

Stop(t) = − σ

ρiL

∫ t

t0

AobsFatm
Dobs

dt+ S0 (4.16)

Sbot(t) = − σ

ρiL

∫ t

t0

AobskδTobs
Dobs

dt+ S0. (4.17)

Figure 4.8a shows the mixed-layer freshening due to sea ice top melt (Stop) in

1975, 2006, and 2007. Stop is a function of the observed sea ice concentration (Aobs)

and the observed mixed-layer depth (Dobs). We find that the influence of the shallower

mixed layers is somewhat larger than the influence of lower sea ice concentration,

causing seasonal mixed-layer freshening due to top melt to increase moderately with

time. Note that this is in contrast to changes in the freshwater content due to top

melt, which decreased with time (Figure 4.7a).

Figure 4.8b shows the mixed-layer freshening due to sea ice bottom melt (Sbot)

in 1975, 2006, and 2007. Sbot is a function of the observed mixed-layer temperature

anomaly from freezing (δTobs) in addition to the observed mixed-layer depth (Dobs)

and sea ice concentration (Aobs). Variations in δTobs, which do not influence Stop,

cause Sbot to increase from one year to the next significantly more than Stop (compare

Figure 4.8a to Figure 4.8b).

Compared to freshwater content from sea ice melt, mixed-layer freshening

varies from one year to the next significantly more than sea ice melt (compare Fig.

4.8c and 4.7c). Quantitatively, our estimate suggests that the mixed layer undergoes

approximately 3 times more freshening in 2007 and two times more freshening in 2006

compared to 1975 (Table 1), similar to the observations (Figure 4.4). This is several

times larger than the change in the freshwater content from sea ice melt between

1975, 2006, and 2007 (Table 1). This suggests that mixed-layer shoaling, rather than

increased freshwater input from sea ice melt, drives changes to seasonal mixed-layer
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Figure 4.9: 10-day mean salinity profile during the melt season in (a) 1975, (b) 2006, and (c) 2007.
Thick colored lines indicate first profile of the melt season, and thick black lines indicate the last
profile of the melt season (see Section 5a for details).

freshening.

4.5 Discussion

4.5.1 Observed Salinity Profiles

The framework presented here describes a simplified scenario in which all the

freshwater input from sea ice melt is stored locally within the mixed layer (i.e. the

contribution from horizontal and vertical advection is neglected). Here, we aim to

qualitatively assess this possibility by examining the observed evolution of the salinity

profiles during the melt season in 1975, 2006, and 2007. A more quantitative analysis

of the mixed layer dynamics and the influence of sea ice bottom melt is carried out

in a companion paper (Rosenblum et al., in prep).

Here, we linearly interpolate each observed profile onto a 1 m resolution grid

that runs from the surface to a depth of 70 meters. The shallowest recorded depths

vary depending on the profiles. For illustrative purposes, values shallower than the

mixed-layer depth are assigned a salinity that is equivalent to the mixed-layer salinity

(See Section 2 for details). Figure 4.9 shows the 10-day average profiles computed
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during the melt season in 1975, 2006, and 2007, with the first profile shown as a thick

colored line and last profile shown in a thick black line.

In general, Figure 4.9 indicates that freshening mainly occurs within the sum-

mer mixed layer, while the remnant winter mixed layer appears to become progres-

sively saltier, and the values deeper than the winter mixed layer remain fairly con-

stant. This is consistent with the more comprehensive analysis presented by Toole

et al. (2010), who found that mixed-layer freshening creates a strongly stratified sea-

sonal halocline that inhibits mixed-layer deepening and therefore limits the influence

of entrainment of the underlying water during the melt season. It is also consistent

with Peralta-Ferriz & Woodgate (2015a), who found that approximately 70% of the

freshwater change over the past 30 years occurred above the winter mixed-layer depth.

Together this suggests that our idealized framework, despite its simplicity, may be

capturing leading order processes controlling seasonal mixed-layer freshening.

4.5.2 Comparisons with other studies

The results using this idealized framework are consistent with a number of

previous observational studies. First, similar to Maykut & McPhee (1995), we esti-

mate an ocean heat flux to the sea ice of approximately 10-20 W m−2 in 1975. Both

estimates use AIDJEX data, but our estimate assumes that u∗ is a constant. Sec-

ond we find that our estimated changes in sea ice thickness due to bottom melt are

roughly consistent with observations from Ice Mass Balance Buoys (IMBs) during the

same time period in this region. Perovich & Richter-Menge (2015) reported 34 cm of

bottom melt in 1975 compared to our estimate of 42 cm. Timmermans (2015) report

approximately 60 cm and 80 cm of bottom melt in 2006 and 2007, respectively (their

Figure 2). This is similar to our estimate of 58 cm and 96 cm in 2006 and 2007,

respectively. We note that our values for ocean heat flux and sea ice bottom melt
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are significantly smaller than those reported by Toole et al. (2010), using data in a

similar region in 2007. However, Timmermans (2015) showed that these values are

anomalously large compared to other observations in that region. Third, we estimate

a sea ice thickness change due to top melt of 60 cm, which is consistent with the

observed 1959-2014 average in the region of 57 ± 19 cm. (Perovich & Richter-Menge,

2015).

Our results are also consistent with one previous study that used a regional ice-

ocean model to examine the heat and salt budget during the summer in the Pacific

sector of the Arctic during 2000-2007 (Steele et al., 2010). They showed that top

melt tends to have the largest influence on sea ice melt early in the melt season, while

bottom melt tends to have the largest influence toward the end of the melt season,

similar to our results (Figures 4.5b,4.6b). Further, they found that 2007 differs from

previous years because of early sea ice retreat, which causes enhanced bottom melt.

Yet, similar to our results (Figure 4.7c), they find that this has only a modest effect

of the freshwater flux from sea ice melt in the region. Similarly, Yamamoto-Kawai

et al. (2009) found the freshwater content from sea ice melt over the top 50 meters

in the Canada Basin to remain relatively constant (i.e. no discernible trend in time)

between 1987 and 2003-2007.

In terms of mixed-layer evolution, our analysis is consistent with previous

studies that used observations from the Canada Basin that spanned several decades

(Peralta-Ferriz & Woodgate, 2015a; Yamamoto-Kawai et al., 2009), a one-dimensional

model using AIDJEX data (Lemke & Manley, 1984), and a one-dimensional model

using ITP data (Toole et al., 2010). That is, we find that (1) the mixed-layer salinity

evolution during the melt season can be roughly explained by sea melt alone (Peralta-

Ferriz & Woodgate, 2015a; Lemke & Manley, 1984; Toole et al., 2010) and (2) the

mixed-layer depth is very sensitive to small changes in the buoyancy flux (Peralta-
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Figure 4.10: 1975 (blue), 2006 (yellow), 2007 (red), and 2004-2012 (magenta) estimated heat flux,
estimated sea ice thickness, estimated freshwater content, and estimated seasonal mixed-layer fresh-
ening as well as the observed 2004-2012 mixed-layer freshening (black). Solid lines indicate the
mean, and shading indicates one standard error.

Ferriz & Woodgate, 2015a; Yamamoto-Kawai et al., 2009).

4.5.3 Sensitivity to Methods

The aim of Chapter 4 is to better understand fundamental processes controlling

decadal changes to the surface mixed layer in the Canada Basin. However, we have

focused on 3 years of data, and it is difficult to discern the extent to which these

years are representative of typical processes controlling mixed-layer freshening in this

region over the past few decades. Further, our results rely on the observed sea ice
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concentration and mixed-layer depth, which depend on our method for computing

these quantities. In the Supplementary Material, we examine the sensitivity of our

results to these choices by repeating the analysis using different observations and by

using different methods to estimate the observed sea ice concentration and mixed-

layer depth.

First, we repeat our analysis in using the basin average sea ice concentration

(defined as the area bounded between 72N, 81N, 130W, and 155W) in 1975, 2006, and

2007 (Figures C.4,C.5). A comparison of the resulting sea ice concentration evolution

from the different methods is shown in Figure C.6. Second, we repeat our analysis

by defining the mixed-layer depth as the shallowest depth at which the mixed-layer

density exceeds 0.1 kg m−3 from the surface, following Toole et al. (2010) (Figure

C.7,C.8). Third, we repeat our analysis using years 2008, 2011, and the entire ITP

dataset which spans 2004-2012 (Figures 4.10, C.9,C.10).

In each case, our main results hold. That is, compared to 1975, more recent

years have: (1) a mixed layer that freshens 2-4 times more during the melt season

than in 1975, (2) higher mixed-layer temperatures that raise the estimated heat flux

toward the sea ice, (3) a similar amount of estimated freshwater flux from sea ice

melt. Together, these results suggest that shallower mixed-layer depths could explain

why recent years undergo more mixed-layer freshening than 1975 did.

The extent to which the estimated mixed-layer freshening is consistent with

the observed mixed-layer freshening is somewhat more sensitive to the methods. We

find that the estimate is consistent with the observations in 1975 and 2006, regardless

of the method used to compute the mixed-layer depth and the sea ice concentration.

However, the 2007 estimate is less consistent with the observations in each case. This

is likely because there is more freshwater trapped at the surface in 2007 and because

the basin average sea ice concentration varies more significantly during the melt season
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in 2007 compared to the other years (Figure C.6). The estimate is consistent with

the observations in 2008 and the 2004-2012 average, but not in 2011 (Figure 4.10,

Figure C.9-C.10). This is likely due to the large spatial variability exhibited in the

ITP dataset for each of the years (Figure C.11-C.15), implying that the consistency

between the observed and estimated freshening can depend significantly on the the

location of the ITPs during the melt season.

4.5.4 Additional points

This analysis has several potential limitations. First, we have neglected impor-

tant factors that contribute to the freshwater input in this region, including horizontal

advection of freshwater and freshwater input from river runoff, which are likely to in-

fluence seasonal mixed-layer salinity evolution (Peralta-Ferriz & Woodgate, 2015a),

particularly in 2007 (Yamamoto-Kawai et al., 2009; Proshutinsky et al., 2009). Sec-

ond, the ITP instrument system is likely to have mixed-layer depths that are biased

too deep in the summer (Toole et al., 2010) and may incorrectly indicate that mixed-

layer shoaling occurs as much as two weeks later than in reality (Gallaher et al., 2017).

Hence, these factors could potentially lead us to underestimate the influence of mixed-

layer dynamics on mixed-layer freshening. Third, this idealized representation of the

mixed-layer salinity evolution does not include entrainment, which appears to be an

important component controlling mixed-layer salinity evolution toward the beginning

of the melt season (Fig. 5.2, 4.4). Fourth, the friction velocity (u∗) was set to a

constant throughout the analysis, though it is possible that this factor may decrease

with time as a result of changing sea ice conditions or that it varies significantly in

both space and time (Cole et al., 2017).
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4.6 Summary

Over the past few decades, the Arctic sea ice cover has receded dramatically

in the Canada Basin. This reduction in sea ice has coincided with a significant

trend toward warmer, fresher, and shallower mixed layers (Peralta-Ferriz & Woodgate,

2015a) (e.g., Fig. 4.2). Here, we have presented an idealized model that allows us

to examine the relative contributions of warmer mixed layers (which increase sea ice

bottom melt), lower sea ice cover (which limits the amount of available to melt), and

shallower mixed layers (which concentrate freshwater input over a smaller volume)

on mixed-layer freshening during the melt season in 1975, 2006, and 2007.

We find that our idealized framework provides an estimate of the seasonal

mixed-layer freshening that is roughly consistent with the observations (Fig. 4.4,

Table 2). Our estimate suggests that while ocean-driven heat flux to the sea ice

has increased significantly in 2006 and 2007 compared to 1975 (Fig. 4.5, Table1), the

amount of ice available to melt has also decreased significantly (Fig 4.2a). As a result,

we find only very modest changes in the freshwater flux due to sea ice melt (Fig. 4.7c).

By contrast, we estimate that the mixed layer freshens 3 times as much in 2007 as in

1975 and twice as much in 2006 as in 1975, similar to the observations (Fig. 4.8, Table

1). We suggest that this is mainly due to the shallower mixed layers (Fig. 4.2d), which

coincide with a more strongly stratified upper ocean (Fig. 4.9). That is, we suggest

that changes to the upper-ocean structure cause similar levels of freshwater input

from sea ice melt to be concentrated over a much smaller volume, which ultimately

drives enhanced seasonal mixed layer freshening. We arrive at similar results when

comparing 1975 to the 2004-2012 average (Figure 4.10). This suggest that, while

observational limitations make it difficult to draw significant conclusions regarding

decadal changes to the seasonal processes, changes the upper-ocean structure may be

driving changes to seasonal mixed-layer freshening in the Canada Basin.
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4.A Method for data selection

For each 10-day interval during each of the 5 years (1975, 2006-2008, and 2011),

we investigate the number of observations, the average distance between points, and

the average drift, which we define as the change in the mean location in January 1

as a function of time (Figure C.2). Focusing on the ITP dataset, both the number

of observations and the average distance between observations can vary substantially

throughout the year, particularly during the melt season, when new ITPs are deployed

and older ITPs are lost as a result of melting ice floes. The average and standard

deviation during May-September are shown in Table S1.

First, we find that while each of the four years have a similar number of

observations, the average distance between observations is approximately twice as

large in 2008 compared with 2006-2007. Second, we find that the ITPs in 2011 drift

approximately twice as much as in 2006-2007, as a result of an increase in the number

of instruments toward the end of the melt season. Third, we find that reducing the

ITP dataset to only ITPs that sample throughout the melt season would roughly

halve the amount of data available in 2008 and 2011, would eliminate 2007 from the

analysis because it would no longer have continuous data throughout the melt season,

would cause the amount of drift to increase in 2006 and 2008, and would still result

in significantly larger distances between observations in 2008 compared to 2006. We

therefore focus our analysis on all the available ITP observations in 2006 and 2007 in

the main text.

4.B Standard Error

We found a that the mixed layer and sea ice evolution exhibited a decorrelation

scale of 2. Based on this, for each 10-day bin, we computed the effective degrees of
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freedom as the number of measurements divided by twice the number of instruments.

The standard error for the observed sea ice concentration and mixed layer salinity,

depth, and temperature anomaly from freezing for each 10-day interval was given by

the standard deviation divided by the square root of the effective degrees of freedom

for that bin. Standard errors for the model estimates are then computed by error

propagation of the observed variables.
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Chapter 5

Factors controlling seasonal

halocline stratification in the

Canada Basin during 1975, 2006,

and 2007

5.1 Introduction

Upper ocean heat storage in the Canada Basin has undergone dramatic changes

over the past few decades as a result of the reduced sea ice cover. In particular, the

heat stored in the Near-Surface Temperature Maximum (NSTM) layer has increased,

as has the strength of the seasonal halocline stratification (Jackson et al., 2010, 2011;

Steele et al., 2011; Carmack et al., 2015; Gallaher et al., 2017, 2016). The increase

in seasonal halocline stratification inhibits mixed-layer deepening (Peralta-Ferriz &

Woodgate, 2015a; Toole et al., 2010) and has been suggested to, in part, explain why

the NSTM has been able to survive into the fall and winter in recent years (Jackson
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et al., 2010, 2011; Steele et al., 2011; Carmack et al., 2015; Gallaher et al., 2017,

2016). Surface freshening trends, primarily driven by sea ice melt, are expected to

be the main component driving the increase in stratification (Jackson et al., 2010,

2011; Steele et al., 2011; Carmack et al., 2015; Peralta-Ferriz & Woodgate, 2015a;

Yamamoto-Kawai et al., 2009).

However, the kinetic energy input from the wind is also expected to have a

significant influence on mixed-layer evolution and seasonal halocline formation (Kraus

& Turner, 1967; Lemke & Manley, 1984; Peralta-Ferriz & Woodgate, 2015a). In sea

ice-covered oceans, the wind imparts momentum to the sea ice, which in turn can

mix the underlying ocean through keel stirring. How the effectiveness of keel-stirring

changes under different sea ice conditions is not well-understood due to observational

limitations. However previous modeling and observational studies suggest that the

momentum transfer to the underlying ocean may decrease in areas that are transi-

tioning from multi-year sea ice cover to first-year sea ice cover, as in the Canada Basin

(Martin et al., 2016; McPhee, 2012; Cole et al., 2017). In particular, sea ice roughness

is expected to decrease in first-year ice as a result of less ridging, that can develop

over the course of multiple winters (Martin et al., 2016; McPhee, 2012). Further, in-

creased underlying stratification can decrease turbulent length scales, allowing sea ice

motion to cause less momentum exchange with the ocean (McPhee, 2012). Based on

these ideas, McPhee (2012) predicts that a transition from multi-year ice to first-year

ice can cause the sea ice to exert approximately half as much drag on the underlying

ocean. Somewhat consistent with this prediction, a recent study examining momen-

tum transfer in the Canada Basin in 2014 observed frictional velocities that were

approximately half the magnitude of those observed in 1975 (Cole et al., 2017).

Here, we examine the relative influence of the freshwater flux and kinetic

energy input on mixed-layer evolution and seasonal halocline formation in the Canada
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Basin during 1975, 2006, and 2007. In 1975, the heat stored in the NSTM was small

and quickly eroded following its formation (Maykut & McPhee, 1995). The NSTM

was first observed to survive for an entire year following the summer of 2007 (Jackson

et al., 2010; Toole et al., 2010; Steele et al., 2011; Carmack et al., 2015). This stored

heat caused an estimated 25% decrease in sea ice thickness in the following winter

from entrainment of the NSTM due to brine rejection (Jackson et al., 2010; Steele

et al., 2011; Timmermans, 2015). Here, we aim to examine what factors cause the

difference in seasonal halocline stratification that resulted in this change in NSTM

heat storage.

The methods are presented in Section 5.2, and observations of the mixed layer

and seasonal pycnocline in 1975, 2006, and 2007 are presented in Section 5.3. In

Section 5.4, we quantify the strength of the seasonal halocline during each of the

three years by estimating the change potential energy required to erode the seasonal

halocline (∆PE). Additionally, we examine the extent to which variations in the

∆PE are due to differences in the mixed-layer evolution alone. In Section 5.5 we

present a simplified framework for examining the relative influence of freshwater flux

and kinetic energy input on the mixed layer evolution and seasonal halocline formation

during the melt season. We test this framework against the observations in Section

5.6. In Section 5.7, we use the framework to examine the possibility that either

changes in the kinetic energy or changes in the freshwater flux alone could explain

differences in the mixed-layer and ∆PE evolution in 1975, 2006, and 2007. These

results are discussed in Section 5.8 and summarized in Section 5.9.

5.2 Methods

We examine ocean mixed-layer and sea ice observations from 1975, 2006, and

2007, using data from the Ice-Tethered Profiler (ITP) instrument system (Krishfield
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Figure 5.1: Location of ocean observations during (a) 1975, (b) 2006, and (c) 2007 in the Canada
Basin. The average summer (July-September) sea ice concentration for each year is also shown.
Note that the 1979 sea ice concentration is shown instead of 1975, due to data restrictions (see
Section 2 for details).

et al., 2008), the AIDJEX program (Lemke & Manley, 1984), and the daily sea

ice concentration from the National Snow and Ice Data Center Sea Ice Index from

the satellite passive microwave measurements (Fetterer et al., 2002). Details on the

observations, methods, and data choices are outlined in Chapter 4, some of which are

repeated here for completeness. Satellite passive microwave measurements are only

available starting in 1979. We, therefore, use an estimate of the sea ice concentration

from the AIDJEX ice camps (Maykut & McPhee, 1995).

We examine all available level 3 processed ITP data in 2006 and 2007 from the

Canada Basin, which we define as the region bounded by 72N, 84N, 130W, and 155W,

following Peralta-Ferriz & Woodgate (2015a) and all available AIDJEX ocean data

from April 1975 through April 1976 (since the focus of the analysis will be on the melt

season, we will refer to observations from this time period as data from 1975). The

mixed-layer depth in each profile is determined by the depth at which the the density

change from the surface exceeds 0.1 kg/m3, following Peralta-Ferriz & Woodgate

(2015a). Each salinity profile is interpolated onto a 1-meter grid. Additionally,

because the profiles begin at different depths, all values shallower than the mixed-

layer depth are given a value equivalent to the computed mixed-layer salinity and
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Figure 5.2: Seasonal evolution of the (a) sea ice concentration, (b) mixed layer temperature anomaly
from freezing, (c) mixed layer salinity, and (d) mixed layer depth in 1975 (blue), 2006 (yellow), and
2007 (red). Thick lines indicate the 10-day mean and the shading indicates the standard error.

mixed-layer temperature. Figure 5.1 shows the location of the 1261 profiles in 1975,

the 2613 profiles in 2006, and the 1746 profiles in 2007, following data processing.

5.3 Observations

In the Canada Basin, observations indicate that surface forcing is the primary

driver of the ocean mixed-layer evolution (Peralta-Ferriz & Woodgate, 2015b; Lemke

& Manley, 1984; Toole et al., 2010). During the fall and winter, the mixed layer cools,

and brine rejection from sea ice formation increases upper-ocean salt content, causing

convection and mixed-layer deepening. Conversely, spring and summer sea ice melt

allows solar heating to raise the mixed-layer temperature and adds fresh water to the

upper ocean, causing the mixed layer to shoal.
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Figure 5.3: Observed 10-day mean salinity and temperature profiles for (a,d) June, (b,e) July, and
(c,f) August during 1975 (blue), 2006 (yellow), and 2007 (red).

Consistent with this description, we find a clear seasonal cycle in sea ice con-

centration, mixed-layer temperature anomaly from freezing (where the freezing point

is a function of the mixed-layer salinity), mixed layer salinity, and mixed layer depth

during 1975, 2006, and 2007 (Figure 5.2). Low sea ice concentrations during the

spring and summer months correspond to warmer, fresher, and shallower mixed lay-

ers, while high sea ice concentrations during the fall and winter correspond to cooler,

saltier and deeper mixed layers. The differences between the three years in Figure

5.2b-d also reveal anecdotal evidence of the decadal trends toward warmer, fresher,

and shallower mixed layers reported by Peralta-Ferriz & Woodgate (2015b).

As the mixed layer shoals and freshens, the seasonal halocline and the NSTM

are formed (i.e., the structure below the mixed layer that is shallower than the winter

mixed layer depth). To examine how differences in the mixed-layer evolution are

reflected in the seasonal halocline and the NSTM, we examine the 10-day averaged

salinity and temperature profiles during the summer months in 1975, 2006, and 2007
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Figure 5.4: Observed change in potential energy to deepen the mixed layer to 25 meters (∆PE)
and associated haloclines in 1975 (blue), 2006 (yellow), and 2007 (red). Thick black lines indicate
the first and last profile of each season, as defined in the top panel, corresponding to black astrisk
marks. A horizontal black line is also indicated at the 25 meter mark, to illustrate the depth range
over which the ∆PE is computed.

(Figure 5.3). We find that the NSTM is warmer and the seasonal halocline is more

stratified in 2006 and 2007. This is consistent with previous observational studies

that found longer-term trends toward a warmer NSTM and a more stratified seasonal

halocline (Jackson et al., 2010, 2011; Peralta-Ferriz & Woodgate, 2015b).

5.4 Influence of Seasonal Halocline Stratification

We estimate the extent to which the seasonal halocline stratification inhibits

mixed-layer deepening and hence NSTM erosion during the year by computing the

93



change in potential energy that would occur if the mixed layer convectively deepened

to 25 meters. That is, we compute

∆PE =

∫
25m

(∆ρ(z))gz · dz, (5.1)

where ∆ρ(z) is the observed potential density profile referenced to the surface, sub-

tracted from the potential density profile that would occur if the mixed layer convected

to 25 meters. We choose to compute ∆PE over the top 25 meters, because it is shal-

lower than the winter mixed-layer depth and deeper than the summer mixed-layer

depth in each of the three years (Figure 5.2). Therefore, choosing this depth allows us

to exclude the influence of increased stratification below this depth, which is unlikely

to inhibit mixed layer deepening and likely reflects decadal surface freshening rather

than seasonal processes. Any year-to-year differences in ∆PE should, therefore, re-

flect the strength of the seasonal halocline in this depth range for each of the three

years.

This convective mixed-layer deepening can occur as a result of either an in-

crease in the surface density or an increase in the kinetic energy. We expect both

factors to be important in the fall and winter, when sea ice formation adds density

to the surface through brine rejection. IN CONTRAST, during the melt season,

we expect that mixed layer deepening would mainly occur by added kinetic energy.

Therefore, during the melt season, ∆PE represents the minimum kinetic energy re-

quired to convectively deepen the mixed layer to 25m (i.e. if dissipation were neglected

and energy were conserved).

Figure 5.4 shows the 10-day averaged ∆PE and the corresponding 10-day

average seasonal halocline throughout the year during 1975, 2006, and 2007. The

mixed layer is approximately 25 meters or deeper during most of the year, causing

the ∆PE to remain small (< 1kJ/m2). The mixed layer shoals during the melt
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season, and the seasonal pycnocline is established, causing the ∆PE to increase.

Finally, roughly coinciding with the onset of freezing, the mixed layer deepens and

erodes the seasonal pycnocline, causing the ∆PE to decrease.

We arrive at the same result if we assume that the profiles are held at freezing

temperatures, implying that the seasonal pycnocline is only a function of salinity.

This implies that the density in the upper 25m is mainly controlled by variations in

salinity, and that the ∆PE is controlled by the evolution of the seasonal halocline

and are not influenced by the NSTM (Figure D.1). Based on this, we focus the rest

of our analysis on how the ∆PE evolves in response to the evolution of the seasonal

halocline.

We consider differences in the ∆PE evolution in 1975, 2006, and 2007. First,

we find that the maximum ∆PE differs substantially between the three years. The

maximum ∆PE is nearly ten times larger in 2006 compared to 1975 (6.6 vs. 0.7

kJ/m2), and the maximum ∆PE in 2007 is more than twice as large as in 2006

(15.1 vs. 6.6 kJ/m2). Second, we find that years with a larger ∆PE have a seasonal

halocline for a longer period of time (i.e., the ∆PE remains larger than 1 kJ/m2).

This is consistent with previous studies which found that the strengthened seasonal

halocline appears to strongly impede entrainment during the melt season in recent

years (Jackson et al., 2010; Toole et al., 2010). Moreover, this implies that years with

a more stratified halocline also have an NSTM that survives for a more extended

period of time, consistent with previous studies (Jackson et al., 2010; Steele et al.,

2011). These results suggest that understanding differences in the ∆PE evolution

during the melt season may help explain why, in recent years in the Canada Basin,

the NSTM can survive well into the fall and winter (Jackson et al., 2010; Steele et al.,

2011).

Lastly, we can roughly estimate the amount of energy necessary to erode the
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Figure 5.5: As in Figure 5.4, where thin black lines represent the observations and colored lines
represent the constructed halocline and associated available potential energy.

halocline to 25m during the melt season by computing the time rate of change of

the ∆PE (d(∆PE)/dt) during seasonal halocline formation (i.e., when the ∆PE

increases). We find that this value is between 10−5 and 10−4 W/m2 throughout

the melt season in 2006 and 2007, and 10−7 W/m2 in 1975. For comparison, Lemke

& Manley (1984) estimated that the kinetic energy input from the wind was on the

order of 10−7 W/m2 in 1975. This suggests that the kinetic energy input would have

had to increase by 2-3 orders of magnitude from 1975 to cause entrainment.

5.4.1 Influence of surface processes on ∆PE

The mixed layer is relatively isolated from the influence of underlying water

masses on seasonal timescales as a result of the strongly stratified permanent halocline

(Toole et al., 2010). We, therefore, expect seasonal mixed-layer evolution to be mainly

influenced by surface processes. Further, the seasonal halocline is formed when the
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mixed layer shoals, causing signatures of surface processes that occur during mixed

layer shoaling to be imprinted onto the seasonal pycnocline (Kraus & Turner, 1967;

Turner, 1967). That is, the seasonal halocline could be considered a structure made up

of remnant mixed layers that become altered by various processes. Here, we examine

the extent to which such one-dimensional processes forced by the surface alone could

explain variations in the observed seasonal halocline and the associated ∆PE. Under

such a scenario, the mixed-layer depth and mixed-layer salinity evolution would be

directly related to the structure of the seasonal halocline. We, therefore, construct a

seasonal halocline made entirely of remnant mixed layers and compare the resulting

∆PE to the observations.

Figures D.2-D.4 illustrate how this idealized one-dimensional pycnocline is

constructed using the observed mixed-layer depth and mixed-layer salinity in 1975,

2006, and 2007. The first observations at the beginning of the year (blue dots) provide

our initial conditions, characterized by a well-mixed layer with a depth and salinity

that are consistent with the observations from that period (black line, Figures D.2-

D.4c). Each subsequent observation of mixed-layer salinity and mixed-layer depth is

then used to evolve the seasonal pycnocline by setting the properties of the next mixed

layer at a fixed increment in time. If the mixed layer is shallower than the previous

mixed layer, the mixed-layer properties that are deeper than the new mixed layer are

preserved below the new mixed layer and become part of the seasonal pycnocline.

If the mixed layer is deeper than the previous mixed layer than the memory of the

previous mixed layers is effectively erased down to the new mixed-layer depth. This

process continues until we have constructed a seasonal pycnocline that corresponds

to the observations of each 10-day averaged mixed layer during the year.

The resulting 10-day mean, constructed, seasonal haloclines for 1975, 2006,

and 2007 are shown in Figure 5.5. Using these constructed one-dimensional seasonal
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haloclines, we examine the resulting ∆PE during the same time period compared

to the observations (compare black and colored lines). We find that the constructed

∆PE agrees well with the observations, perhaps due to the extent to which the

observed winter mixed layer is preserved at depth, consistent with our constructed

seasonal pycnocline. Although, there are other possible mechanisms, these results

suggest that surface forcing acting on a one-dimensional system is consistent with the

observed patterns of seasonal halocline evolution.

5.5 Idealized Framework

The results above suggest that understanding differences in the mixed-layer

depth and mixed-layer salinity evolution may explain differences in the ∆PE in 1975,

2006, and 2007. Motivated by this, we present an idealized framework aimed at exam-

ining factors controlling year-to-year variations in the mixed-layer depth and mixed-

layer salinity evolution. Specifically, we examine how the freshwater flux and the

kinetic energy input influence mixed-layer evolution by adopting a one-dimensional

model of the seasonal thermocline in mid-latitudes (Kraus & Turner, 1967) to mixed-

layer evolution and seasonal halocline formation in the Canada Basin

5.5.1 1D model of seasonal mixed-layer evolution

Kraus & Turner (1967) consider an idealized one-dimensional system driven

by solar heating and wind. During the formation of the seasonal thermocline, they

assume that the mixed layer mainly shoals or remains constant and that entrainment

can, therefore, be neglected. That is, they neglect background stratification during

the spring and summer, as its main function would be to inhibit entrainment. Addi-

tionally, they neglect dissipation and consider an energy balance between the kinetic
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energy flux from the wind (W ) and the potential energy input driven by the surface

mass flux (Φ) from solar heating. Based on this, the governing equations of their

model during seasonal pycnocline formation are:

D =
2W

gΦ
(5.2)

D
dρ

dt
= Φ, (5.3)

where ρ is the mixed-layer density.

These equations can be adapted to describe how the mixed layer evolves in

the Canada Basin below Arctic sea ice by assuming that the mixed-layer density is

driven by salinity, which we find to be a good assumption in 1975, 2006, and 2007

(Fig. D.1). We therefore let dρ/dt = βdS/dt and let Φ = βφ, where φ is the surface

freshwater flux and β is the haline contraction coefficient. Applying these assumptions

to equations 5.2 and 5.3, we find:

D =
2W

gβφ
, (5.4)

D
dS

dt
= φ. (5.5)

5.5.2 Influence of mixed-layer evolution on the seasonal halo-

cline

By combining equations 5.2 and 5.3 and taking the time derivative of D, Kraus

& Turner (1967) arrive at a set of equations describing the relative evolution of the
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Figure 5.6: (a) Estimated freshwater flux, (b) observed mixed layer depth, (c) observed mixed
layer salinity, and (d-f) observed salinity profiles in 1975, 2006, and 2007. (a-c) Shows the surface
evolution using observations from 1975 (blue), 2006 (yellow), and 2007 (red). Solid lines represent
10-day means and shadings indicate the standard error, and the vertical dashed line indicates year-
day 200 (t = tX). (d-f) Show the associated 10-day averaged salinity profiles for these three years.
Profiles that occur before year-day 200 are in black, and profiles that occur after year-day 200 are
indicated in green. Note that (b-c) are the same as in Figure 5.2.
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mixed-layer depth and the mixed-layer density:

dD

dt
= D

(
dW/dt

W
− dΦ/dt

Φ

)
,
dρ

dt
=
gΦ2

2W
. (5.6)

Assuming that dW/dt/W � dΦ/dt/Φ on seasonal timescales, they suggest

that these expressions imply that the mixed-layer depth should evolve in step with

the solar heating (directly related to Φ), and therefore reach a minimum during the

summer solstice. By contrast, the mixed-layer temperature (directly related to ρ)

would be expected to continue increasing well after the summer solstice, as Φ would

remain positive through the summer months.

In the case where dW/dt/W � dφ/dt/φ on seasonal timescales, this would

imply a similar relative evolution between mixed-layer salinity and mixed-layer depth

in the polar regions. That is, this would imply that the mixed-layer depth will

evolve in phase with the freshwater flux, and would, therefore, reach its shallowest

value when the freshwater flux reaches a maximum. The mixed layer can continue

freshening throughout the summer as the sea ice continues to melt. This would cause

the seasonal halocline stratification to increase substantially after the freshwater flux

reaches a maximum.

To test this possibility in the observations, we apply the framework developed

in Chapter 4 to estimate the freshwater flux from sea ice melt using the observed

mixed-layer temperature anomaly from freezing (δTobs, Figure 5.2b) and the observed

sea ice concentration (Aobs, Figure 5.2a):

φest =
σAobs
ρiL

(Fatm + kδTobs), (5.7)

where σ = 20 psu is the difference between the mixed-layer salinity and the sea ice

salinity, ρi = 900kgm−3 is the density of sea ice, and L = 3.3 · 105 J/kg is the latent
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heat of fusion of sea ice. Fatm = (1 − αi)F0 cosωt − Flw,t is the heat flux to the

surface of the sea ice, where αi = 0.6 is the sea ice albedo, F0 = 200W/m2 is the solar

radiation, and Flw,t = 50W/m2 is a combination of the longwave and turbulent heat

flux components. The ocean-driven heat flux is derived following Maykut & McPhee

(1995), who set k = ρwcpchu∗, where ρw = 1026 kg/m3 is the density of water,

cp = 3980 J/kg is the uniform heat of fusion, ch = 0.006 is the non-dimensional heat

transfer coefficient, and u∗ = 0.005m/s is the frictional velocity. See Chapter 4 for

details.

We examine the relative evolution of the estimated freshwater flux (φest), the

observed mixed-layer depth, and the observed mixed-layer salinity in 1975, 2006,

and 2007 (Figure 5.6a). Qualitatively, we find that the mixed layer shoals mainly

during the spring and early summer when the freshwater flux is increasing, and the

mixed layer continues to freshen later into the summer, consistent with the scenario

described above. We find that the mixed layer in each case has reached its minimum

value by approximately year-day 200 (July 19), indicated by the dashed black line.

This is slightly later than the estimated maximum freshwater flux, because the timing

of halocline formation is expected to align with melt pond drainage rather than sea

ice melt (Gallaher et al., 2017).

In the simplified scenario described by the above equations, the seasonal halo-

cline stratification would be driven almost entirely by the freshening that occurs after

the mixed layer shoals and before it begins to deepen towards the end of the melt

season. To investigate the extent to which this idea is consistent with the obser-

vations, we examine the 10-day averaged profiles that occur before t = 200 (black

lines) compared to the profiles that occur after t = 200 (green lines) in 1975, 2006,

and 2007. Indeed, Figure 5.6d-f indicates that the majority of the seasonal halocline

stratification appears to increase after the mixed layers have shoaled. This effect can
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also be seen in the observed ∆PE evolution, where we find that the ∆PE increases

at a modest rate before year-day 200, and then more rapidly after this point.

5.5.3 Simplified Equations

This study aims to examine the relative influence of the kinetic energy input

(W ) and the freshwater flux (φ) on mixed-layer and ∆PE evolution. We, therefore,

use a simplified representation of the freshwater flux, which in turn gives us a sim-

plified framework that depends only on two parameters that represent the influence

of these two factors. Specifically, we represent the freshwater flux evolution as an

asymmetric sine wave given by:

φ(t) =

 φ0 sin (ω1(t− t0)), t0 ≤ t ≤ tx

φ0 sin (ω2(t− t0 − C)), tx ≤ t ≤ tf ,

where φ0 is the maximum freshwater flux, t0 is the beginning of the melt season, tf is

the end of the melt season, tx is the instant when the mixed-layer depth reaches its

shallowest value, which occurs when φ = φ0, ω1 = π/2(tx− t0)−1, ω2 = π/2(tf− tx)−1,

and C = 2tx − tf . Note that this reduces to a regular sine wave in the case that

the freshwater flux reaches a maximum halfway through the melt season (i.e. tx =

(tf − t0)/2).

Equation 5.4 describes the mixed-layer depth evolution as the freshwater flux

is increasing (i.e. during t0 ≤ t ≤ tx). We make the simplifying assumption that the

mixed-layer depth is held at this minimum value throughout the remainder of the melt

season (i.e., entrainment is neglected). The resulting mixed-layer depth evolution is

then given by:

D(t) =


2W
gβφ(t)

, t0 ≤ t ≤ tx

2W
gβφ0

, tx ≤ t ≤ tf .
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Figure 5.7: Observed (colored lines) and model estimated (black lines) mixed layer evolution. (a-
c) Mixed-layer depth evolution and (d-f) mixed-layer salinity evolution during the melt season are
shown for (a,d) 1975, (b,e) 2006, and (c,f) 2007. Solid colored lines indicated the observed 10-day
average and shadings indicate the standard error.

The salinity evolution is given by integrating equation 5.5 (S(t) =
∫ tf
t0

φ(t)
D(t)
·dt+S(t0)).

Combining this expression for S(t) with the expressions for φ(t) and D(t) above, we

arrive at the following expression for the mixed-layer salinity evolution during the

melt season:

S(t) =

 S(t0)− gβφ20
2W

(
t
2
− sin (2ω1(t−t0))

4ω1

)
, t0 ≤ t ≤ tx

S(t0)− gβφ20
2W

(
tx
2
− cos (ω2(t−t0−C))

ω2

)
, tx ≤ t ≤ tf .

5.6 Comparison with observations

5.6.1 Parameters

We examine the extent to which the mathematical framework above could

explain differences in the observed mixed layer and ∆PE evolution in 1975, 2006,
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and 2007 (Figures 5.2 and 5.4). To make this comparison, we set the constants to

values that are motivated by a series of observations and previous studies.

The constants necessary to compute the freshwater flux (φ) are determined

based on the estimated freshwater flux (φest, Figure 5.6a), which was shown to result

in a seasonal mixed-layer salinity evolution that was consistent with the observations

during these three years (see Ch. 4). First, we set the maximum value of the fresh-

water flux (φ0) for each year to the maximum estimated freshwater flux. Second, we

set the start and end of the melt season based on when the estimated freshwater flux

reaches zero during these three years. That is, in year-days, we set t0 = 127 (May

7) and tf = 244 (Sept. 1). We set tx = 200 (July 19), based on the earliest instance

in which the seasonal halocline has formed (i.e., the mixed layer has shoaled) in all

three years, roughly consistent with observations from in-situ data (Gallaher et al.,

2016).

The kinetic energy input (W ) is tuned by assuming that the observed mixed

layer depth at t = tX (Dobs(tX)) and the maximum freshwater flux, φ0, satisfies

equation 5.4. That is, we assume that there is a balance of kinetic energy input

from the wind and potential energy from the freshwater flux, such that the estimated

mixed-layer depth at t = tX is consistent with the observations. Specifically, we

assume that for each year, the relationship between the observed mixed-layer depth,

kinetic energy input, and freshwater flux is given by

Dobs(tX) =
2W

gβφ0

. (5.8)

That is, for each year, we set W = gβφ0Dobs(tx)/2, following this method,

we estimate that the kinetic energy input is 3.1, 2.2, and 1.8 · 10−7 W/m2 in 1975,

2006, and 2007, respectively. We note that this value for 1975 is consistent with an

observational estimate that also used AIDJEX data (Lemke & Manley, 1984). To our
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Figure 5.8: (a) Observed and modeled ∆PE evolution during the melt season and (b-d) correspond-
ing modeled halocline profiles. The observed 10-day averaged ∆PE evolution is shown for 1975
(blue), 2006 (yellow), and 2007 (red), with the standard error indicated by colored shadings and the
model estimated ∆PE evolution is shown in black. Corresponding salinity profiles for (a) 1975, (b)
2006, and (c) 2007 indicate the profiles that occur before year-day 200 (black) and after year-day
200 (green).

knowledge, there are no observational studies that estimate this bulk parameter for

more recent years in this region. However, previous studies suggest that it is indeed

reasonable to expect the kinetic energy input to decrease by approximately a factor

of 2 (McPhee, 2012).

Lastly, we set the initial conditions for the mixed-layer salinity, and mixed-

layer depth to the maximum observed values during the melt season for each year.

That is, for each year, we set D(t0) = max(Dobs) and S(t0) = max(Sobs).
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5.6.2 Model Estimates

Using the parameters described above together with the mathematical frame-

work in Section 5.5.3, we estimate the mixed-layer salinity and mixed-layer depth

evolution in 1975, 2006, and 2007 (Figure 5.7). Following the same procedure as Sec-

tion 5.4.1, we use the mixed-layer evolution to construct a seasonal halocline made up

of remnant mixed layers (Figure 5.8b-d). From these profiles, we can further estimate

the ∆PE during the melt season for each of these years (Figure 5.8a).

Despite the model simplicity, we find that the estimated mixed-layer and ∆PE

evolution are relatively consistent with the observations (Figure 5.7). In particular,

in each year, the model estimates a ∆PE, and mixed-layer freshening is consistent

with the observations when it reaches the maximum value. Though the observations

indicate a significant amount of variation that is not captured by the model, this

result suggests that this mathematical framework may be enough to explain leading

order differences between 1975, 2006, and 2007. We suggest that this is related to the

strong influence of the mixed-layer depth on seasonal mixed-layer freshening (Ch. 4),

particularly at t = tx (Figure 5.6, which was used to tune the model).

There are, on the other hand, many processes not represented by the model,

which may cause this framework to accurately simulate aspects of the seasonal halo-

cline for the wrong reasons. First, comparing modeled seasonal salinity profiles (Fig-

ure 5.8b-d) to the observed salinity profiles (Figure 5.3), we find that there is signif-

icantly more mixing that causes the stratification near the surface to decrease and

the stratification near the winter mixed-layer depth to increase. We also find that

the observations indicate a more rapid shoaling of the mixed layer, coinciding with a

more rapid change in the seasonal halocline stratification (compare black and green

lines in Figures 5.8b-d) and 5.6). Finally, because seasonal mixed layer freshening is

strongly influenced by the mixed-layer depth (Ch. 4), biases in the mixed-layer depth
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Figure 5.9: (a) The theoretical relationship between the mixed-layer depth and the freshwater flux
in the scenario where the kinetic energy is held constant at its estimated 1975 value and (b) the
theoretical relationship between the mixed-layer depth and kinetic energy input in the scenario where
the freshwater flux is held constant at its 1975 value (black lines). The observed mixed-layer depths
for 1975 (blue), 2006 (yellow), and 2007 (red) are indicated by dashed lines. The blue shading in (a)
indicates the range of freshwater fluxes necessary to explain the change in mixed-layer depth if the
kinetic energy were held fixed at its estimated 1975 value. The green shading in (b) indicates the
range of kinetic energy inputs necessary to explain the change in mixed-layer depth if the freshwater
flux were held fixed at its estimated 1975 value.

appear to be reflected in the mixed-layer salinity evolution. That is, biases toward

shallower mixed layers cause biases toward fresher mixed layers and vice versa.

5.7 The role of freshwater vs wind energy

5.7.1 The influence of freshwater flux

Here, we consider a scenario in which the kinetic energy input is the same as

estimated in 1975, and we examine how changes in the freshwater flux alone could

influence mixed-layer and ∆PE evolution. As in Section 5.6, we assume that there

is an energy balance between the estimated freshwater flux and the kinetic energy

input such that the model accurately estimates the mixed-layer depth at t = tX

by satisfying equation 5.4. That is, we assume that in this scenario, the maximum
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freshwater flux (φ0) is given by

φ0 =
2W1975

gβDobs

, (5.9)

where W1975 is the estimated kinetic energy input in 1975 (see Section 5.6).

Figure 5.9a shows this relationship between φ0 and the mixed-layer depth

(black lines), the observed mixed-layer depths at t = tX during the three years (hori-

zontal dashed lines), and resulting value of φ0 (x-coordinate of the black dots). This

relationship demonstrates that for shallower mixed layers, changes in the freshwater

flux have a weaker influence on the mixed-layer depth. As a result, we estimate that

a 50% increase in φ0 is necessary to explain both the ∼16m difference between the

mixed-layer depths in 1975 and 2006 and the ∼4m difference between the mixed-layer

depths in 2006 and 2007.

To put these changes into context, we consider how these numbers fit in with

the reported estimate that indicated that the summer mixed layer depth is shoaling

at a rate of 3.3 m/dec in the Canada Basin (Peralta-Ferriz & Woodgate, 2015a).

Starting in 1975, this would result in a summer mixed layer of 13m in 2005. This is

a significantly larger increase in freshwater flux than the observational estimate from

Yamamoto-Kawai et al. (2009), who estimated that surface freshening increased by

approximately 1.35 meters per unit area in the same region. In our framework, this

would result in φ0 increasing by approximately only 40% over 30 years. Moreover, this

may be an overestimate since the majority of this change was attributed to a decrease

in sea ice formation rather than an increase in sea ice melt (Yamamoto-Kawai et al.,

2009).

Figures 5.10-5.11 show the resulting freshwater flux, mixed layer depth evolu-

tion, mixed-layer salinity evolution and ∆PE evolution in 2006 and 2007 (blue lines).

We compare this model estimate to the observations (colored lines) and the model es-
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Figure 5.10: Observed and modeled (a) freshwater flux, (b) mixed-layer depth, (c) mixed-layer
salinity, and (d) ∆PE evolution in 2006. Yellow and black lines are the same as in Figures 5.7 and
5.8. Blue lines represent the model estimated scenario in which the kinetic energy input remains at
its 1975 value and only freshwater flux changes. Green lines represent the model estimated scenario
in which the freshwater flux remains at its 1975 value and only kinetic energy input changes.

timate presented in Section 5.6 (black lines). The maximum freshwater flux increases

by 45% in 2006 and by 73% in 2007 compared to the estimates in Section 5.6 (compare

blue and black lines). The ratio between φ0 and W is the same in each model estimate

through the conditions set by equations 5.8 and 5.9, causing the mixed-layer depth

evolution to be the same for both estimates. Next, we find that the model estimate for

the mixed-layer salinity and ∆PE evolution is not consistent with the observations.

Instead, this version of the model overestimates the amount of freshening and ∆PE,

in contrast with our results in Section 5.6. This result indicates that the amount

of freshwater flux necessary to explain recent mixed-layer depths could not explain

changes in the mixed-layer freshening and resulting halocline stratification.
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5.7.2 The influence of kinetic energy

Next, we consider the reverse scenario in which the freshwater flux is the

same as estimated in 1975, and we examine how changes in the kinetic energy input

alone could influence mixed-layer and ∆PE evolution. As above, we assume that the

freshwater flux and kinetic energy input cause an observed mixed-layer depth that is

consistent with the observations at t = tX . Under this condition, the kinetic energy

input in 2006 and 2007 is given by

W =
gβφ0,1975Dobs

2
, (5.10)

where φ0,1975 is the estimated maximum freshwater flux in 1975 (Figure 5.6a). Figure

5.9a shows the relationship between the kinetic energy input and the mixed-layer

depth at t = tX (black lines), the observed mixed-layer depths at t = tX during each

of the three years (horizontal dashed lines), and the resulting estimated value of W

(x-coordinate of black dots).

We find that the kinetic energy input would have to decrease by roughly a

factor of 2 to explain changes between 1975 and 2007 mixed-layer depths if the fresh-

water flux remained constant. The kinetic energy input to the mixed layer is roughly

expected to be given by the product of the ocean surface stress and the frictional

velocity. To our knowledge, there is no observational estimate for the change in the

kinetic energy input into the Canada Basin over the past several decades. However,

there have been several observational studies on the frictional velocity (Cole et al.,

2017; Gallaher et al., 2017; Maykut & McPhee, 1995) and one model study on decadal

changes to the ocean surface stress. Interestingly, each of these studies finds that de-

creasing sea ice roughness could be causing the kinetic energy input into the upper

ocean to be decreasing. Specifically, Martin et al. (2016) demonstrate that when
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changes to sea ice roughness are included in their model study, the ocean surface

stress reduces by approximately 3.1% per decade. Further, Cole et al. (2017) show

estimated values of frictional velocity that are generally between 1-3 cm/s in 2014.

They note that this is approximately a factor of 2 smaller than the 1975 estimates

reported by Maykut & McPhee (1995). Based on this, we suggest that the estimated

decrease in kinetic energy input from 1975 to 2006-2007 could plausibly be consistent

with the observations.

Next, we examine how changes in the kinetic energy input since 1975 alone

could influence the mixed layer and ∆PE evolution (green lines, Figures 5.10-5.11).

As before, our tuning parameters ensure that the mixed-layer depth evolution is

the same for each model estimate, but the mixed-layer salinity and ∆PE evolution

are expected to vary. In both 2006 and 2007, we find that the decrease in kinetic

energy input causes less mixed-layer freshening and less ∆PE than in original model

(compare black and green lines), though the differences are modest. In 2006, we find

that in spite of this decrease, the model estimate still agrees well with the observations

at the end of the melt season. In 2007, the estimate is relatively consistent with the

observations for much of the melt season but underestimates the total mixed-layer

freshening and maximum ∆PE. Together, these results suggest that a very modest

decrease in the kinetic energy input is enough to explain significant differences in the

mixed layer and ∆PE evolution between 2006-2007 and 1975.

5.8 Discussion

This study is focused on examining the extent to which changes in the kinetic

energy versus changes in the freshwater flux might explain how the seasonal halocline

stratification has increased in recent years (Peralta-Ferriz & Woodgate, 2015a), by

examining mixed layer and ∆PE evolution in 1975, 2006, and 2007. Our results
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Figure 5.11: As in Figure 5.10, but for 2007.
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suggest that the amount of buoyancy required to explain the shallower mixed layers

in 2006 and 2007 would cause significantly more surface freshening than observed.

This suggests that reductions in the momentum transfer could play an important role

in causing the mixed layer to shoal, which in turn increases the seasonal halocline

stratification.

This idea is consistent with studies that suggest that (1) the freshwater flux

in the spring controls mixed-layer shoaling (Gallaher et al., 2017), (2) the freshwater

flux in the spring is dominated by top melt (Steele et al. (2010), Chapter 4), (3) sea

ice top melt has remained relatively constant over the past several decades in this

region (Perovich & Richter-Menge, 2015), (4) surface momentum transfer is expected

to decrease in areas that are transitioning from multi-year to first-year ice cover

(McPhee, 2012). This would suggest that the influence of the freshwater flux on the

mixed-layer depth has not changed dramatically over the past decades, while the

kinetic energy input may have decreased enough to cause shallower summer mixed

layers. The shallower summer mixed layers then concentrate similar amounts of

freshwater over a smaller volume, leading to more seasonal mixed-layer freshening

(see Ch. 4) and hence a stronger seasonal halocline.

Several factors limit this analysis. First, the ITP instrument system is likely to

have mixed-layer depths that are biased too deep in the summer (Toole et al., 2010)

and may incorrectly indicate that mixed-layer shoaling occurs as much as two weeks

later than in reality (Gallaher et al., 2017). Second, this idealized representation

of the mixed-layer salinity evolution does not include entrainment, which appears

to be an important component controlling mixed-layer salinity and ∆PE evolution,

particularly in 1975. Third, we have only examined three years of observations taken

in different locations in the Canada Basin. It is therefore likely that other factors

such as regional and inter-annual variability play an important role in explaining
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the differences between these three years. Fourth, we have neglected potentially

important temporal and spatial variations in the kinetic energy input (Cole et al.,

2017).

5.9 Summary

The seasonal halocline stratification has increased in recent years, suppressing

convective mixed-layer deepening and isolating the NSTM from the surface (Jackson

et al., 2010, 2011; Steele et al., 2011; Carmack et al., 2015; Gallaher et al., 2017,

2016). Here, we examine factors controlling the strength of this stratification in 1975,

2006, and 2007. First, we quantify differences in the seasonal halocline during each of

the three years by examining the change in potential energy required to convectively

deepen the mixed layer to 25 meters (∆PE). We find that there are significant

differences between each of the three years (Figure 5.4) and that these differences

can largely be explained by differences in the seasonal mixed layer evolution (Figure

5.5). Second, we present an idealized framework to estimate seasonal mixed-layer

evolution during the melt season (Section 5.5). The model uses the observed mixed-

layer depth when the seasonal halocline is formed in each of the years to estimate the

kinetic energy input for each year. We find that this leads to estimates of a mixed-

layer depth, a mixed-layer salinity, and ∆PE evolution that are consistent with the

observations during the three years (Figure 5.7-5.8). This suggests that the framework

may, therefore, capture the underlying processes that explain the differences in the

three years.

Motivated by this, we next estimate the possibility that variations to the fresh-

water flux alone could explain differences in the seasonal halocline stratification, as

suggested by previous studies (Jackson et al., 2010, 2011; Steele et al., 2011; Carmack

et al., 2015). Our estimate suggests that the amount of freshwater flux required to
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shoal the mixed layer to the values in 2006 and 2007 would cause the mixed layer

to freshen significantly more than observed and hence produce a seasonal halocline

that is more stratified than observed. Further, it would require a freshwater flux that

is considerably larger than current observational estimates. On the other hand, we

find that modest variations to the kinetic energy alone could plausibly explain much

of the difference between the strength of the seasonal halocline stratification during

the three years. These results, therefore, suggest that variations in the momentum

transfer under different sea ice conditions can have a significant impact on seasonal

halocline stratification and hence upper ocean heat storage.
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Figure A.1: Annual (a) Arctic and (b) Antarctic sea ice extent versus global-mean surface air
temperature using 30 CESM-LE simulations of 1920-2100. Years associated with 1920-2005 (blue)
and 2006-2100 (red) are indicated. (c-f) Histograms of the correlations between (c,e) Arctic sea ice
extent and (d,f) Antarctic sea ice extent with the global-mean surface air temperature from each
(c,d) CESM-LE simulation of 1920-2100 and (e,f) CMIP5 simulation of 1900-2100.
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Figure A.2: As in Figs. 4a,b but for the 30 CESM-LE simulations of 1920-2100 (4 410 points in
total).

Figure A.3: (a-b) As in Figs. 4a,b, but here the red highlighted region indicates all 35-year global-
mean surface air temperature trends that are within one standard deviation of the 1979-2013 CMIP5
ensemble mean (Fig. 1d). Sea ice trends for the periods that fall within the highlighted regions
are shown in the histograms below (c,d), with the observed trend indicated by a thick green line.
Standard deviations of these distributions (black error bars) and the distribution of 1979-2013 sea
ice trends (red error bars) are also shown. The mean and standard deviation of the trends that
fall within the highlighted regions are repeated for comparison in the top panel (black vertical error
bars).
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Figure A.4: Time series of annual-mean (a) global-mean surface air temperature, (b) Arctic sea ice
extent, and (c) Antarctic sea ice extent from two CESM-LE simulations. Linear trends are indicated
by dashed lines. The simulation with a large level of global warming (red) has more sea ice loss in
both hemispheres than the simulation with a small level of global warming (blue).
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Figure A.5: Distributions of annual (a,c,e) Arctic and (b,d,f) Antarctic sea ice trends divided by the
annual global-mean surface temperature trends, which gives an estimate of the sea ice sensitivity,
using 30 CESM-LE simulations of 2006-2080. The distribution of the ratio of these trends is shown
for each of the 30 simulations (e,f), as well as for each (c,d) 55-year and (a,b) 35-year period within
each simulation. The mean and standard deviation of each distribution is also indicated (error bars).
The widening of the distributions illustrates the influence of internal variability, which increases for
shorter time scales and makes the relationship between sea ice retreat and global warming more
variable.
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Figure A.6: Histograms of the correlations between (a,c) Arctic sea ice extent and (b,d) Antarctic
sea ice extent with the global-mean surface air temperature from each (a,b) CESM-LE simulation
and (c,d) CMIP5 simulation of 1979-2013. Observed correlations between Arctic sea ice extent and
global-mean surface temperature are indicated in black.
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Figure A.7: Distribution of 118 CMIP5 simulated 1979-2013 (a,c) Arctic and (b,d) Antarctic (a,b)
sea ice trends and (c,d) effective sea ice trends, as in Figs. 1e,f and 3c,d. The trends and 68%
regression confidence intervals for all simulated 35-year trends are indicated as error bars above the
histograms (see Appendix B for details). The observed trend is indicated by a thick green vertical
line, with thin green vertical lines indicating the 68% regression confidence interval.
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Chapter 3 Supporting Figures

Figure B.1: As in Figure 2, but showing the simulations only and looking at an extended time period
that includes the additional volcanic eruptions of Santa Maria (1901) and Agung (1963).
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Figure B.2: As in (a) Figure 2b and (b) Figure 3a, but for annual-mean Antarctic sea ice trends.

Figure B.3: As in Figure 4 but using initial Arctic sea ice extent on the horizontal axis rather than
global surface temperature trends. Additionally, the level of warming is indicated by the colors.
1979-2013 trends are indicated in black.
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Figure B.4: As in Figure 1, but using sea ice area rather than extent.

Figure B.5: As in Figure 2, but using sea ice area rather than extent.

Figure B.6: As in Figure 3, but using sea ice area rather than extent.
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Figure B.7: As in Figure 4, but using sea ice area rather than extent.
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Figure B.8: As in Figure 5, but using sea ice area rather than extent.
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Figure C.1: Location of observations in 1975, 2006, 2007, 2008, 2011, and 2004-2012. Different
colors indicate that the observations come from different ITPs or AIDJEX ice camps.

Figure C.2: Temporal evolution of (a) the number of observations, (b) the average distance between
points, and (c) the average drift of the observations from the beginning of the year for all available
ITP data in 1975, 2006, 2007, 2008, and 2011.
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Figure C.3: As in Figure S2, but using only observations from ITPs that collect data throughout
the melt season.

Figure C.4: Observed sea ice concentration using two different methods in 1975/1979, 2006, and
2007. The blue line indicates the average over the Canada Basin in 1979, 2006, and 2007. The
red line indicates the estimated sea ice concentration in 1975 (Maykut and McPhee 1995) and the
estimate sea ice concentration by locating the sea ice grid point closest to each individual ITP and
then taking the average.

Figure C.5: As in Figure 4, but using a different method to compute the observed sea ice concen-
tration (red lines in Figure S12).
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Figure C.6: As in Figure 5c, 6c, 7c, and 8c, but using a different method to compute the observed
sea ice concentration (red lines in Figure S12).

Figure C.7: As in Figure 4, but using a different method to compute the observed mixed layer depth.
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Figure C.8: As in Figure S5, but using a different method to compute the observed mixed layer
depth.

Table C.1: Average and standard deviation of the number of observations, the average distance
between observations, and the average drift from initial location during the 1975, 2006-2008, and
2011 melt season. Top 5 rows are computed using all available data points during the melt season,
bottom 3 rows are computed using only ITPs that collect data throughout the course of the melt
season.

Year Number of Obs. Distance between Obs. Drift (km)

1975 38± 10 96± 34 257± 99
2006 68± 15 147± 35 103± 40
2007 36± 13 173± 48 140± 85
2008 50± 17 329± 68 116± 41
2011 45± 36 65± 68 231± 40
2006 61± 19 117± 39 125± 45
2008 26± 10 227± 75 147± 92
2011 18± 2 19± 9 221± 27
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Figure C.9: As in Figure 10, but for 2008 instead of 2004-2012.
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Figure C.10: As in Figure 10, but for 2011 instead of 2004-2012.
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Figure C.11: Observed sea ice concentration, mixed layer temperature anomaly from freezing, mixed
layer salinity, and mixed layer depth for all available, level 3 processed ITP data between 2004-2012
(black dots). Solid lines indicate the mean grey shading indicates one standard deviation.

Figure C.12: As in Figure S11, but with colored solid lines indicating the mean of observations taken
from different ITPs in 2006.
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Figure C.13: As in Figure S12, but for 2007.

Figure C.14: As in Figure S12, but for 2008.
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Figure C.15: As in Figure S12, but for 2011.
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Figure D.1: Observed change in potential energy required to deepen the mixed layer to 25 meters
(∆PE) in 1975 (blue), 2006 (yellow), and 2007 (red). Red lines indicate observed ∆PE, as in Figure
4 in main text, thin black lines represent observed ∆PE that is computed assuming the temperature
is fixed at the freezing point. This figure illustrates that the ∆PE is controlled by the evolution of
the seasonal halocline.
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Figure D.2: The 1975 observed evolution of (top) the mixed layer depth and (center) mixed layer
salinity. The bottom three panels show the resulted constructed seasonal pycnocline (see text for
details). Colored dots in top panels correspond to colored lines the three bottom panels.

Figure D.3: As in Figure S2, but for 2006 instead of 1975.
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Figure D.4: As in Figure S2, but for 2007 instead of 1975.
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