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Corrosion, particularly pitting corrosion, stands as one of the most prevalent forms of

deterioration in large infrastructure, known for its slow, continuous, capacity-degrading nature.

With the aging of structures, there is an increasing demand for the assessment and monitoring of

corrosion status to facilitate system life-cycle management and optimal maintenance. However,

due to the intricacies involved in the corrosion process, several challenges impede effective

diagnosis and prognosis. These challenges include the inadequate coupling of mechanical stress

into existing corrosion simulations, the computational intensity of most physics-based corrosion

simulations limiting probabilistic studies and real-time predictions, and the difficulty in detecting
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pitting corrosion due to its localized nature, making it impractical to measure individual pits.

This dissertation presents a comprehensive prognosis and diagnosis framework applied to a

miter gate case study. The framework integrates multi-scale simulation including mesoscale

Phase-Field (PF) simulation and macroscale structural analysis with Machine Learning (ML)

methods to enable real-time corrosion diagnosis and prognosis. It enables for effective structural

health monitoring (SHM) with digital twin (DT) for corrosion damage. The key components of

this framework encompass the development of a multi-scale simulation for simulating pitting

corrosion in large structures, the construction of ML-based surrogate models to expedite simula-

tions, the implementation of both aleatory and epistemic uncertainty quantification (UQ), and

the integration of pitting corrosion diagnosis and prognosis.
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Chapter 1

Introduction

Civil infrastructure systems are distinct from other structures due to their extensive

length scales, high cost, and unique design and performance characteristics. Furthermore, many

civil infrastructure used in inland waterways navigation (like navigational locks in the US) are

required to operate even after their design life [49]. With the aging of these structures, there

is an escalating necessity for the assessment of their condition and the prediction of structural

deterioration state (i.e., damage) to ensure their continued safety. However, the traditional

time-based maintenance approach is susceptible to the risks posed by unforeseen faults occurring

between inspections, and it is not cost-effective when dealing with a structure in an otherwise

sound condition. Therefore, implementing continuous condition assessment alongside damage

prediction can facilitate optimal maintenance practices, ensuring safer and more cost-effective

system-level life-cycle management.

Corrosion stands as one of the most prevalent forms of deterioration in civil infrastructure,

with pitting corrosion (defined in detail later) recognized as the most destructive manifestation

[159]. On one hand, material loss resulting from corrosion can lead to component failure,

significantly impacting the structural integrity of the infrastructure. On the other hand, deep pits

characterized by sharp interfaces have the potential to initiate stress corrosion cracking (SCC),

particularly under dynamic cyclic loading conditions [81]. However, pitting corrosion often

occurs in localized areas, making it challenging to detect before it significantly affects the overall
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structural integrity. Therefore, the development of a comprehensive diagnosis and prognosis

framework for pitting corrosion in civil infrastructure is imperative.

1.1 Pitting Corrosion

1.1.1 Mechanisms

Pitting corrosion is characterized by localized metal dissolution resulting from the

breakdown of a passive fluid film on a metallic surface. This breakdown is often instigated by

chloride ions due to their relatively small size and high diffusivity, as documented by Frankel

[52]. In the presence of dissolved oxygen in water, the reaction O2+2H2O+4e− → 4OH− takes

place at the metal surface as the Figure 1.1. The process of metal dissolution can be represented

by the equation M → Mn++ne−. Subsequent pit growth is facilitated through both anodic and

cathodic electrochemical reactions once a pit starts to develop. The accumulation of positive

ions (M+) on the anodic side leads to the reaction M++H2O → MOH +H+, creating an acidic

environment that further promotes pit growth and propagation.

Figure 1.1. Pitting corrosion mechanism

In pitting corrosion, three distinct stages are commonly identified: the initiation stage,

the metastable stage, and the stable stage. The initiation stage, associated with the breakdown
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of the passive film, is not thoroughly understood, primarily due to the challenges in directly

observing the breakdown event and the typically nanometer-scale dimensions of most passive

films. The initiation process involves intricate mechanisms of nucleation and early propagation,

which currently remain a subject of active research [51, 83, 84, 86, 87]. Following the initiation

stage, if a pit only undergoes limited growth before repassivation, it falls within the metastable

stage. Metastable pits are generally micron-sized. Although the influence of metastable pits

may not be significant, they can potentially continue to grow into larger pits. If they continue

to evolve past the metastable stage, pits progress into the stable stage, where their growth is

primarily influenced by factors such as material properties, potential, ion concentration, and

mass transportation. Among the three stages, the stable stage has been the subject of more

comprehensive study and understanding. From a structural perspective, the breakdown of the

passive film and the presence of micron-sized pits have minimal effects at the component or

higher level. Therefore, the stable stage remains the primary focus of the current study.

Pitting corrosion is influenced by numerous factors, including material composition,

environmental conditions, and surface characteristics. Notably, several experiments have indi-

cated that the stress field exerted on the metal also significantly impacts the corrosion behavior

[108, 164]. This observation is particularly critical given that the stress field within a civil

infrastructure is typically intricate and subject to alteration. Despite these experimental findings,

a comprehensive connection between these observations and their implications for civil structures

has yet to be established.

1.1.2 Modeling and Simulation

The pit initiation process is modeled statistically due to the lack of detailed understanding

of its mechanisms. The corrosion initiation stage is characterized by the time until local corrosion

commences. Research has found the corrosion initiation time for steel to be dependent on various

factors, including temperature, the concentration of metal cations, and the potential drop across

the interface [83, 85]. Despite these findings, the precise electrochemical mechanisms governing
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corrosion initiation continue to not be well understood. Consequently, owing to the absence

of a comprehensive physics-based model, corrosion initiation time is typically assumed to be

a random variable, derived from historical or experimental data [132, 142]. Notably, in the

context of reinforced concrete structures, corrosion is often assumed to initiate when the chloride

concentration on the steel surface exceeds a certain threshold [125].

Different kinds of computational models have been proposed to simulate pitting corrosion

stable growth such as the finite volume method (FVM) [128], cellular automata (CA) techniques

[137], peridynamic (PD) formulations [161], and phase-field (PF) models [30]. Among them, the

phase-field method shows great potential and flexibility in simulating the morphological evolution

of the pitting corrosion process and SCC initiation process [72]. The model involves multiple

coupled partial differential equations (PDEs) including the Allen-Cahn equation describing phase

transition and the Cahn-Hilliard equation describing the evolution of the molar concentration

of metal atoms [90]. The PF model considers the influence of mechanical stress by coupling

a stress equilibrium PDE into the model [98, 118]. Nevertheless, the model is intrinsically

computationally expensive as it consists of multiple coupled PDEs.

The progression from pit to stress corrosion cracking initiation may also be modeled.

Two criteria are commonly utilized to describe this transition process, which essentially involves

a competition between pit growth and crack growth. One approach involves comparing the

current stress intensity factor, estimated using empirical formulas, with the threshold stress

intensity factor [142]. The other criterion involves comparing the pit growth rate derived from

the corrosion growth model with the crack growth rate based on Paris’ law, assuming that the

current pit shape represents a short crack [132].
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1.2 Structural Health Monitoring and Prognostics

1.2.1 Overall Strategy

Structural Health Monitoring refers to an automated monitoring practice that aims to

evaluate the condition or health of a structure [35, 47, 48]. The practice involves obtaining

measurements, extracting damage-sensitive features from those measurements, and statistically

inferring the structural condition from those features with uncertainty quantified, so as to support

decision-making. Thus, a diagnosis is an assessment structural condition/state, conditioned

upon observing and characterizing observed features from data. Furthermore, such diagnostics

may also be used, along with relevant modeling, to extend to prognostics health management

(PHM), which emphasizes predicting the future state with uncertainties also quantified [145].

Diagnostics may be thought of as a current snapshot of the structure’s condition can be exploited

to propagate anomaly in the time domain, and modeling and uncertainty quantification may be

used to propagate the current state into the future so that comparison to potential limit states

(e.g., critical damage) may be performed. In this way, PHM can provide information to support

optimal maintenance and life-cycle management [156, 151].

The overall SHM and prognostics strategy is shown in Figure 1.2. The strategy can be

roughly divided into two parts, i.e., diagnostics (on the bottom, in orange color) and prognostics

(on the top, in green color), despite the intricacy and interconnection among all components.

The prognostics starts with an offline physics-based model. The physics-based model, often a

finite element model (or models), simulates the known physics of the system, including how

external loads and other inputs induce system responses, and incorporates deterioration model(s)

for whatever deterioration/damage mode(s) are of interest. The interactions between system

inputs, degradation processes (like corrosion considered here), and their effects on the structural

behavior are often extremely complex, require multi-physics simulation, and/or require high-

fidelity modeling; such is the case for corrosion, where finite element structural modeling must

be coupled to systems of partial differential equations (PDEs) that describe the corrosion physics.

5



Figure 1.2. SHM and prognostics overall strategy

Inevitably, this complexity and fidelity makes running the model(s) computationally expensive,

which can preclude use of the models for real-time prediction or probabilistic assessment, as such

an assessment would require the model(s) to be run many times over all the uncertain parameters.

Consequently, a run-time surrogate model, referred to as the "cybermodel" in Figure 1.2, must

be built, usually from machine learning architectures. Based on this fast surrogate emulator,

probabilistic predictions can be made as part of a risk assessment that integrates cost/risk models.

The cost/risk models incorporate regulations, codes, liability and business models to inform

future maintenance planning or other limit-state actions.

The diagnostics starts with sensing streams that sample structural response, environment,

loads, and/or any operating process. Different sources of measurement data may be combined

with data fusion engine. The data may be used to update various physics-based model parameters

directly and further mined for damage-sensitive features via signal processing, machine learning,

or other techniques. These features effectively become proxies of the damage state that are

then used to update the prognostic model suite described previously, and this cycle repeats over
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time as new data are obtained. Adaptive statistical modeling of the features helps to formulate

a hypothesis test to decide whether the feature changes are critical or not by coupling to the

cost/risk models. Current maintenance other performance-related decisions may be made by

comparing the current features with the cost/risk-informed threshold.

Previous studies have been done applying SHM and prognostics for pitting corrosion, a

number of which are summarized in the Section 1.2.2 and Section 1.2.3.

1.2.2 SHM for Corrosion

Different characteristics of pitting corrosion are relevant. Pit depth represents the maxi-

mum depth of a local corrosion site. The corresponding pitting depth factor is defined as the pit

depth divided by the average penetration based on uniform corrosion [56]. The cross-sectional

area loss is often used to describe the corrosion growth of reinforcement steel in reinforced

concrete structures. The associated pitting area factor is defined as the ratio between the mini-

mum cross-sectional area and the area based on uniform corrosion [163]. Volume loss is another

commonly used metric for corrosion growth. Since corrosion is considered an electrochemical

process, other features related to this are relevant. The corrosion current density describes the

amount of charge per unit of time that flows through a unit area of a chosen cross-section. The

corrosion current density is also called corrosion rate and is related to the thickness reduction

rate in uniform corrosion [50]. Pitting corrosion current density is defined by multiplying a

coefficient and the maximum pit depth. It is usually approximated with a linear relation with

current density [138].

To characterize corrosion and evaluate the condition without affecting the structural

state, nondestructive evaluation techniques (NDT) are applied to monitor and evaluate the

pitting corrosion including visual inspection, acoustic techniques, electromagnetic techniques,

electrochemical-based techniques, and indirect environment monitoring. Visual inspection

facilitated by a trained inspector represents the most straightforward and common technique

for detecting corrosion in civil infrastructure. This approach remains a fundamental practice
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in maintenance procedures. Recent advancements in mobile scanners and robots equipped

with cameras have rendered this method more effective and accessible. However, despite these

advancements, there are still situations where corrosion persists undetected, particularly in areas

that are difficult to access. More recently, computer vision-based methods have emerged as a

promising avenue for inspection and have garnered significant attention in research [19, 2].

Acoustic and ultrasonic techniques have been effectively utilized in measuring corrosion

damage. Ultrasonic Testing (UT) scans over a surface produce a thickness mapping of the area.

However, the resolution is often insufficient to accurately capture the relatively small thickness

loss in corrosion. Guided Waves (GW) have also been explored for corrosion detection. Sicard et

al. [135, 133, 134] applied the Synthetic Aperture Focusing Technique (SAFT) for Lamb waves

to detect pitting corrosion. Bingham et al. [17] extracted features using the Dynamic Wavelength

Fingerprint technique to identify regions of corrosion and thickness loss. Nonetheless, the

transducers used in the GW approach described above can be bulky and challenging to mount

on actual structures. Several researchers have studied the Acoustic Emission (AE) from steel

corrosion [25, 130]. However, the challenge of denoising persists for many corrosion phenomena

in real-life environments, making the identification of corrosion location a continuing challenge.

Electromagnetic techniques are also employed in the detection of corrosion. Eddy

Current (EC) testing operates based on the principles of electromagnetic induction, detecting

defects through impedance changes [123, 71]. Conventional EC techniques can sometimes face

challenges in imaging the gradual thinning resulting from corrosion. However, the use of multiple

frequencies can aid in measuring several parameters simultaneously, enabling the estimation

of small changes in thickness [122, 4]. Infrared thermography (IRT) allows the recording of

electromagnetic waves emitted from objects by using an infrared imaging system. Marinetti et al.

[101] demonstrated detection of hidden corrosion in steel plates. Jonsson et al. [76] showed the

capability to detect blisters and filiform corrosion. However, the efficacy for local corrosion such

as pitting appears to be quite limited.

Indeed, techniques such as linear polarization resistance (LPR), electrochemical noise
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analysis (ENA), and electrochemical impedance spectroscopy (EIS) are well-established in

laboratory settings. However, applying these methods for in situ measurements on actual

structures is often not feasible.

Another approach to monitoring corrosion more indirectly involves tracking environmen-

tal parameters such as temperature, humidity, pH, chemical species in solutions, among others.

However, for civil infrastructure, the surrounding areas are often extensive and exposed to the

environment. Consequently, detecting environmental changes attributable to local corrosion is

not always practical. For civil infrastructure, the threshold is more difficult than other structures

due to the lack of the failure cases. For local damage like pitting corrosion, the assessment is

even harder as it happens in small area in a large complex structure.

1.2.3 Corrosion Prognosis

Various data-driven approaches have been explored for corrosion prognostics. These

methods primarily rely on historical data for making predictions, operating without a physics-

based model of damage evolution. Damage prognosis, relying on features or inspection data, has

been addressed through various statistical methods. These include multi-step adaptive Kalman

filtering [82], stochastic auto-regressive integrated moving average models [73], Weibull models

[59], and particle filter methods [110]. Each method contributes to predicting the progression

of damage based on specific statistical principles. In situations where the sensor network is

inadequate or the level of criticality doesn’t warrant a high prognostic accuracy cost, a statistical

experience-based prognostic approach is suitable. This method involves gathering inspection

history data and fitting a statistical failure distribution, such as the Weibull distribution, to the data

[59, 129]. Even a straightforward statistical prognostic distribution can still enhance traditional

time-based maintenance approaches. For slow degradation types under similar loading conditions,

trend-based prognostics is applied to monitor and analyze the deviations in specific features or

measurements. However, it necessitates ample information for measurement, as relevant features

must be extracted accurately from the measurements [45]. This method forecasts future features
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by observing detectable deviations.

In addition to statistics-based prognostics, machine learning-based prognostics have

gained popularity in the realm of data-driven prognostics, leveraging the rapid advancements in

machine learning algorithms in recent years [166]. Gobel et al. [54] conducted a comparison

between Gaussian progress regression (GPR) and neural networks (NN), using the same damage

data for training. Ossai et al. [112] applied various fundamental ML algorithms, including

principal component analysis (PCA), particle swarm optimization (PSO), feed-forward artificial

NN (FFANN), gradient boosting machine (GBM), random forest (RF), and deep NN (DNN),

for estimating corrosion defect depth growth. Susto et al. [141] proposed a multiple classifier

machine learning (ML) methodology for predictive maintenance. Zhao et al. [167] uses a back

propagation neural network to predict the remaining useful life (RUL) of the aircraft engine. Li

et al. [88] applied deep convolutional neural network (DCNN) to predict the RUL on aero-engine

degradation dataset. Dourado et al. [40] incorporated a physics-informed layer based on the

Paris law into their model for corrosion-fatigue prognostics. These studies showcase the diverse

applications of ML in predicting damage progression.

Most data-driven methods require historical failure data, as statistical algorithms lack an

understanding of physical failure mechanisms. However, such failure data is often scarce or even

absent for civil infrastructure, and generating it through reasonable approaches proves challeng-

ing. Given these constraints, there is a strong inclination towards physics-based prognostics for

civil infrastructure. Another distinction lies in the fact that the Data-Driven approach heavily

relies on measurements with minimal consideration of underlying physics [165]. In contrast, the

model-based approach can offer estimates even in the absence of measurements. Furthermore,

when diagnostic information becomes available, the model can be refined or updated based on

this additional information.

Empirical pitting corrosion growth models have been investigated by multiple scholars.

Empirical models are typically derived from historical observations rather than from established

physics theories. For example, power-law models have been proposed to characterize the
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variability of corrosion growth, with the time-variant corrosion depth represented as a constant

power of time [79]. Various empirical formulas have also been developed to describe the

evolution of the pitting depth factor [139], the pitting area factor [163], and the corrosion current

density [140]. Some empirical equations also account for environmental factors that might

influence corrosion growth [26].

A physics-based model is used to understand how damage progresses in components.

These models help calculate damage to critical components based on operational conditions,

allowing for a detailed assessment of the cumulative effects on component life usage. By

combining physical and stochastic modeling techniques, these models can analyze remaining

useful life distribution, considering uncertainties from component strength/stress properties,

loading, or other operating conditions. This approach provides a comprehensive understanding

of how components behave and their reliability under various conditions.

In physics-based models for pitting corrosion, Faraday’s law is one of the most widely

used principles. According to Faraday’s law, the pit is assumed to grow at a constant volumetric

rate, as follows [65]:
dVo

dt
=

MIρ0

nFrω
exp

(
−∆H
RT

)
, (1.1)

where Vo is the volume of the metal, M is the molecular weight, n is the valence, Fr is the

Faraday’s constant, Iρ0 is the pitting current coefficient, ω is the density, ∆H is the activation

enthalpy, R is the universal gas constant, and T is the absolute temperature. The exponential

term is introduced to take the effect of temperature into consideration.

To address uncertainty in both empirical models and physics-based models, the model

parameters of the aforementioned approaches are often treated as random variables, characterized

by probability distributions such as normal, lognormal, Weibull, and Gumbel distributions

[55, 125, 132]. In addition to representing the corrosion growth metric as a deterministic function

of random variables, stochastic processes can also be utilized for probabilistic corrosion modeling.

Commonly employed stochastic process models include the Gamma process, Poisson square
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wave process, Markov chain process, and other similar stochastic processes [55, 14, 147, 119].

When physics-based models such as the phase-field model are employed for failure fore-

casting, various sources of aleatory uncertainty (e.g., material properties, load conditions, etc.)

in the simulation model need to be considered [70]. Proper consideration usually requires many

(thousands or more) evaluations of the high-fidelity simulation model [116, 117], particularly

if a Monte Carlo simulation (MCS)-based method is adopted. However, most physics-based

models are computationally very expensive due to multiple coupled nonlinear partial differen-

tial equations (PDE). Advanced uncertainty quantification or reliability analysis methods are

therefore usually needed to tackle the computational challenge. Among existing uncertainty

quantification or reliability analysis methods, MCS based on surrogate modeling is one of the

most widely used. In such a strategy, a computationally cheaper yet accurate surrogate model is

first constructed to replace the computationally expensive computer simulation models. MCS is

then conducted using the surrogate model to quantify the distribution of features of interest (e.g.,

corrosion depth, shape) or predict the probability of failure (limit state analysis) [69].

Multiple approaches have been made in recent years to build surrogate models emulating

phase-field simulations. For instance, Shen et al. [131] used the least square regression (LSR)

and the back-propagation neural network (BPNN) to produce an analytical expression for the

breakdown strength based on phase-field simulation data. Eduardo et al. [37] utilized k-nearest

neighbor (k-NN) and artificial neural networks (ANN) algorithms to detect the presence and

location of failure based on simulation data. For time-dependent processes, Montes et al. [103]

applied a long-short-term (LSTM) network to perform microstructure evolution predictions as the

surrogate model of the phase-field simulation. The principal component analysis (PCA) technique

was applied for dimension reduction; however, the reconstructed microstructure from the LSTM-

trained surrogate model had a considerably noisy boundary. Nevertheless, in the corrosion

simulation, the boundary between the corroded material and the solution is of main interest.

Qian et al. [118] implemented a convolutional neural network with Gaussian process regression

imbued with a nonlinear autoregressive exogenous structure (CNN-GP-NARX) network. In
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that work, a CNN-Autoencoder is trained to map between the high-dimensional image space

and the low-dimensional latent space. The mean values of prediction are accurate, but there

are some spurious corrosion shapes because of the uncertainty in the prediction. Even though

these data-driven surrogate models show great potential in overcoming the computational cost

for probabilistic physics-based failure forecasting, their accuracy may be significantly affected

by the training data, and the prediction sometimes may violate physical law due to the limited

amount of training data. Nejera et al. [104] implemented physics constraints in the surrogate

models to increase the accuracy and reduce the uncertainties in the prediction by modifying the

loss function.

1.3 Research Needs, Objectives, and Contributions

While pitting diagnostics and prognostics have undergone extensive investigation due to

the ubiquitous nature of corrosion, certain challenges persist in current state of the art.

• First, the noticeable scale of pitting corrosion is in the millimeter range, whereas civil

infrastructure typically span tens to hundreds of meters, introducing a multi-scale com-

plexity that complicates both diagnostics and prognostics. The scale disparity between

structures and the unpredictable outdoor environment renders many traditional corrosion

assessment approaches impractical for diagnosis, and physics-based models struggle to

maintain the same fidelity across different scales in prognosis.

• Second, advanced physics-based models pose computational challenges for prognostic

predictions, requiring numerous runs for uncertainty propagation.

• Third, the crucial and dynamic loading condition of mechanical stress in civil infrastructure

has not been adequately integrated into current diagnostic and prognostic methods.

In exploring pitting corrosion within civil infrastructure, it is imperative to establish a link-

age between mesoscale corrosion simulations and macroscale structural simulations. Moreover,
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the implementation of computationally intensive simulations for prognosis with uncertainties

is not practical. Additionally, traditional sensing technologies are unsuitable for deployment in

civil infrastructure. To tackle these challenges, the objectives of this thesis are as follows:

• Establish a connection between mesoscale corrosion simulation and macroscale structure

simulation through a multi-scale simulation approach.

• Construct surrogate models to expedite physics-based simulation, facilitating probabilistic

analysis and reliability assessment.

• Create a pitting corrosion diagnosis framework for civil infrastructure, utilizing strain

measurements and images. Subsequent prognostics will be carried out with the model

updated based on the diagnosis results.

Figure 1.3. Proposed diagnosis and prognosis framework for pitting corrosion in civil infrastruc-
ture

To realize these objectives, there are four chapters in this thesis to develop and exemplify

the approach. Chapter 2 presents a multi-scale simulation with the local PF corrosion simulation

one-way coupled with the structural level finite element (FE) simulation. Chapter 3 explores
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different surrogate modeling techniques based on machine learning (ML) for the multi-scale

simulation proposed in Chapter 2. Chapter 4 shows a reliability analysis framework for SCC

initiation with an adaptive surrogate modeling technique based on the surrogate models proposed

in Chapter 3. Chapter 5 presents a diagnosis framework with the combined measurements from

strain gauge as well as the images. A multi-stages model updating technique is developed to

update the predictive model. Figure 1.3 summarizes the major components for diagnostics and

prognostics for pitting corrosion in civil structures in this thesis.

The contributions are summarized as:

• Development of a multi-scale simulation connecting a mesoscale high-fidelity PF corrosion

simulation with a macroscale FE simulation. Modifying the PF simulation to simulate the

corrosion evolution under different static and dynamic stress conditions.

• Development of ML-based surrogate model for the physics-based computational model to

accelerate the forward simulation.

• Quantification of epistemic uncertainties in the corrosion evolution prediction. Develop-

ment of a reliability analysis approach with adaptive surrogate modeling technique and the

adaptive importance sampling (IS) technique.

• Diagnosis of pitting corrosion with images with a multi-stage model updating approach.
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Chapter 2

Physics-Based Multi-Scale Corrosion Sim-
ulation

2.1 Introduction

Stress corrosion and stress corrosion cracking (SCC) damage have been significant types

of deterioration in large civil infrastructure [96, 33]. Over decades of service, components are

exposed to variable service loads and a changing natural environment at the same time. Such

operational and environmental loading has significant influence on the evolution of local pitting

corrosion [99] and SCC initiation, which may ultimately lead to structural failure.

The phase-field method is a powerful mesoscale method to analyze the spatiotemporal

evolution of microstructure. This method can be extended by coupling with an electrochemical

reaction model to simulate the phase evolution in the corrosion process. The phase change is

described by a continuous variable such that an explicit treatment of the interface may be avoided.

LQ Chen proposed a phase-field for microstructure evolution [30]. Nonlinearity is introduced

to this model by considering the chemical reaction kinetics [91]. Multiple applications of the

phase-field method on corrosion have been proposed and studied [99, 8, 93, 109, 126, 21, 28].

Mai et al. [99] proposed a phase-field model to simulate pitting corrosion. Local free energy

was described with the Kim-Kim-Suzuki (KKS) model [80]. However, the electrical potential

distribution for ion concentration was not considered. Ansari et al. [7] took the influence of

insoluble corrosion products into consideration in phase field corrosion modeling. Chen et al.
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[95] coupled mechanical influence to the electrochemical system by multiplying an interpolation

function of the order parameter with the original mechanical energy. The mechanical term

in the electrochemical potential that was calculated similarly by taking variation of total free

energy was a square term of the elastic strain tensor. Chen et al. [93] also involved mechanical

effect coupled with galvanic influence. The change of chemical potential of electrode due to

mechanical deformation is considered as the sum of mechanical energy density and mechanical

potential. All current attempts for coupling mechanical influence into phase field corrosion

modeling led to a similar behavior under tensile or compressive stress. Nevertheless, multiple

experiments showed obvious differences between the corrosion under tensile and compressive

stress [107, 108, 164]. Such differences between tensile stress and compressive stress is rarely

studied or discussed in the phase-field modeling area, and it will be one aspect considered in this

work.

Stress corrosion cracking (SCC) was also simulated with the phase-field method. Mai

et al. [98] modified the kinetics parameter term by assuming a linear relationship with the

SCC growth velocity. Nguyen et al. [109] took ion concentration and elastic energy densities

into consideration in total free energy. However, the transition from corrosion to crack and the

relationship between crack initiation and applied mechanical load has not been studied yet. More

crucially, multiple experimental data show that the uncertainties at the crack initiation stage

is obviously higher than during the stable propagation stage [28, 80]. A probabilistic analysis

framework which can take the uncertainty sources at the crack initiation stage into consideration

is thus an important gap to fill, and this is also addressed in this work.

However, implementing such corrosion simulation on the civil structures is challenging

because the scale difference.The noticeable scale of pitting corrosion is in the millimeter range,

whereas civil infrastructure typically span tens of meters, introducing a multi-scale complexity

that complicates simulation. The physics-based models struggle to maintain the same fidelity

across different scales. To address this concern, we proposed a multi-scale corrosion simulation

approach as Figure 2.1 shows. This approach includes a mesoscale corrosion simulation, a
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macroscale structural analysis and a statistical method for pit initiation modeling. An electro-

chemo-mechanical phase-field model coupled with mechanical stress is also developed based

on the generalized chemical potential. This model can capture the influence of different kinds

of mechanical loading (tensile, compressive, and shear stress) on pitting corrosion growth, by

embedding the stress term into the overpotential in the Butler-Volmer equation. A SCC initiation

criterion based on a Von-mises limit state is proposed and compared with the other SCC initiation

criteria [94] based on the Tsujikawa–Kondo condition [81].

Figure 2.1. Schematics of multi-scale pitting corrosion simulation

The remainder of this chapter is organized as follows: Section 2.2 introduces the

macroscale structural analysis with dynamic load; Section 2.3 presents the pitting corrosion

simulation using a phase-field model, pit-to-crack transition analysis, calibration, and the stress

influence on corrosion evolution and stress corrosion cracking initiation. Finally, Section 2.4

concludes and discusses the presented work in the chapter.
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2.2 Macroscale Structural Analysis

2.2.1 Stochastic Load Condition Modeling

The structure of interest in this work is the Greenup miter gate located in Kentucky, USA.

The water elevation on both sides of the Greenup dam is monitored every fifteen minutes by

the United States Geological Survey [1]. In order to model the water levels, the water level

monitoring data is decomposed into the trend, seasonality, and noise [114] with moving average.

However, the monitoring data show almost no regular seasonal pattern in the series as Figure 2.2

shows. Thus, the water level time series data is decomposed mainly into the trend and noise two

parts.

Figure 2.2. Time series decomposition for water level monitoring data (left) and autocorrelation
plot of noise component (right)

After that, the water level is modeled as a second-order stochastic process using the

Karhunen–Loeve expansion method as below [146]

h(t) = µ (t)+σ (t)
N

∑
i=1

√
λi (t)ξiηi (t) , (2.1)
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in which µ (t) is the mean of the process and is the trend component from the decomposition; σ (t)

is the standard deviation calculated from noise component; λi (t) and ηi (t) are the eigenvalues

and the associated eigenvectors obtained from eigendecomposition of the autocorrelation matrix

obtained with the noise component and the correlation function is shown in Figure 2.2; ξi is a set

of uncorrelated standard Gaussian random variables.

Based on the stochastic modeling of the water level, different realizations of water level

time series data can be generated with the KL expansion.

2.2.2 Macroscale Structural Analysis

To simulate the stress response of the structure under varying water levels, a high-fidelity

linear finite element model of a large infrastructure, the Greenup miter gate, is utilized. This

finite element model, as shown on the left side in Figure 5.8 has been validated in the previous

study [44]. The structure is discretized with 64919 shell elements. The model is capable of

simulating the structure behavior under different water elevations on both sides.

Figure 2.3. Miter gate finite element model (left) and the stress values of locations selected
(right)

The stress distribution is complex in such large infrastructures. However, a limited

number of stress responses can be simulated in the corrosion model due to computational cost.

Therefore, two hundred locations within different average stress ranges are selected to represent
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the stress response on the entire structure. Specifically, the stress responses under one hundred

time-series realizations of KL-expansion water levels are simulated and averaged over different

realizations and time series. Positions on the gate are then grouped by different stress ranges for

the selection. The right side plot on Figure 5.8 shows the stress value of the locations selected.

2.3 Mesoscale Pitting Corrosion Modeling

2.3.1 Stress corrosion and SCC mechanism

The stress corrosion process, as shown in Figure 2.4, starts from the local breakage of

the passive film. Under a corrosive environment, the metal is corroded and produce cations

(M+) into the electrolyte as well as the electrons in the electrode. During service life, complex

mechanical loading conditions typically occur in different locations. However, mechanical

loading changes the chemical potential of the electrode (metal), affecting the corrosion process.

Stress concentration at the tip of the pitting corrosion amplifies the influence from the mechanical

stress. In order to properly quantify the contribution from mechanical load, a generalized

potential is introduced.

Figure 2.4. Schematics of stress corrosion

2.3.2 Statistical Modeling of Pit Initiation Time and Location

To facilitate the simulation of multiple pit evolutions on the macro structure, we introduce

a multi-scale simulation approach that establishes a connection between mesoscale single pit
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simulations and the macroscale structure.

For simulating multiple pits based on the behavior of a single pit at the local level,

obtaining information about multiple pit initiation times and locations is crucial. Pit initiation

stems from the breakdown of the local passive film, a process involving intricate mechanisms of

nucleation and early propagation, currently under active research [51, 83, 84, 86, 87].

Given the complexity of these mechanisms, we resort to statistical information to describe

this stage. The passive film breakdown event is modeled as a nonhomogeneous Poisson process

[12], and the Weibull distribution has been identified as a suitable fit for the pit initiation time

distribution [11, 89].

2.3.3 Generalized chemical potential and kinetics in corrosion system
with mechanical stress

The generalized chemical potential in the electrochemical system is expressed as

µ = µt +µel +µgr +µme′ (2.2)

where µ is the well-defined chemical potential, µ usually consists of thermal potential µt ,

electrical potential µel , gradient energy density or gradient potential µgr, and mechanical energy

density or mechanical potential µme.

The influence of mechanical deformation on corrosion process originates from the

potential change due to mechanical deformation on the surface of the solid [63, 62]. According

to Gibbs–Duhem equation [38], the differential of chemical potential dependence is described as

∑
i

Nidµi =−SdT +V dP (2.3)

where N is molarity, V is the volume, S is the entropy, T is the temperature and P is the pressure,

calculated with hydrostatic stress by P =−1
3 ∑

3
k=1 σkk

Assuming the metal response is linearly elastic [127], the linear expression for µme by
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integrating Equation 2.3 follows expression in mechanochemistry area by Gutman [63, 62]

µme =
∫ P2

P1

V (P)dP ≈ ∆PVm′ (2.4)

where P1,P2 are the initial and end pressure and Vm is the molar volume.

The thermal potential is expressed as

µt = g(c̄)+ c0RT (c̄+ ln c̄++ c̄− ln c̄−)+∑
i

ciµ
Θ
i (2.5)

Where c = {c,c+,c−} is a set of concentrations for the metal atom, metal cations, and electron,

respectively. Further, c̄ is defined as the set of dimensionless concentrations as {c− = c
cs
, c̄+ =

c+
c0
, c̄− = c−

c0
}, where cs is the site density of the metal iron and c0 is the bulk concentration of

electrolyte solution, R is molar gas constant, and T is the temperature. The double-well function

g(c̄) =Wc̄2(1− c̄)2 is used to describe the transition between electrode (c̄ = 1) and electrolyte

(c̄ = 0). W represents barrier height of corrosion. µΘ
i is the reference chemical potential of

spices i.

The electric potential µel is expressed as

µel = ρeφ (2.6)

where φ is the electrostatic potential, ρe is the charge density which can be expressed as

ρe = Fzici where F is Faraday’s constant, zi is the valence and ci is the concentration of species

i.

The interfacial potential µgr is given by taking partial derivative of the interface energy

as [91]

µgr = g′(c̄)−κ∇
2c̄ (2.7)

where κ is interface coefficient.
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According to previous formulation of electrochemical reaction kinetics, the reaction

rate, Re of corrosion is expressed as the difference between forward (S1 → S2) and backward

(S2 → S1) reactions in a form of Butler–Volmer equation as

Re = k0(exp[
−(µex

t −µ1)

RT
]− exp[

−(µex
t −µ2)

RT
]) (2.8)

where µ1 and µ2 refers to the total chemical potential at state 1 and state 2 respectively, µex
t is

the activation barrier, k0 is the reaction constant.

Based on the potentials Equation 2.2-2.7 we defined previously, we can get the potential

expressions of initial state 1 (electrode) and later state 2 (electrolyte) by different components in

the corrosion reaction, M → Mn++ne−

µ1 = µM = µ
t
M +µ

me
M +µ

gr
M = µgr +µ

Θ
M +µme (2.9)

µ2 = µ
t
Mn+ +nµel = RT lnaMn+ +µ

Θ

Mn+ +nFφs +nRT lnae +nµ
Θ
e −nFφe (2.10)

where φs and φe are the electrostatic potential in the solution and the electrode respectively, aM,

aMn+ and ae are the activities of the components. The activity for electrons is unity assuming

that the electrolyte solution is dilute. The interfacial potential difference is ∆φ = φe −φs. At the

equilibrium, the potential difference ∆µ = µ2 −µ1 = 0 according to the Nernst equation

∆φ
eq =

µΘ

Mn+ +nµΘ
e −µΘ

M +RT ln c̄++µme −µgr

nF
(2.11)

Outside equilibrium, the reaction is driven by the overpotential, η , which is defined as

η = ∆φ −∆φ
eq (2.12)
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Substituting Equation 2.12 with Equation 2.11, η is expressed as

η = ∆φ −
µΘ

Mn+ +nµΘ
e −µΘ

M

nF
−

RT ln c̄+−µgr

nF
+

µme

nF
(2.13)

where the second term represents the standard potential difference between reactants and products,

the third term expresses the concentration overpotential, and the third term is the influence of

mechanical elastic energy density. The total overpotential can be separated into activation

overpotential ηa = ∆φ − µΘ

Mn++nµΘ
e −µΘ

M+µme

nF , concentration overpotential ηc =
RT ln ¯c+−µgr

nF .

The excess electrochemical potential in the transition state is defined as [15]

µ
ex
t = RT lnγt +µ

ex
me +(1−α)µΘ

M +α(µΘ

Mn+ +nµ
Θ
e ) (2.14)

where γt is the activity coefficient at the transition state, µex
me represents the mechanical potential

at the transition state, and α is an approximate constant ranging from zero to one called symmetry

factor.

The reaction rate can be expressed by substituting Equations 2.9 to 2.14 into Equation

2.7

r =
k0

γt
exp(−µex

me
RT

)×{exp(
µgr +(1−α)ηa

RT
− c̄+exp(

−αnFηa

RT
)} (2.15)

The influence of the interfacial potential concentration gradient at the interface on the corrosion

process is usually small comparing to other components in the total chemical potential [29]. A

nonlinear relationship for phase transforming is proposed by Liang et al. [91, 143] as

r =−Lσ (g′(c̄)−κ∇
2c̄)−Lη(exp(

(1−α)ηa

RT
)− c̄+exp(

−αnFηa

RT
)) (2.16)

where Lσ = k0
RT ηtcs

exp(−µex
me

RT )exp( (1−α)ηa
RT ) represents interfacial mobility and Ln =

k0
ηt

exp(−µµme
RT ) represents a reaction coefficient. In the work, we assume the reaction coeffi-

cient is a constant value which will be calibrated in Section 4.1.

25



2.3.4 Governing equations for corrosion with stress

A continuous order parameter ξ is introduced to describe the diffuse interface in the

proposed phase field model. The order parameter physically corresponds to the dimensionless

concentration of the metal, as ξ = c̄. The dimensionless concentration c̄ = 1 in the metal and

c̄ = 0 in the electrolyte solution.

In this model, we consider the order parameter’s evolution is driven by electrochemical

reaction rate r. Thus, the driving force can be clearly divided into two parts: the interface

energy and the electrode reaction. To describe the electrochemical reaction kinetics at the diffuse

interface, an interpolating function h′(ξ ) = 30ξ 2(1−ξ )2 is introduced. Notice that the order

parameter changes from one to zero for phase evolution in corrosion process. The phase evolution

has a negative relationship with reaction rate r. Therefore, the governing equation for the phase

evolution is

∂ξ

∂ t
=−Lσ

(
g′(ξ )−κ∇

2
ξ
)
−Lηh′(ξ )

(
exp

(1−α)ηa

RT
− c̄+ exp

−αnFrηa

RT

)
, (2.17)

Equation 2.16 indicates that the mechanical deformation changes the total chemical potential

with the mechanical potential µme (in term ηa). If µme > 0, the mechanical contribution has

a positive influence on the corrosion process; if µme < 0, the mechanical contribution has a

negative influence on the corrosion process.

The metal atom is considered as fixed except during diffusion process. The electrochem-

ical reaction provides the source term which depends on the corrosion (metal consumption)

process. The diffusion can be described with the Nernst-Plank equation as

∂ c̄+
∂ t

= ∇ ·
(

De f f
∇c̄+

De f f c̄+
RT

nF∇φ

)
− cs

c0

∂ξ

∂ t
, (2.18)

where De f f represents the effective diffusion coefficient as De f f = Deh(ξ ) +Ds(1− h(ξ )),

where De and Ds are the diffusion coefficients for metal cation in the electrode and electrolyte,
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respectively.

The mechanical equilibrium equation is expressed with stress tensor σ = Aeεeq as

div(σ) = 0, (2.19)

where the body force is neglected.

It is obvious that fully corroded metal cannot support stress or strain. The equivalent

elastic strain tensor considering solid-liquid interface is modified as follows:

ε
eq = p(c̄)

{
1
2

(
∂ui

∂x j
+

∂u j

∂xi

)}
(i, j = 1,2,3), (2.20)

where ui and u j are displacement components, p(c̄) is an interpolation function to smooth the

discontinuity in the interface and it also satisfies p(0) = 0 and p(1) = 1. Combining Equation

2.19 and 2.20, we can get the governing equation for mechanical equilibrium as

div
(

Ae p(c̄)
{

1
2

(
∂ui

∂x j
+

∂u j

∂xi

)})
= 0, (2.21)

2.3.5 Pit-to-crack transition

Two different SCC initiation criteria are implemented based on the corrosion morphology

and the applied mechanical load.

One criterion is based on the Von Mises yield criterion or Tresca yield criterion (which

give the same results under a plane strain assumption). The crack is assumed to initiate when

the stress reaches the Von Mises yield criterion. Note that this is an approximate conservative

criterion for crack initiation

σ1 −σ2 = 2

√(
σx −σy

2

)2

+ τ2
xy <

2Y√
3
, (2.22)
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where Y is uniaxial yield stress, σy is zero under a uniaxial stress state, σx is the normal stress at

the tip, and τxy is the shear stress at the tip. Both σx and τxy at the tip position can be approximated

with the stress concentration equation [6]

σx = σnorm

(
1+2

√
a
ρ

)
,τxy = τnorm

(
1+2

√
a
ρ

)
, (2.23)

where a represents corrosion depth and ρ represents the curvature at the bottom of corrosion pits

or potential crack tip position. Both the curvature radius rho and corrosion depth a are calculated

from the corrosion morphology. From the Equation 2.22-2.23, we can notice that the larger

corrosion depth and sharper interfaces are more likely to initiate cracking.

The other SCC initiation criterion is the Tsujikawa–Kondo criterion [81], which compares

the corrosion growth velocity with the crack propagation velocity. When the crack propagation

speed surpasses the corrosion growth speed, the crack is assumed to initiate. One implementation

is based on that the driving force from mechanical stress are separated from that from electrode

dissolution [164]. The corrosion speed at pit tip and mouth area of the model are calculated as

vtip and vmouth based on the displacement of the interface at pit tip location and the mouth top

location, respectively. A parameter Kv = (vtip − vmouth)/vmouth is used to evaluate the portion

of driving force from mechanical stress. vtip represents the crack propagation speed and vmouth

represents the corrosion speed in the crack initiation stage. When the vtip is twice as large as the

vmouth, implying the mechanical driving force is much larger than the corrosion without stress,

the crack is assumed to initiate. Both criteria are implemented and compared as given in Figure

2.5. Both the approximated Von Mises stress at the tip and parameter Kv are plotted over time.

The SCC initiation time is identified when the criterion is met, i.e., the Von Mises stress reaches

the yield stress, or Kv reaches two. The proposed SCC initiation criterion is an indicator about

the time and location of a possible SCC initiation. The overall trend for these two parameters is

similar while the criterion based on the approximated stress is more conservative and stable than

that based on corrosion growth speed.
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Figure 2.5. Comparation between two crack initiation criteria

2.3.6 Calibration of the phase-field model

The electro-chemo-mechanical phase-field model is calibrated through the measurement

data in the literature [29, 113, 22]. In the phase field model for a new system, the reaction

constant Lη is usually unknown or unavailable. Here, Lη is calibrated through the measurement

of the inner bottom plates of sea-going bulk carriers as shown in Figure 5.3.3. The measured

data is not stable because there were some repair and replacement actions going on during the

measurement [113]. The different size of the spots represents the number of pits with a certain

depth at a certain time. We can notice that changes in the reaction constant greatly affect the

corrosion growth. The size of the measurement data point represents the number of pits at certain

time with certain depth. The value 40 after normalization, corresponding to 1.3× 10−7/s is

selected for Lη in this work. Details about the normalization of all parameters can be found in

the appendix. Other parameters such as gradient energy coefficient and diffusion coefficient are

chosen from the literature [29, 22].

29



Figure 2.6. Calibration of reaction constant with measurement data

2.3.7 Stress effect on corrosion

The influence of different kinds of mechanical loading on corrosion evolution is con-

sidered in this section. Figure 2.7 shows the geometry and boundary conditions of the model.

The interface between metal and electrolyte is separated with a layer of non-penetrable passive

film except the center semicircle area, which is the initial pit assumed. Normal stress, shear

stress with an average magnitude of 50 MPa, and combinations therein are applied to the model

because these stress status are common in a miter gate (a type of large civil infrastructure that

serves as the underlying structure of interest in this work) in service according to a validated

simulation [148] as Figure 2.8 shows. The right surface is fixed. Plane strain is assumed for the

model.

Figure 2.9 (a) compares the influence of constant normal tensile stress and compressive

stress on the corrosion process. Given applied stress, tensile stress leads to greater corrosion

30



Figure 2.7. Geometry and boundary conditions of the model for stress effect study

Figure 2.8. Stress magnitude of miter gate simulation

depth while compressive stress results in less corrosion depth. The morphology shows that the

tensile stress results in a sharper interface while compressive stress results in a flatter interface.

Both cases with tensile stress and compressive stress have stress concentrations because of

material loss in the pit evolution. Note that the stress condition affects the corrosion evolution

with the hydrostatic stress term in the mechanical elastic energy density as indicated in Equation

2.3. As the corrosion evolves, the absolute value of hydrostatic stress at corrosion tip increases

greatly since stress concentration is severe. Therefore, the contribution of mechanical stress is

becoming more and more dominant as the stress concentration increases. However, the tensile

31



stress leads to positive hydrostatic stress while compressive stress leads to negative hydrostatic

stress. Large positive hydrostatic stress in the tensile case accelerates the corrosion growth.

Because stress concentrates at the pit tip, the tip area has larger positive hydrostatic stress. Thus,

corrosion in this area grows faster than in neighboring areas such that the interface becomes

sharper. A sharper interface leads to more serious stress concentration. This cycle accelerates

the corrosion evolution and fosters potential crack initiation. Conversely, in the compressive

case, the negative hydrostatic stress decreases the corrosion growth. As the absolute value of

the negative hydrostatic stress increases at the tip area due to stress concentration, the corrosion

evolves slower than in other areas. This leads to a flatter interface as the morphology figure

shows.

Figure 2.9 (b) shows the influence of constant shear stress on the corrosion evolution.

Positive and negative shear stress are applied to the model. Negative shear stress leads to larger

corrosion depth while positive shear stress leads to smaller corrosion depth than the zero-stress

case. In addition, negative shear stress also changes the corrosion (or SCC) evolution direction.

Negative shear stress applied on the top surface brings tension stress to the right side of the

model. The tension stress leads to positive hydrostatic stress, contributing to faster corrosion

growth. The sharp interface is formed with similar reasoning as with tensile stress case discussed

above. The change of corrosion evolution direction is interesting. The shear stress acting on a

stress element can result in a “shear diagonal”, which is the principal tension in the diagonal

direction as shown in Figure 2.9 (b). This principal tension creates higher hydrostatic stress in

the perpendicular direction. With tensile stress on vertical direction, the principal stress direction

is smaller than 45 degrees. Therefore, the corrosion evolves with the perpendicular direction to

the principal stress direction.

However, the positive shear stress case shows completely different behavior. This is

because positive shear stress at the top surface leads to compressive stress, and thus negative

hydrostatic stress to the right side of the model. This results in a slower corrosion depth growth.

Similar to the negative shear stress case, positive shear stress also results in shear diagonal at the
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other diagonal direction. There is slightly more corrosion (upper left side) on the perpendicular

direction to the shear diagonal. The difference is not as obvious as the negative shear stress case,

as the compressive stress decreases the overall corrosion growth, and thus there is less stress

concentration reducing the driving force from mechanical stress.

Figure 2.10 shows the effect of combined mechanical load of normal and shear stress.

We can find that a tensile stress with a negative shear stress leads to the fastest corrosion depth

growth, while a compression stress with a positive shear stress leads to the slowest corrosion

depth growth. This is because the complex stress can result in higher or lower hydrostatic stress

in the model.

The dynamic normal stress and shear stress described in Section 2.2 are applied on one

side of the plate, resulting in the growth of pitting corrosion from the top center region. The

dynamic stress is generated from the miter gate simulation described above. The results are

shown in Figure 2.11. The corrosion evolution shows different growth speeds, directions, and

shapes. This result is interesting as the dynamic load actually has a significant influence on the

corrosion process.

It should be noted that pitting corrosion/propagation is a complex process that involves

multiple chemical reactions, environmental impacts, and different kinds of nucleation mecha-

nisms. This part mainly focuses on the influence from mechanical stress on the pitting corrosion.

Therefore, the pitting shapes from this model cannot cover all the shapes reported from experi-

mental observation [3]. However, some shapes are still foreseen from shapes in this model. As

the Figure 2.12 shows, when the metal is under tensile loading, the pitting shape tends to be

sharp and narrow; when under compression, the shape becomes wide and shallow; when without

mechanical actions, the shape becomes semi-circle like, indicating isotropic corrosion; when

under certain direction shear stress, sideway pit is more likely to be formed. In the future, the

model can be extended with the environmental conditions associated with nucleation mechanisms

as well as material microstructures.
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2.3.8 Stress effect on the SCC initiation

Different normal stress and shear stress conditions are applied to the model to investigate

the influence of stress level on the SCC initiation time. There is no SCC initiation when the

compressive stress and positive shear stress are applied because they decrease the corrosion

growth speed at the tip location where the stress concentration is critical; however, tensile stress

and negative shear stress can lead to SCC initiation as Figure 2.9 shows. For both tensile stress

and shear stress, the SCC initiation time decreases with the increase of stress level, which means

higher stress level leads to an earlier SCC initiation. For the same magnitude of stress, shear

stress results in earlier SCC initiation than tensile stress. The morphology on the right of Figure

2.13 also shows the SCC propagation direction of both the tension case and the shear case

corresponding to the crack direction in the tension and shear failure modes.

2.4 Conclusions

The integration of mesoscale corrosion simulation, macroscale structural analysis, and

statistical initiation time modeling provides a robust foundation for capturing pitting corrosion in

large structures.

The influence of mechanical stress on the corrosion evolution and SCC initiation is

analyzed in details. Tensile stress results in faster corrosion speed than compressive stress.

Complex stress case can cause faster or slower corrosion speed than any simple stress of the same

magnitude. Both tensile and shear stress can lead to sharp interface and potential crack initiation.

Larger stress and higher reaction coefficient induce earlier crack initiation time. There are also

some limitations in the current corrosion model. The impact of the environment is not studied in

this work. The parameters related to the environment (such as reaction constant, diffusivity of

metal ion) are considered as constant. The corrosion nucleation mechanism is not considered

in this work. The corrosion is assumed to start at the beginning of the simulation. In addition,

pitting corrosion/propagation is a complex process that involves multiple chemical reactions and
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affected by different microstructures of the metal. The predicted pitting morphologies in this

work cannot cover all the pitting formations reported in experimental observation [3]. These

issues will be studied in our future work.

2.5 Appendices:

Normalization table

Parametere Real value Normalization Normalized Value
Reaction constant Lη 8.3×10−6/s L̃η = Lη ×∆t0 40
Gradient energy co-
eff. κ

5×10−5J/m κ̃ = κ/(E0 × l2
0) 1×10−2

Diffusion coeff. in
electrode De

7.19×10−13m2/s D̃e =De/(l2
0/∆t0) 2.157×102

Diffusion coeff. in
solution Ds

7.19×10−10m2/s D̃s = Ds/(l2
0/∆t0) 2.157×105

Time step ∆t 1.5×105s ∆t̃ = ∆t/∆t0 5×10−3

where the characteristic length l0 = 100µm, the characteristic time ∆t0 = 3× 109s, and the

characteristic energy density E0 = 1.5×106J/m3.

Gaussian process regression

A Gaussian process is formed by assuming a zero-mean multivariant Gaussian prior

distribution [120]

f (xi)∼ N ( f |0,K), (2.24)

where K is the covariance matrix, the element at i-th row jth column is Ki j = k(xi,x j), k is a

covariance function that describes the relation between different inputs, zero mean is assumed

for the prior.

Assuming the noise to be Gaussian with a variance of σ2
y , the joint distribution between

training data and test data is given by

Y

y∗

∼ N

Y

y∗

∣∣∣∣∣∣∣0,
K(X ,X)+σ2

y I K(X ,x∗)

K(x∗,X) K(x∗,x∗)


 , (2.25)
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where x∗ represents the new input vector for the test data and y∗ represents corresponding

predicted output, K(X ,X) is the covariance matrix between different training inputs with element

k(xi,x j), K(x∗,X) denotes the covariance matrix between training inputs and new test inputs

with element K(x∗,x j) and K(x∗,x∗) denotes the covariance between new test inputs.

Next, the Bayesian inference is used to calculate the posterior distribution over y∗

y∗ ∼ N (y∗|µ∗(x∗),K∗(x∗,x∗)), (2.26)

where the mean of posterior prediction is µ∗(x∗) = K(x∗,X)[K(x∗,x∗)+σ2
y I]−1K(X ,x∗), and the

variance of posterior prediction is K∗(x∗,x∗) = K(x∗,x∗)−K(x∗,X)[K(x∗,x∗)+σ2
y I]−1K(X ,x∗)

2.6 Remarks

Material for this chapter was published in the following articles:

[1] Guofeng Qian, Karnpiwat Tantratian, Lei Chen, Zhen Hu, and Michael D Todd. A prob-

abilistic computational framework for the prediction of corrosion-induced cracking in large

structures. Scientific Reports, 12(1):20898, 2022.

[2] Guofeng Qian, Zhen Hu, and Michael D Todd. A hybrid surrogate modeling method for

corrosion morphology prediction under non-stationary dynamic loading. In Structural Health

Monitoring 2023, Proceedings of the International Workshop on Structural Health Monitoring

2023, pages 643–650. DEStech, 2023.
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Figure 2.9. Results of pitting corrosion evolution with the influence of (a) normal stress, and (b)
shear stress

37



Figure 2.10. Corrosion depth under different stress conditions

Figure 2.11. Corrosion simulation result and mechanical dynamic load
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Figure 2.12. Different pitting shapes from simulations (left) and observations (right)

Figure 2.13. Stress influence on SCC initiation
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Chapter 3

Machine Learning-Based Surrogate Mod-
eling

3.1 Introduction

Pitting corrosion under stress is a common type of degradation in civil infrastructure [96,

64]. Forecasting the damage evolution of pitting corrosion over time is essential for maintenance

planning and life-cycle cost optimization for any structure where corrosion-induced consequences

are important. Specifically, one limit state is defined as the corrosion-induced cracking initiation

within the time of interest. The curvature information from corrosion morphology, together with

stress condition, is utilized in the crack initiation criterion based on fracture mechanics. The

detailed information can be found in Ref. [118]. Damage limit state forecasting may be typically

performed using some form of a data-driven method, a physics-based approach, or a combination

thereof [144, 145]. For large civil infrastructures such as the miter gates considered in this work,

data that indicate degradation caused by pitting corrosion are usually unavailable. Physics-based

corrosion damage prediction using high-fidelity computer simulations provides a promising way

to overcome this challenge.

The operational and environmental loading (demand) play a significant role in corrosion

evolution over long-term life cycle operations [121]. In order to account for these factors in

physics-based simulation of pitting corrosion growth, different kinds of computational models

have been proposed such as the finite volume method (FVM) [128], cellular automata (CA)
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techniques [137], peridynamic (PD) formulations [161], and phase-field (PF) models [30].

Among them, the phase-field method has the advantage of having the flexibility to couple the

mechanical stress into the electrochemical equations to simulate the corrosion growth under

mechanical stress [118].

When physics-based models such as the phase-field model are employed for failure

forecasting, various sources of uncertainty (e.g., material properties, load conditions, etc.) in

the simulation model need to be considered [70]. Proper consideration usually requires many

(thousands or more) evaluations of the high-fidelity simulation model, particularly if a Monte

Carlo simulation (MCS)-based method is adopted. However, the phase-field simulation is

computationally very expensive due to multiple coupled nonlinear partial differential equations

(PDE). Advanced uncertainty quantification or reliability analysis methods are therefore usually

needed to tackle the computational challenge. Among existing uncertainty quantification or

reliability analysis methods, MCS based on surrogate modeling is one of the most widely used.

In such a strategy, a computationally cheaper yet accurate surrogate model is first constructed

to replace the computationally expensive computer simulation models. MCS is then conducted

using the surrogate model to quantify the distribution of features of interest (e.g., corrosion depth,

shape) or predict the probability of failure (limit state analysis) [69].

Multiple approaches have been made in recent years to build surrogate models emulating

phase-field simulations. For instance, Shen et al. [131] used the least square regression (LSR)

and the back-propagation neural network (BPNN) to produce an analytical expression for the

breakdown strength based on phase-field simulation data. Eduardo et al. [37] utilized k-nearest

neighbor (k-NN) and artificial neural networks (ANN) algorithms to detect the presence and

location of failure based on simulation data. For time-dependent processes, Montes et al. [103]

applied a long-short-term (LSTM) network to perform microstructure evolution predictions as

the surrogate model of the phase-field simulation. The principal component analysis (PCA)

technique was applied for dimension reduction; however, the reconstructed microstructure from

the LSTM-trained surrogate model had a considerably noisy boundary. Nevertheless, in the
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corrosion simulation, the boundary between the corroded material and the solution is of main

interest.

This work overcomes the limitations of current pitting corrosion simulation methods by

proposing a surrogate model combining Convolutional neural network (CNN) and Gaussian

process (GP)-based nonlinear autoregressive network with exogenous inputs (NARX) to predict

the corrosion growth and potential crack initiation time and location. This model can provide

accurate prediction with negligible computing time, enabling probabilistic methods for risk-

informed lifecycle management. The other physics-constrained surrogate model is furtherly

proposed to reduce the prediction epistemic uncertainties of the previous CNN-GP-NARX model.

This model consists of a convolutional variational autoencoder to reduce the dimension of

pitting corrosion shape images and a Bayesian multi-layer perceptron network (also known as

the Bayesian Latent Space Time Evolution Network) to model the evolution of the corrosion

pit morphology over time. To account for the fact that corrosion damage without repair is an

irreversible process, a physics constraint is added to the surrogate model to ensure that the

corrosion rate is strictly negative.

3.2 CNN-GP-NARX surrogate model of pitting corrosion
simulation and crack initiation

The inputs for the proposed surrogate model are the corrosion morphology at a certain

time step t, the external mechanical load, and other physical parameters including reaction

constant and diffusion coefficient that would affect the growth of the corrosion pits over time.

The output of the surrogate model is the corrosion morphology at future time step t +n(n > 0).

Specifically, the corrosion morphology here are represented by the order parameter ξ value in

the phase-field model defined in Section 2.3, ranging from 0 to 1 where 0 means liquid while 1

means metal. 80 by 40 pixels for one channel (ξ ) are extracted from the FEM implementation

results to represent the corrosion morphology in our study.
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To extract features, a CNN-Autoencoder and decoder is used to map the high-dimensional

corrosion morphology into low-dimensional compressed features in the latent space. Low-

dimensional features need to be extracted from the images to feed into the GP-NARX algorithms,

as fewer features require fewer training data and less training time. The model also can make

more accurate predictions with fewer features if features encode the essential information needed

for prediction. Figure 3.1 presents the overall workflow of the CNN-GP-NARX surrogate

modeling method.

Figure 3.1. Workflow of CNN-GP-NARX Surrogate model

3.2.1 CNN-autoencoder and decoder for dimension reduction

A CNN is selected as the autoencoder in our surrogate model for feature extraction

because a CNN is the most widely used architecture for image data. Several filters in the

convolutional layers would extract important features when images pass through. We compared

CNN with commonly used dimension-reduction techniques, such as principal component analysis

(PCA). The results show that CNN has a better performance. PCA requires hundreds of principal

components to obtain 98% variance for 80-by-40 pixel images, while CNN can reduce the

dimension to fewer than ten with accurate reconstruction.

Different numbers of features have been tested for the CNN architecture and the test loss

history is shown in the Figure 3.2. The decrease of the test loss with the increase of the number of

features stops when the feature number gets to six. This number might be sensitive to the size and
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architecture of the neural network. In this work, the number of latent features is therefore chosen

as six for the CNN. As shown in Figure 3.3, the CNN-autoencoder contains six layers, including

two combinations of one convolutional layer followed by one max-pooling layer to reduce the

dimension, a dense layer to flatten multi-dimensions output from previous convolutional layers to

one-dimensional vector, and a fully connected layer to reduce the length of the one-dimensional

vector from the dense layer to the ideal number of features. In this network, six features are

kept after compression with encoder to balance the error and dimension reduction performance

according to the test results shown in Figure 3.1. The decoder consists of two fully connected

Figure 3.2. Test loss history of different numbers of features

Figure 3.3. Architecture of CNN-autoencoder

layers followed by two deconvolutional layers to reconstruct the image from the compressed

44



features. There are no un-pooling layers because that requires extra information, namely the

indices of maximum values from the max-pooling layer. However, the decoder should work

independently without any extra information from the encoder after training. In other words, the

information needed in the images is not properly compressed into features since there are still

some information that lies in the indices of maximum values.

The encoder and decoder are trained together. The purpose of encoder-decoder structure

is dimensionality reduction. Therefore, more accurate reconstruction results are desired from

low-dimensional latent space. Thus, the input and output for training is the same image. In this

case, 75% of the morphology images are randomly selected for training, and the remaining 25%

is used to validate the neural network.

3.2.2 GP-NARX models

Gaussian process regression (GPR) is a probabilistic predictive model class that has

been widely used in many domains to build a data-driven model for prediction [120]. It has

an advantage over other machine learning models in that it provides not only mean predictions

(a “point estimate”, like a neural network) but also confidences in a closed form. While GPRs

are widely employed for surrogate modeling of static and quasi-static problems, they may be

extended for dynamic systems by adopting a nonlinear autogressive exogenous model (NARX)

framework. NARX model describes the relationship between the responses yi at ti as a nonlinear

function of exogenous inputs as follows

yi = G
(
yi−1, · · · ,yi−p,ui, · · · ,ui−q

)
= εi, (3.1)

where G(·) is a nonlinear function, ui, · · · ,ui−q are the exogenous inputs, p and q are respectively

the number of lags for the inputs and the response variable, and εi is the error term.

In GP-NARX, a GPR model is constructed to learn the nonlinear function G(·). Let

the latent responses of corrosion morphology after the mapping using CNN-autoencoder be
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ααα1, · · · ,ααα6, where ααα j =
[
α j1,α j2, · · · ,α jNt

]
,∀ j = 1, · · · ,6 is a vector of the j-th latent response,

α jk is the j-th latent response at time step tk, and Nt is the total number of time steps in the pitting

corrosion simulation, six GP-NARX models are constructed in the latent space as follows

α jk = Ĝ j (α̃αα1, · · · , α̃αα6,θθθ)+ εk,∀ j = 1, · · · ,6, (3.2)

in which α̃αα j =
[
α j1, · · · ,α jp

]
are the previous p time steps of the j-th latent response, α jk ∼

N(µ jk,σ
2
jk) is a probabilistic prediction which is represented as a Gaussian distribution with

mean µ jk and standard deviation σ jk from the GP-NARX models, and θθθ is a vector of other

input parameters that affect corrosion growth at previous time steps. Note that parameters θθθ

change slowly in the corrosion problem and thus are assumed to be constant in the simulated

time period.

Once the GP-NARX models are trained, there are two kinds of prediction that may be

performed. The basic one is one-step ahead prediction. One-step ahead prediction is made

with the observations from previous certain steps, which is using morphology features of a few

continuous time steps to predict latent features of the following step, i.e.,

α
∗
jk = Ĝ j (α̃αα1, · · · , α̃αα6,θθθ)+ εk,∀ j = 1, · · · ,6;where α

∗
jk ∼ N(µ∗

jk,σ
∗2
jk ), (3.3)

The other kind of prediction is called multi-step ahead prediction. In multi-step ahead prediction,

the prediction at the current time step will be used as inputs of the future time steps and is

performed recursively as follows

α
∗
jk = Ĝ j (α̃αα

∗
1, · · · , α̃αα∗

6,θθθ)+ εk,∀ j = 1, · · · ,6, (3.4)

where α̃αα
∗
j =

[
α∗

j1, · · · ,α∗
jp

]
is a vector of uncertain predictions from previous time steps. Usually,

multi-step ahead prediction is more demanding for the model, as the errors from every previous

prediction can accumulate.
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Since a large volume of data may be generated from each simulation in the pitting

corrosion simulation process, each simulation data step is down-sampled by every third time

step, as the original time interval is too small to show obvious corrosion evolution. After the

data down-sampling, p=5 is chosen in this work, which is a number determined through cross-

validation that can give the best prediction. It means that the compressed morphology features

of previous 5-time steps (15-time steps from the simulation) are used in the input of NARX

structure. The considered model parameters θθθ as mentioned above include external normal load,

external shear load, reaction constant, and the diffusion coefficient.

3.3 Physics-Constrained machine learning-based surrogate
model of pitting corrosion simulation

A physics-constrained ensemble of neural networks is proposed in this section as a

surrogate model to predict the pitting corrosion evolution over time. As shown in Fig. 3.4,

the ensemble had two main components: a convolutional variational autoencoder (CVAE)

that reduced the dimensionality of the pitting corrosion images, and a multilayer perceptron

network (i.e., BLSTEN) that modeled the time evolution of the corrosion. The machine learning

components were implemented using Tensorflow 2.10.0 and Tensorflow Probability 0.18.0.

Multiple loss terms including a reconstruction loss, a latent space disentanglement loss, a

BLSTEN loss, and physics loss are combined together to co-train the CVAE and BLSTEN

networks, in order to ensure the effectiveness of the training and to incorporate physical laws into

the training of the neural networks. The following subsections explain the models and different

loss terms in detail.

3.3.1 Convolutional Variational Autoencoder

The first network is a CVAE designed to reduce the dimensionality of the corrosion

images, represented by ξ . The encoder qΦ(z|ξ ) consists of three 2D convolutional layers with a

kernel size of 3, stride of 2, and 9 filters. The swish activation function is used for all the layers.
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Figure 3.4. Schematic of the proposed general neural network architecture.

The output from the 2D convolutional layers is then flattened and passed to a dense variational

layer with a trainable posterior mean field. The output of the encoder is a random latent vector z

z ∼ qΦ(z|ξ ), (3.5)

where Φ represents the encoder weights.

The second component of the autoencoder architecture is the decoder pΨ(ξ |z) which

takes the latent vector and maps it back to the full original dimension. The decoder consists of

three 2D convolutional layers with a kernel size of 3, stride of 2, and 9 filters, except for the last

one which had a single filter to match the original corrosion image. The output of the decoder is

a matrix corresponding to a reconstruction of the original image

ξ̂ ∼ pΨ(ξ |z), (3.6)

where Ψ represents the decoder weights.

Following this formulation, the loss function for the CVAE model corresponds to the
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negative evidence lower bound (ELBO), given by

L VAE
i =−Ez∼qΦ(z|ξi)[log pΨ(ξi|z)]+βKL(qΦ(z|ξi) || p(z)), (3.7)

where the subscript i represents the loss associated with the i-th training sample, KL(·) is the

Kullback–Leibler (KL) divergence, p(z) is assumed to be a spherical multivariate standard

distribution, and β is a parameter used to weigh the contribution of the KL divergence term. The

first term in Eq. (3.7) represents the reconstruction loss and the second term controls the level of

latent space disentanglement, as described in [23]. As shown in Fig. 3.4, this loss term will be

combined with other loss terms to co-train the CVAE along with the BLSTEN model (see the

detailed description in the subsequent section).

3.3.2 Bayesian Latent Space Time Evolution Network

A separate Bayesian multilayer perceptron network (known as the Bayesian Latent Space

Time Evolution Network or BLSTEN) is used to model the time evolution of the pitting corrosion

phenomenon in the latent space. The CVAE and the BLSTEN are both trained concurrently.

The BLSTEN architecture is based on DeepONet [97] and is shown in Fig. 3.4. DeepONet

leverages the concept of neural networks as universal operator approximators (based on the

universal nonlinear operator approximation theorem introduced by Chen and Chen [31]). As

depicted in Fig. 3.4, the DeepONet consists of

• a branch network (i.e., gB
λ
(ΘΘΘ)) that encodes the discrete input function space and,

• a trunk network (i.e., gT
ν (t)) that encodes the domain of the output functions.

where the mechanical load and the environmental factors ΘΘΘ = [σ ,τ,Lη ,De] are the normal

stress, shear stress, reaction constant, and diffusion coefficient. This architecture is desirable

here because the objective is to construct the neural network as an operator that models the

latent space vector over a function space representing different scenarios (e.g., loading cases) to
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evaluate the corrosion evolution over time. The trunk is a deterministic neural network while

the branch is a fully Bayesian neural network. The rationale behind this architectural choice

was that it is expected that the majority of the network epistemic uncertainty will be associated

with the model-form error coming from the parametric portion of the model because it is known

that the network’s functional form will only be an approximation of the true underlying solution.

Both the trunk and branch are multilayer perceptrons (MLP) with 3 fully connected layers, with

6 units each, and a swish activation function. Unlike a traditional neural network which learns to

predict point estimates, a Bayesian Neural Network learns the posterior distribution, P(w|D),

over the weights given an assumed prior distribution, P(w) following Bayes theorem as

P(w|D) =
P(D |w)P(w)∫

P(D |w′)P(w′)dw′ , (3.8)

where w are the model weights to be estimated, D represents the training data, and P(D |w) is

the likelihood of observing D for given weights w.

As described in [18], obtaining the exact predictive posterior distribution is intractable

for neural networks of any practical size due to the challenge of computing the term in the

denominator of Bayes theorem. A common approach for approximating the predictive posterior

is to rely on variational inference, as described in Refs. [67, 57]. In this formulation, we begin

by minimizing the KL divergence between a variational posterior distribution q(w∥µ) and the

desired posterior distribution P(w|D). The KL divergence term is defined as

KL(q(w|µ)||P(w|D)) =
∫

q(w|µ) log
(

q(w|µ)
P(w|D)

)
dw, (3.9)

where µ are the parameters of the variational distribution q(w|µ).

This formulation leads to the familiar problem of minimizing the variational free energy

or maximizing the expected lower bound (ELBO) which consists of two terms: a KL distance

between the variational distribution and the weights prior distribution (effectively acting as a
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complexity cost) and the negative log-likelihood term that effectively captures the reconstruction

loss term. The total loss term is defined as

H (D ,µ) = KL[q(w|µ)∥P(w)]−Eq(w∥µ)[logP(D |w)]. (3.10)

This formulation is used to train the network by employing the Bayes by the Backprop

algorithm, as described in [18]. In practice, the loss function is approximated by employing

Monte Carlo sampling such that the loss over a batch of size n is computed as

H (D ,µ)≈
n

∑
i

logq(w(i)|µ)− logP(w(i))− logP(D |(w(i)), (3.11)

where w(i) represents the i-th Monte Carlo sample drawn from the variational posterior q(w|µ).

In this way, the network can be trained more or less as a traditional neural network using the

tools available in Tensorflow and Tensorflow Probability [39]. Specifically, a dense variational

layer with a Gaussian mean posterior field is used in Tensorflow to keep track of the variational

posterior distribution. Thus, the loss term H is internally added by Tensorflow during training.

The inputs to the network are the set of parameters ΘΘΘ, which contains the applied normal

(σ ) and shear (τ) stress, the reaction constant (Lη ), and the diffusion coefficient (De). In addition

to the parameter vector ΘΘΘ, the time vector is also included as part of the input. A new latent

vector sample is obtained from the BLSTEN as

z̃ ∼ gΠ(z̃|ΘΘΘ, t) = gB
λ
(ΘΘΘ)gT

ν (t), (3.12)

where gB
λ
(ΘΘΘ) and gT

ν (t) are the branch and trunk networks, respectively, and Π : [λ ,ν ] are the

network weights.

The fact that pitting corrosion is an irreversible process was implemented into the
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architecture by constraining the corrosion rate to be negative via a physics loss term

L PHY S
i =

[
ReLU

(
dξ

dt

)
i

]2

, (3.13)

where ReLU is the rectified linear unit function which is non-zero only for positive values. The

corrosion rate can be obtained via autodifferentiation from the decoder and the BLSTEN as

dξ

dt
=

∂ξ

∂ z̃
∂ z̃
∂ t

=
∂ pΨ(ξ |z̃)

∂gΠ(z̃|ΘΘΘ, t)
∂gΠ(z̃|ΘΘΘ, t)

∂ t
. (3.14)

Lastly, the output from the encoder and the BLSTEN have to be reconciled. This result is

achieved by minimizing the negative log-likelihood as

L BLST EN
i =−Ez∼qΦ(z|ξi)[loggΠ(z|ΘΘΘ, t)]. (3.15)

The total loss that combines the above loss terms as illustrated in Fig. 3.4 is computed

over the N training samples as

L =
1
N

N

∑
i
(αL VAE

i + γL BLST EN
i +φL PHY S

i ), (3.16)

where α = 500, γ = 1, and φ = 1 are the weights used to scale the different loss terms to have

roughly the same order of magnitude. The values were determined based on trial and error

until it was observed that all the terms were converging to similar orders of magnitude. A more

systematic strategy could be used in the future to address this challenge such as gradient surgery

for multi-task learning [158] or competitive loss functions [160].

The networks are trained using the Adam optimizer with a learning rate set to 10−4. Next,

we use a numerical example to demonstrate the efficacy of the proposed physics-constrained

surrogate model.
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3.4 CNN-GP-NARX surrogate model results

3.4.1 Data preparation

Due to the lack of availability of measurement data and the challenges associated with

creating long-term corrosion experiments (which is beyond the scope of this initial study), all

data used for training and validating the framework is generated by the proposed calibrated

high-fidelity phase-field model. The dataset used to train a surrogate model needs to seek as

much information as possible with a moderate computational cost.

Four parameters—external normal stress, external shear stress, reaction constant, and

diffusion coefficient—are chosen as the input parameters to the surrogate model. External

load is the mechanical load applied to the top and bottom surface of the plate structure, which

is tensile stress or compressive stress in the model. The reaction constant describes the rate

of electrochemical reaction in the system. The diffusion coefficient represents the ratio of

flux density to the negative of the concentration gradient in direction of diffusion. These four

parameters are considered as major driving factors for the corrosion process. The ranges of

chosen parameters are determined based on the calibration results given in Section 2.3.6 Then,

a Sobol sampling technique is used to obtain a low discrepancy quasi-random sequence of the

model parameters, which are inputs of the training data. For each training data set of inputs

(external load, reaction constant, and diffusion coefficient), 200-time steps of the high-fidelity

phase-field simulation are executed, and 200 corrosion morphology images are obtained. In total,

51,000 corrosion morphology images are generated from the 255 simulations.

The whole model is overall complex and deep learned, such that more simulations for the

train and validation is desirable. Given that each simulation costs more than 40 minutes on our

workstation, 255 simulations are completed in total. 10 random selected simulations are used as

the final test set for the whole surrogate model, combining CNN-autoencoder and GP-NARX to

check the multi-step prediction ability in the image space. This set has never been presented to

the neural network before testing. They are in neither the encoder-decoder training process, nor
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the GP-NARX training process.

The CNN-autoencoder part is trained with randomly selected 90% of total 245×200

images and validated with the rest 10%. The data dimension after compression is 6×245×200.

As explained in Section 3.2, the features are down-sampled by every third time step, leading to a

6×245×66 dimension. The GP-NARX model predicts the features of the next time step based on

the 5 previous time steps. Therefore, the data are sliced into multiple 6-time-steps pieces where

the first five serve as a part of the input of the GP-NARX model and the last serves as the output.

90% of slices are randomly selected as the training set and the rest are for the validation. There is

still little overlap for the training and validation sets in the encoder-decoder part and GP-NARX

part because the GP-NARX models are dynamic models while the CNN-based encoder-decoder

model is static.

3.4.2 Low dimension features representation of phase-field results

A CNN-autoencoder is trained together with the decoder. Images with 80 by 40 pixels are

compressed with the autoencoder to only six features in the latent space. Then the six features are

used to reconstruct the original images. The dimensionality reduction rate which is calculated as

the dimension after compression divided by the dimension before compression, is about 0.19%.

The encoder decoder model is later tested on a validation set which is not seen by the model.

Figure 3.5 shows the results comparison between the original images and the reconstructed

images.

Although the dimension is reduced significantly with a dimensionality reduction rate

less than 1%, the overall error due to dimension reduction is negligible. The first row shows the

original corrosion morphology from different time step results of dynamic phase-field model.

The second row show the images reconstructed with the six features after encoder. The third

row shows the error between the original images and the reconstructed images as well as the

error percentages. We can notice that the overall error value is close to zero in the area. The

most error concentrates on the interface area, as regions away from the interface are constant
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Figure 3.5. Comparison and error of reconstructed figure from latent space

(either zero or one) while the order parameter changes between zero and one in the interface.

The encoder-decoder model can accurately capture the constant regions and has good ability to

compress the changing regions. Notice that the highest-error region is only a very small fraction

of the whole surface.

A sharper interface would lead to larger error in the interface. For a flat morphology, the

maximum error at the interface is within ten percent. For sharper interface, the maximum error

at the interface is about 30%. One possible reason for this is that there are more flat morphology

images than sharp morphology images. The dynamic corrosion results are extracted from the

phase-field simulation at each time step and each time step has the same length. During the

corrosion evolution process, the sharp interface lasts for very short time while flat interface lasts

for a long time. This is also related to the crack initiation that will be discussed later. Therefore,

there would be far more images with a flat interface than that with sharp interface. Given more
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training data for flat interfaces, less error for flat interface can be explained. The other reason is

that a sharp morphology is more complex than that of flat interface. As a result, there is more

error for more complex image, if both are compressed to the same number of features.

3.4.3 GP-NARX prediction results

Like CNN-autoencoder, ten percent and ninety percent data from the 245 simulations

are served as training and validation datasets. The GP is trained with down-sampled data. Each

input contains features from the previous five time steps with six dimensions in the latent space

for each time step and the four parameters. Therefore, the dimension of the inputs for each

GP-NARX model is 34 in total. Each output contains the features for the next step, which is six

dimensions. Additional ten simulations data is used as the testing dataset.

Figure 3.6 shows the result of one-step ahead prediction of the trained GP-NARX models.

Random samples from validation set are predicted and the prediction results are plotted with true

values. We can see that the prediction is very accurate for features 1 to 5. The predicted value

and the true value are very close, and the points are distributed more uniformly. Most samples of

feature 6 concentrate on small values near zero. Most values are within 0 and 0.03. Such small

change might indicate that the feature 6 is not making a significant difference most of the time

but there are some large values exists as well. Some predictions are slightly off the diagonal line,

but overall, the prediction is still accurate. To further evaluate the performance of the model,

the more challenging multi-step ahead prediction is also implemented. True feature values of

the first five steps in the down sampled data and four parameters are used as the initial input

and then the predicted data is used as the part of input to predict the features of the following

time step. This equates to predicting sixty steps with the first five steps in the down-sampled

data. To account for the epistemic uncertainties in the GP model, the predicted mean (i.e., µ jk

in Equation 3.3) is not directly used as part of the input for the next step. Instead, samples of a

Gaussian distribution with predicted mean and variance are used as the part of the input for the

next step. 1000 realizations are predicted with the same initial input for each simulation in the
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testing dataset.

Figure 3.6. One-step-ahead prediction result in the latent space

Two different cases are chosen to plot as the representative of the testing dataset. The

input parameters for case (a) and case (b) of the phase-field model are 19.14 and -30.86 MPa

for the shear stress, 9.18 and 34.18 MPa for normal stress, 7.13 and 2.23 for reaction constant,

and 2.06 and 4.46 for diffusion coefficient, respectively. Figure 3.7 (a) and (b) show the results

of multi-step prediction of six features after compression in case (a) and case (b). We can see

that the prediction is accurate for all six features for case (a). The narrow confidence interval

shows that the model is confident about the prediction. Although the mean value of prediction

for feature 4 slightly deviates from the true value, the true value is still within the 90 percent

confidence interval. One interesting observation is that certain level of scatter is found before

2 years and getting smaller after 2 years for feature 6. This is probably because there is larger

prediction uncertainty in the region before 2 years than its counterpart after 2 years in the trained

GP-NARX model. At the beginning of the prediction, the model might not be so confident given

such small values of inputs in that region. As the values continue to feed in, the prediction enters
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a region where the model is more accurate and with less uncertainty.

Figure 3.7. Multi-step ahead prediction result of case (a) and (b) in the latent space

Figure 3.7 (b) shows the prediction results for case (b). The mean prediction is not so

accurate after 1.5 years. The confidence interval is wider than the prediction of case (a), which

indicates that there is larger uncertainty in the prediction. During the multiple-step prediction,

the error of prediction at single step can propagate to the next step and accumulates to larger

error. Given there are more uncertainties in the prediction, the uncertainties accumulate resulting
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in large confidence interval. Although the mean of prediction for case (b) is not as precise as

case (a), the true value is still within 90 percent confidence interval, which indicates that the

GP-NARX model can effectively capture the uncertainty in the prediction. There is also some

non-linearity after 1.5 years for feature 6 and our model does not capture it properly. This might

be related to the distribution of feature 6 as most numbers concentrates on small values less

than 0.03 as described before in current section . Therefore, there are few samples in the range

of 0.03-0.1 in the training set, or even the whole data set, leading to a poor prediction for the

non-linear pattern in this range.

The difference between prediction results of case (a) and case (b) also shows the im-

portance of quantifying the epistemic uncertainty of the surrogate model prediction, since it is

difficult for a machine learning model to accurately predict the response for all regions. Based on

the uncertainty quantification of the machine learning model prediction, we can then adaptively

refine the surrogate model to ensure it is accurate in important regions.

3.4.4 Mapping GP-NARX predictions to corrosion morphology

The predicted results by the GP-NARX models in the latent space then are transformed

back to corrosion morphology images using the CNN decoder. Two types of mean predictions

are considered. For the first type, the surrogate model prediction uncertainty is considered in

the prediction. 1000 realizations of corrosion morphology images for case (a) and case (b) are

obtained from decoder at each time step. The mean of each pixel is then computed based on the

uncertainty propagation and is plotted. It is referred to as the predicted mean. For the second

type, the uncertainty in the surrogate model prediction is not considered. The mean (µ jk) of

GP-NARX model prediction is directly decoded and plotted. This is referred to as the decoded

GP mean. Since the decoder is a nonlinear transformation, there is a difference between the two

results. Figure 3.8 shows the accuracy comparison with the underlying true values for the two

studied cases.

The results show that prediction results of the proposed CNN-GP-NARX surrogate model
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are accurate. Like the GP-NARX prediction results in the latent space discussed above, the

overall prediction for case (a) after decoder remains very accurate. The errors for both predicted

mean and decoded GP mean are small. For case (b), the overall prediction is still accurate.

The general morphology and corrosion area can be captured. But both the predicted mean and

decoded GP mean slightly underestimate the evolution of the corrosion when the morphology

gets sharp, and the corrosion depth grows rapidly. Furthermore, we can notice that the prediction

mean is more accurate than the decoded GP mean from the error plot. This indicates that the

error of the GP model mean prediction can be compensated by the GP model variance prediction

through uncertainty propagation and the nonlinear transformer, decoder. Overall, the surrogate

model can give accurate predictions for different corrosion morphologies and corrosion area.

Figure 3.9 plots the 5-th percentile and 95-th percentile images obtained from the 1000

corrosion morphology images decoded from the latent space after uncertainty propagation. For

case (a), the 5-th percentile, mean and 95-th percentile are quite close to each other. This

corresponds to a high confidence in the GP prediction result in the latent space. For case (b),

the 5-th percentile shows the largest corrosion area as well as the corrosion depth with a similar

corrosion morphology as the mean. The 95-th percentile shows the least corrosion area and the

corrosion depth with a different morphology. This is also consistent with the wide confidence

interval in the GP results in latent space. The comparison also shows the epistemic uncertainty

(wide confidence interval) in the GP prediction results represent different corrosion evolution

processes, i.e., different corrosion evolution speed with different corrosion morphologies. The

uncertainty propagation process can thus reasonably capture the uncertainty in the prediction, as

evidenced that the true value is contained in the prediction confidence interval.

3.5 CVAE-BLSTEN surrogate model results

Two variations of the physical constraint were considered. In the first version, the

monotonic constraint in Eq. (3.13) was enforced on a pixel-by-pixel basis, while in the second
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Figure 3.8. Multi-step ahead prediction result of case (a) and (b) in the image space

version, the constraint was enforced on the total corrosion (by summing the corrosion rate across

all pixels). The reason for considering these two cases was that while the pixel-by-pixel approach

captures the correct physics, it is prone to evolve spurious corrosion patterns originating from

noisy predictions. The total corrosion constraint allows for small corrections of small spurious

pixels while still encouraging the correct physics. An example of this behavior is shown in

Fig. 3.10, where it can be seen that the pixel constraint allows a spurious corrosion pattern to

grow discontinuously while the total corrosion constraint does not suffer from this. The two

approaches were compared with the CNN-GP-NARX approach by computing the mean squared
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Figure 3.9. Multi-step ahead prediction distribution of case (a) and (b) in the image space

error (MSE) of the mean predictions across all test cases. Fig. 3.11 shows the MSE as a function

of time and Table 3.1 presents the average of the MSE across time. As illustrated, the overall

error of the BLSTEN-VAE approach is smaller than that of the CNN-GP-NARX approach. In

particular, the BLSTEN-VAE approach with a physics constraint on the total corrosion results in

a significant reduction in error. One observation is that the error of the BLSTEN-VAE approach

is relatively flat across time while the CNN-GP-NARX’s error tends to grow with time. This

result is a consequence of the autoregressive approach used in the time evolution mechanism

of the NARX algorithm which tends to accumulate error due to its recursive predictions. The

BLSTEN algorithm is not autoregressive and, as a result, does not accumulate significant error

with time.

Table 3.1. Average MSE of all test cases across 200
time steps for each method.

Method Average MSE
CNN-GP-NARX 0.0125
BLSTEN-VAE - pixel 0.0084
BLSTEN-VAE - total 0.0066

One particular example that was hard to predict for the CNN-GP-NARX approach was

case 251 with ΘΘΘ = [37.89,6.05,8.97,4.76]. Fig. 3.12 illustrates the results for case 251 for the
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Figure 3.10. Example of corrosion pattern evolution with pixel-by-pixel constraint (bottom) and
total corrosion constraint (top). Simulation time step is indicated in figure.
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Figure 3.11. Comparison of MSE as a function of time for different methods.

CNN-GP-NARX approach and the BLSTEN-VAE (with the total corrosion constraint). To show

the confidence interval bounds, the edges from the truth data were extracted using a Canny edge

detection algorithm [20] and the predicted confidence interval was drawn around it. As shown, the

CNN-GP-NARX prediction is fuzzy around the edges, and this epistemic uncertainty is expressed
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in large 95% level confidence intervals. The area between the two-sided confidence interval is

shaded in Fig. 3.12 to represent the boundaries of the predicted corrosion. The BLSTEN-VAE

results show a much narrower confidence interval around the true boundary as well as a mean

prediction that is much closer to the actual image. A similar behavior can be observed for cases

246 with ΘΘΘ = [44.14,46.68,4.68,3.26] and 248 with ΘΘΘ = [−30.86,34.18,2.23,4.46] which are

presented in Fig. 3.13 and 3.14, respectively. These cases were chosen because they were

challenging to predict and are representative of the three types of corrosion shapes observed.

These results demonstrate that the BLSTEN-VAE approach is robust at predicting a variety of

corrosion shapes with relatively high confidence.

3.6 Epistemic uncertainty propagation

Because of more economic computation cost, the CNN-GP-NARX model is selected

for further probabilistic study in this thesis. Figure 3.15 gives an overview of the proposed

accelerated corrosion-to-cracking simulation framework. As shown in Step 1 of Figure 3.15, a

calibrated high-fidelity phase-field simulation model is used to generate corrosion morphology

images for different training samples of external loads, reaction constant, and diffusion coefficient.

These four parameters—mechanical normal stress, mechanical shear stress, reaction constant, and

diffusion coefficient—in addition to the initial morphology, represent the different environmental

conditions for the structure in service. The results of the simulation are corrosion morphology

images over time. Then, the high-dimensional corrosion morphology images are mapped into

low-dimensional data in latent space with a convolutional neural network (CNN) autoencoder (see

Step 2 in Figure 3.15). Next, a Gaussian process regression model with a nonlinear autoregressive

model with exogenous inputs, named GP-NARX, is utilized to learn the corrosion evolution

dynamics in the latent space. GP-NARX is chosen because it can capture the uncertainty of the

surrogate model prediction in a closed form, facilitating uncertainty quantification of the overall

surrogate model prediction performance later. After that, the low-dimensional prediction results
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Truth

CNN-GP-NARX mean

CNN-GP-NARX confidence interval

BLSTEN-VAE mean

BLSTEN-VAE confidence interval

t = 59.0 t = 74.0 t = 89.0 t = 104.0 t = 119.0 t = 134.0 t = 149.0 t = 164.0

Figure 3.12. Results for test case 251. Shown: simulation reference (first), CNN-GP-NARX
mean prediction (second), CNN-GP-NARX 95% confidence interval (third), BLSTEN-VAE
mean prediction (fourth), and BLSTEN-VAE 95% confidence interval. Simulation time step is
indicated at the bottom.

in the latent space are decompressed to the original high-dimensional corrosion morphology

images with decoder trained together with autoencoder. Afterwards, the surrogate model is used
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Truth

CNN-GP-NARX mean

CNN-GP-NARX confidence interval

BLSTEN-VAE mean

BLSTEN-VAE confidence interval

t = 20.0 t = 26.0 t = 32.0 t = 38.0 t = 44.0 t = 50.0 t = 56.0 t = 62.0

Figure 3.13. Results for test case 246. Shown: simulation reference (first), CNN-GP-NARX
mean prediction (second), CNN-GP-NARX 95% confidence interval (third), BLSTEN-VAE
mean prediction (fourth), and BLSTEN-VAE 95% confidence interval. Simulation time step is
indicated at the bottom.

to complete Monte-Carlo simulations to quantify the uncertainty in the crack initiation time

caused by the surrogate model uncertainty as Figure 3.15 shows in Step 3. Such uncertainties in
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Truth

CNN-GP-NARX mean

CNN-GP-NARX confidence interval

BLSTEN-VAE mean

BLSTEN-VAE confidence interval

t = 59.0 t = 74.0 t = 89.0 t = 104.0 t = 119.0 t = 134.0 t = 149.0 t = 164.0

Figure 3.14. Results for test case 248. Shown: simulation reference (first), CNN-GP-NARX
mean prediction (second), CNN-GP-NARX 95% confidence interval (third), BLSTEN-VAE
mean prediction (fourth), and BLSTEN-VAE 95% confidence interval. Simulation time step is
indicated at the bottom.

the latent space originally are propagated into the morphology space. Proposed SCC initiation

criterion is then implemented on the Monte-Carlo simulation results to get the probability

distribution function of the crack initiation time. With the highly efficient simulation capability,
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the proposed framework can be extended to incorporate many other uncertainty sources in the

future, such as uncertainty in crack initiation stage, uncertainty in the load condition, etc.

Figure 3.15. Overview of the proposed surrogate model-accelerated probabilistic analysis
framework for corrosion-to-cracking prediction in large structures

The above presented CNN-GP-NARX based surrogate modeling method is hundreds

of times faster than the traditional high-fidelity simulation of pitting-to-cracking process. In

order to compare prediction performance to the original high-fidelity simulation, it is necessary

to quantify the uncertainty in the surrogate model prediction. In this work, the uncertainty

quantification of surrogate model prediction is computed directly using Monte Carlo simulation

(MCS) since the constructed surrogate model can run very efficiently. In MCS, a large number

of MCS samples are first generated for the initial steps of the GP-NARX models. The initial

samples are then propagated to the latent responses at later time steps, by following the NARX

framework discussed above. The generated latent-space samples at each time step are then

transformed back to corrosion morphology images using CNN autoencoder. For each corrosion
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morphology image, the crack initialization behaviors are analyzed using the method presented in

Sec. 2.3. Based on that, we obtain statistical information about whether, when, and where the

corrosion damage triggers the crack initiation.

Stress based SCC initiation criterion is applied to further propagate the uncertainty in the

corrosion morphology prediction to SCC initiation time and location. To show the SCC initiation

prediction for different cases, case (c) as Figure 3.16 shows is added as there is no SCC initiation

in case (a). The input parameters of the phase-field model for case (b) and case (c) are -30.86

and -24.61 MPa for the shear stress, 34.18 and 12.30 MPa for normal stress, 2.23 and 0.39 for

reaction constant, and 4.46 and 1.76 for diffusion coefficient, respectively. Figure 3.17 shows

the probability density function and cumulative density function of the crack initiation time and

location for case (b) and case (c).

Figure 3.16. Corrosion evolution images for case (b) and (c)

The prediction of SCC initiation time and location is accurate for case (b) as the predicted

values with the largest probability densities are very close to the true value. For case (c), the

predicted SCC initiation time is conservative while the predicted location is still accurate. We
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can find that the average SCC initiation time is earlier than the true value for case (c). Comparing

the distributions of case (b) and (c), it may be seen that the distribution of SCC initiation time is

more concentrated for the case (b). One reason could be that and the reaction constant and the

stress acting on case (b) is larger than that of case (c), resulting a faster corrosion rate. When the

corrosion speed is faster, the potential SCC initiation and propagation is also faster. Therefore,

the time range of SCC initiation time is also smaller in the faster case, i.e., the SCC initiation time

is more concentrated for case (b) than case (c) in MCS. The SCC initiation location distribution

shows that the SCC initiation location is also more concentrated at certain area for case (b) than

case (c).

Figure 3.17. SCC initiation time and location distribution for case (b) and case (c)

3.7 Conclusions

The proposed surrogate models, i.e., CNN-GP-NARX and VAE-BLSTEN can accu-

rately predict the corrosion evolution. The proposed surrogate modeling methods reduces the

computational cost significantly, which enables much more rapid predictive assessments. It
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also accurately captures the interface, which is the material boundary in the corrosion process.

A novel combination of an operator learner (i.e., BLSTEN) and a nonlinear dimensionality

reduction technique (i.e., VAE) with a constraint based on the physical phenomenon of irre-

versible corrosion growth to construct a surrogate model that can be used to forecast corrosion

shape. The VAE-BLSTEN approach was demonstrated to be more accurate, robust and more

computationally-expensive than the established CNN-GP-NARX algorithm by avoiding error

accumulation inherent in autoregressive models and through the introduction of physics-inspired

constraints.

A computational framework for probabilistic analysis of corrosion-to-crack transitions is

developed and explored with CNN-GP-NARX. The epistemic uncertainty in the surrogate model

is propagated to crack initiation time and location, such that the distribution of crack initiation

time and location is calculated. The proposed framework can also consider other uncertainty

sources in the future.

3.8 Remarks

Material for this chapter was published in the following articles:

[1] Guofeng Qian, Karnpiwat Tantratian, Lei Chen, Zhen Hu, and Michael D Todd. A prob-

abilistic computational framework for the prediction of corrosion-induced cracking in large

structures. Scientific Reports, 12(1):20898, 2022.

[2] David A Najera-Flores, Guofeng Qian, Zhen Hu, and Michael D Todd. Corrosion mor-

phology prediction of civil infrastructure using a physics-constrained machine learning method.

Mechanical Systems and Signal Processing, 200:110515, 2023
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Chapter 4

Corrosion Reliability Analysis with Adap-
tive Surrogate Modeling

4.1 Abstract

Stress corrosion cracking (SCC) initiation is usually simulated at the mesoscale, and

these computations are usually expensive. This is made more computationally challenging or

impossible when such simulations are coupled with a macroscale structural model required

for reliability analysis, due to the sources of aleatory uncertainty from both scales. This work

tackles this computational barrier to perform physics-based corrosion reliability analysis of large

structures using mesoscale simulations via a novel, adaptive surrogate modeling framework. A

global surrogate model of the structure is first constructed from a finite element (FE) mechanical

model to propagate various sources of input uncertainty at the macroscale to the local stress re-

sponses. After that, a mesoscale surrogate model is constructed from phase-field (PF) simulations

to predict the failure probability of a given location by accounting for uncertainty in both the

macroscale and mesoscale models. In order to guarantee the accuracy of the mesoscale surrogate

model and reduce the number of PF simulations, an adaptive surrogate modeling method is

proposed using adaptive importance sampling (IS) and active learning to refine iteratively the

surrogate model in critical regions. Corrosion reliability analysis of a miter gate structure is

adopted to demonstrate the efficacy of the proposed method. The result shows that the proposed

framework can efficiently and accurately generate a failure probability map for a large structure
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like a miter gate based on computationally expensive mesoscale PF simulations. In addition,

the proposed method is more accurate and converges faster than existing surrogate model-based

reliability analysis algorithms.

4.2 Introduction

SCC is a crack initiation and propagation process under tensile stress at the surface of

the material in a corrosive environment. SCC in infrastructure is dangerous because it can lead

to unexpected brittle failure. Multiple failures of large structures have occurred because of SCC,

such as the roof collapse at the Uster indoor swimming pool in Switzerland [155], partial collapse

of the Berlin Congress Hall [66], the failure of a pre-stressed concrete bridge in Slovenia [152],

and the collapse of a railway overpass at Berghausen, Germany [34].

On one hand, SCC initiation is influenced by the mechanical load state. On the other hand,

the electrochemical behavior is also influenced by environmental conditions like the contact

water/fluid chemistry, the temperature, and other environmental or operational factors [3]. SCC

and corrosion are almost impossible to gauge accurately in a deterministic sense because of

the inevitable variability in all these factors. However, probabilistic studies together with a

physics-informed degradation model can provide a reasonable estimation of damage status and

the remaining useful life of the structures [162].

Most corrosion reliability analyses use corrosion growth models based on empirical

formulas [79, 139, 163, 140, 26]. One advantage of such empirical formula-based models is that

they usually require little computational effort to evaluate, which facilitates reliability analysis of

large civil infrastructure. The empirical model-based SCC reliability analysis methods, however,

have two major limitations. First, it is difficult to properly propagate uncertainty from reasonable

uncertainty sources to system-level functional reliability assessment with such models, since

there is no physical meaning in most terms of the empirical formulas. Second, empirical models

require historical data to calibrate and construct. For large civil infrastructures such the as miter
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gates studied in this work, such historical data are very difficult to find or not even available.

In this situation, it is more desirable to develop a physics-based reliability analysis method

using computer simulations constructed according to physical laws, which could be more readily

updated if validation data become available.

The PF model approach has been used in the literature to simulate pitting corrosion

and SCC initiation [7, 98]. It shows great potential and flexibility in simulating the morpho-

logical evolution of the pitting corrosion process and SCC initiation process [72]. The model

involves multiple coupled partial differential equations (PDEs) including the Allen-Cahn equa-

tion describing phase transition and the Cahn-Hilliard equation describing the evolution of the

molar concentration of metal atoms [90]. The PF model considers the influence of mechanical

stress by coupling a stress equilibrium PDE into the model [98, 118]. Nevertheless, the model

is intrinsically computationally expensive as it consists of multiple coupled PDEs. It is still

computationally prohibitive to use the PF model directly–coupled PDE simulation itself is time-

consuming–for reliability analysis, which usually requires thousands of runs of the full system

model. In addition, the PF model is a mesoscale model while the system (i.e., miter gates in this

work) is at the macroscale, resulting in a complex multi-scale problem. A new reliability analysis

framework is needed to incorporate the local mesoscale modeling into the global macroscale

simulation while keeping a reasonable computational cost for system reliability analysis of large

civil structures (such a miter gates) with respect to the SCC failure mode.

This work aims to develop a physics-based corrosion reliability analysis method using

multi-scale simulations and adaptive surrogate modeling. To achieve this goal, the PF corrosion

model and global FE model are developed for a typical miter gates. Then, Gaussian process

regression (GPR)-based surrogate models are constructed for both the local corrosion model and

global FE model to accelerate the modeling process. After that, an adaptive surrogate modeling

technique incorporating IS is proposed to efficiently compute the failure probability of any

given stress condition. Based on this, the multi-scale surrogate models are integrated to evaluate

efficiently the failure probability at any location on a miter gate due to SCC. The results show that

74



the proposed reliability analysis method successfully generates a risk map over the entire miter

gate structure with a reasonable computational cost. The proposed adaptive surrogate modeling

method shows fast convergence compared to the existing method. The main contributions of

this work can be therefore summarized as (1) a novel framework that connects a macroscale

structural analysis model with mesoscale PF-based SCC analysis model for corrosion reliability

analysis of large civil infrastructure; (2) an adaptive surrogate modeling method that integrates

Gaussian mixture model, importance sampling, and surrogate modeling-based on active learning

to efficiently construct surrogate models for corrosion reliability analysis; (3) integration of

surrogate models of multi-scale simulations for reliability analysis at macroscale using mesoscale

analysis under uncertainty; and (4) application and demonstration of the proposed methods using

the practical application of a miter gate, for which corrosion is a common problem.

The remainder of this chapter is organized as follows: Section 2 presents a literature

survey of the current status of corrosion reliability analysis and introduces a PF-based pitting

corrosion simulation model. Section 3 describes the proposed surrogate modeling method for

corrosion reliability analysis. Section 4 uses a practical application example of a miter gate to

demonstrate the proposed framework. Finally, Section 5 concludes and discusses the presented

work.

4.3 Background

4.3.1 Literature survey of probabilistic SCC simulation

As shown in Fig. 4.1, the whole evolution process of stress corrosion cracking damage

may be broadly classified into four stages, namely (1) corrosion initiation, (2) corrosion growth,

(3) pit-to-SCC transition, and (4) crack propagation.

In the past decades, numerous models have been developed for corrosion damage model-

ing in these different stages. The corrosion initiation stage (i.e., stage 1 in Fig. 4.1) is described

by the time till the local corrosion initiates. Corrosion initiation time for steel is found to be
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Figure 4.1. Four stages in stress corrosion cracking

dependent on temperature, the concentration of metal cation, and the potential drop across the

interface [83, 85]. The detailed electrochemical mechanism of corrosion initiation, however, is

not well understood yet. Due to the lack of a physics-based model, the corrosion initiation time

is usually assumed to be a random variable based on historical or experimental data [132, 142].

Particularly, in reinforced concrete structures, corrosion is assumed to initiate when the chloride

concentration on the steel surface is greater than the chloride threshold [125].

In the second stage, corrosion growth is represented with different metrics as shown in

Fig. 4.1. Pit depth represents the maximum depth of a local corrosion site. The corresponding

pitting depth factor is defined as the pit depth divided by the average penetration based on

uniform corrosion [56]. The cross-sectional area loss is often used to describe the corrosion

growth of reinforcement steel in reinforced concrete structures. The associated pitting area factor

is defined as the ratio between the minimum cross-sectional area and the area based on uniform

corrosion [163]. Volume loss is another commonly used metric for corrosion growth. Most

corrosion is considered an electrochemical process. The corrosion current density describes the
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amount of charge per unit of time that flows through a unit area of a chosen cross-section. The

corrosion current density is also called corrosion rate and is related to the thickness reduction

rate in uniform corrosion [50]. Pitting corrosion current density is defined by multiplying a

coefficient and the maximum pit depth. It is usually approximated with a linear relation with

current density [138].

Pitting corrosion growth models in general can be broadly classified into empirical,

physics-based, and stochastic models as depicted in Fig. 4.1. Empirical models are usually

developed based on historical observations rather than physics theories. For instance, power-

law models have been proposed to characterize the variability of corrosion growth [79]. The

time-variant corrosion depth is modeled as a constant power of time. Besides, there are various

empirical formulas describing the evolution of the pitting depth factor [139], the pitting area

factor [163], and the corrosion current density [140]. The environmental factors that might

influence corrosion growth are also considered in some empirical equations [26]. For the physics-

based model, Faraday’s law is one of the most widely used. In Faraday’s law, the pit is assumed

to grow at a constant volumetric rate as follows [65]

dVo

dt
=

MIρ0

nFrω
exp

(
−∆H
RT

)
, (4.1)

where Vo is the volume of the metal, M is the molecular weight, n is the valence, Fr is the

Faraday’s constant, Iρ0 is the pitting current coefficient, ω is the density, ∆H is the activation

enthalpy, R is the universal gas constant, and T is the absolute temperature. The exponential

term is introduced to take the effect of temperature into consideration.

To account for uncertainty in empirical models and physics-based models introduced

above, model parameters of aforementioned models are usually modeled as random variables

represented by probability distributions such as normal, lognormal, Weibull, and Gumbel [55,

125, 132]. Besides describing the corrosion growth metric as a determined function of random

variables, we can also use stochastic processes for probabilistic corrosion modeling. The
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commonly used stochastic process models include the Gamma process, Poisson square wave

process, Markov chain process, and other stochastic processes [55, 14, 147, 119].

The third stage is the transition from pit to stress corrosion cracking initiation. There

are two criteria used to describe this process. The transition process is actually a competition

between pit growth and cracks growth. One criterion is to compare the current stress intensity

factor approximated from the empirical formula with the threshold stress intensity factor [142].

The other criterion is to compare the pit growth rate from the corrosion growth model with the

crack growth rate based on Paris’ law assuming that the current pit shape is a short crack [132].

After the transition stage, the crack propagation model is assumed governed by Paris’ law [142].

Pitting corrosion reliability analysis in different kinds of structures are studied in recent

years. Among the 50 reviewed papers, 27 applications are about reinforced concrete structures

and pipelines, and 5 studies are applied to complex steel structures such as aircraft structures,

ships, or offshore structures. Almost no application concerns about large inland waterway

steel infrastructures, such as miter gates, which are the focus of this work. Furthermore, most

corrosion growth models used in corrosion reliability studies are empirical formulas. Even

though Faraday’s law is based on physical principles rather than empirical data, as mentioned

above, it does not consider the dynamic nature of equilibrium or the activation energy barrier in

an electrochemical system. More advanced physics-based corrosion growth models need to be

incorporated for predicting corrosion growth and the potential SCC initiation, although a more

complicated simulation model will bear greater computational costs in reliability analysis.

Aiming to analyze corrosion damage of miter gates, we have developed a physics-based

SCC simulation model using the PF method in our previous research [118]. In the following

section, we first briefly review the developed high-fidelity SCC simulation model. After that, we

discuss how the developed model is applied to the corrosion reliability analysis of miter gates

and the associated challenges that are addressed by the proposed method in this work.
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4.3.2 PF simulation of corrosion

The localized corrosion process is considered to start from the local breakage of the

passive film which is generated naturally on the surface of the metal, protecting the metal from

corrosion, as shown in Fig. 4.2. As the metal is corroded, the metal cations (M+) and the

electrons are produced. The metal cations are further diffused into the electrolyte and electrons

will move to the cathodic area. There is always mechanical loading during the service life for

most infrastructures. Nonetheless, mechanical loading changes the chemical potential of the

electrode (metal), affecting the corrosion process.

Figure 4.2. Schematics of stress corrosion

PF simulation

A continuous PF parameter ξ is used to describe the interface between electrolyte and

electrode. The evolution of ξ is dependent on two parts: the interface energy and the electrode

reaction. The electrode reaction rate is described by the classic Butler-Volmer kinetics. The

influence of mechanical stress on corrosion is taken into consideration by the change to the

generalized chemical potential. The PF equation proposed by Qian et al. [118] is applied as Eq.

(4.2) below

∂ξ

∂ t
=−Lσ

(
g′(ξ )−κ∇

2
ξ
)
−Lηh′(ξ )

(
exp

(1−α)ηa

RT
− c̄+ exp

−αnFrηa

RT

)
, (4.2)

where ξ = c̄ is the order parameter physically corresponding to the dimensionless concentration
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of the metal such that ξ = 1 in the metal and ξ = 0 in the electrolyte solution. Lσ represents

the interfacial mobility and Lη represents the reaction coefficient which can be calibrated by the

experimental data. ηa represents the activation over-potential. R is molar gas constant. T is the

temperature. Fr is Faraday’s constant.

On the other hand, corrosion also changes the strain distribution as fully corroded metal

("liquid") cannot support stress. The equivalent elastic strain tensor considering the solid-liquid

interface is modified as Eq. (4.3)

ε
eq = p(ξ )εe

i j = p(ξ )
{

1
2

(
∂νi

∂x j
+

∂ν j

∂xi

)}
(i, j = 1,2,3), (4.3)

where νi and ν j are displacement components, p(ξ ) is an interpolation function to smooth the

discontinuity in the interface and also satisfies p(0) = 0 and p(1) = 1. Note that the Eqs. (4.2)

and (4.3) are fully coupled, which means that the corrosion behavior and the stress or strain

response in the system are fully coupled. Combining Eq. (4.2), Eq. (4.3), and the Nernst-Plank

equation, we may get the major governing equations for the PF simulation for corrosion.

Pit-to-crack transition

As the pitting corrosion grows, SCC might initiate due to stress concentration [100]

under some load conditions. The proposed PF simulation can also capture SCC initiation process

as shown in Fig. 4.3 because we coupled mechanical stress in Eq. (4.2) to induce the influence

of stress on corrosion. As corrosion depth gets larger and the morphology gets sharper, the stress

concentration on the tip location is more severe than the surrounding area, leading to a sharper

morphology and stronger stress concentration and higher likelihood of SCC initiation.

The SCC initiation criterion is applied based on the von Mises yield criterion. The

pit-to-crack transition is assumed to happen when the stress in the structure reaches the von

Mises yield criterion. The concentrated stress level at the pit tip location is approximated by the
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Figure 4.3. Pit evolution and pit-to-crack transition

stress concentration Eq. (4.4) [118].

σx = σnorm

(
1+2

√
cd

ρ

)
, (4.4)

where cd represents corrosion depth and ρ represents the curvature radius at the bottom of

corrosion pits. Both curvature radius ρ and corrosion depth a are calculated from the corrosion

morphology.

4.3.3 Corrosion reliability analysis of miter gates using physics-based
simulations

As shown in Fig. 4.4, pitting corrosion is one of the most common and significant

deterioration types for miter gates operated in inland waterways. SCC could be initiated under

tensile stress during the operation, which can lead to abrupt and unexpected failure of components.

Additionally, other types of damage modes can also evolve when SCC initiates, leading to

multiple damage modes and cascading failures. Corrosion reliability analysis using physics-

based simulation allows us to forecast the damage evolution of miter gates, and thus proactively

prevent failures through risk-informed maintenance optimization and planning.

In order to use the physics-based PF simulation model at the mesoscale (see Sec. 4.3.2)

for reliability analysis of miter gates, a macroscale structural analysis simulation model is needed

to predict the stress response of the miter gate under different load conditions. To this end, a

high-fidelity FE model of the Greenup miter gate has been developed as shown in Fig. 4.5. This

FE model has been validated in the pristine condition with strain sensor readings in previous
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(a) (b)

Figure 4.4. (a) A miter gate in operation; (b) A retired miter gate with serious corrosion

studies [44]. The whole miter gate is discretized into 64919 shell elements in ABAQUS. The

4-node, reduced integration shear element is used. To keep the most information about the stress

field, the stress response at the single integration point in each element is extracted and saved.

64919 integration point locations, denoted as Ωd , are fixed since the FE model mesh remains the

same.

Figure 4.5. The FE model of the Greenup miter gate

The predicted stress response at these 64919 fixed locations d = [dx, dy, dz] ∈ Ωd from
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the macroscale structural analysis model can be mathematically represented as

[Sx, Sy, Sz] = F(A, V, d),∀d ∈ Ωd, (4.5)

where d represents any given point/location in the fixed location/point set Ωd as defined above,

V = [Vu,Vd], Vu and Vd are respectively the upstream and downstream hydraulic water heads,

Sx, Sy, Sz are stress responses in three directions as indicated in Fig. 4.5, F(·) stands for the

high-fidelity FE model, and A is the gap length representing a loss of contact between the gate

and the wall quoin block near the bottom of the gate. The gap length is one of the common

damage modes that are related to corrosion in the long term. It can lead to load redistribution

on the gate and is usually determined based on inspection data by USACE engineers [157] or

through structural health monitoring.

For any given location on the gate, the local corrosion growth is simulated as a two-

dimensional plate using the PF model summarized in Sec. 4.3.2. As illustrated in Fig. 4.6,

the right side of the plate is fixed and the left side is subjected to normal and shear stress. The

interface is covered with a passive film that can stop the corrosion process except in the middle

breakage area. The mechanical stress load as well as the reaction constant and the diffusion

coefficient from the environment are the major factors that affect the corrosion behavior [118].

Based on the SCC initiation criterion presented in Sec. 4.3.2 and the macroscale structural

analysis model, we define the SCC initiation time Tc at a given location d ∈ Ωd on the miter gate

as

Tc(d) = Pa(F(A, V, d), θ), (4.6)

where Pa(·) represents PF simulation model, θ is a vector of PF model parameters including the

reaction constant and the diffusion coefficient.

In miter gate corrosion reliability analysis, the failure event is defined as the SCC initiation

time being less than a time of interest Te, i.e., Tc < Te. For a given spatial location d ∈ Ωd on the
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Figure 4.6. The implementation of PF corrosion model

gate, the task of reliability analysis is therefore to compute the following probability of failure

p f (d) = Pr{Tc(d) = Pa(F(A, V, d), θ)≤ Te}

=
∫ ∫ ∫

Pa(F(A, V, d), θ)≤Te

fA(a) fV(v) fθ (θ)dadvdθ ,
(4.7)

where A, V, and θ are random variables that may affect the SCC initiation time, fA(a), fV(v),

and fθ (θ) are respectively the probability density function (PDF) of the random variables.

Note that the PF model parameters θ are greatly influenced by the water level V due to

the difference in the corrosion mechanism for under-water and above-water scenarios. Different

statistical distributions should be used for these two different scenarios. In this work, when a

location d∈Ωd is under the water line, θ is represented as θud . Otherwise, it is represented as θab.

Based on this representation, for spatial locations d ∈ Ωd of the miter gate on the downstream

side, the probability of failure given in Eq. (4.7) is rewritten as

p f (d) =

Pr{Pa(F(A, V, d), θud)< Te}, if Vl > dy

Pr{Pa(F(A, V, d), θab)< Te}, if Vl ≤ dy

. (4.8)
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The above equation can be further written as

p f (d) = Pr{Tc(d) = Pa(F(A, V, d), θ)≤ Te|Vl > dy}Pr{Vl > dy}

+Pr{Tc(d) = Pa(F(A, V, d), θ)≤ Te|Vl ≤ dy}Pr{Vl ≤ dy}.
(4.9)

The probability of failure for locations on the upstream side can be defined similarly to the

above equations. Directly solving the probability of failure given in Eq. (4.9) is computationally

challenging due to the integration given in Eq. (4.7) and the computationally expensive PF

simulation model Pa(·). More specifically, due to the coupled partial differential equations, each

simulation of the PF model takes more than 40 minutes on an Intel Xeon W-2155 workstation

with a 3.30 GHz CPU, 10 cores / 20 threads, and 256 GB RAM. It would require years to

solve Eq. (4.9) if the high-fidelity PF simulation model is employed directly. Moreover, the

physics-based PF simulation is at the mesoscale (i.e., millimeters or smaller) while the miter gate

structure is at the macroscale (i.e., meters), reliability analysis of the whole miter gate requires

the evaluation of Eq. (4.9) thousands of times. This adds an additional layer of challenge to the

corrosion reliability analysis of miter gates.

In order to tackle this computational barrier and make it possible to perform physics-

based corrosion reliability analysis of large structures using localized mesoscale simulations,

we propose a novel adaptive surrogate modeling framework in the next section by considering

various uncertainty resources in macroscale and mesoscale simulations simultaneously through

surrogate models. In what follows, the proposed method is explained in detail.

4.4 Proposed Method for Physics-Based Corrosion Reliabil-
ity Analysis of Miter Gates

4.4.1 Overview of the proposed method

Fig. 4.7 shows an overview of the workflow for corrosion reliability analysis of miter

gates. As illustrated in this figure, the overall analysis consists of two parts. One is the global
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simulation of the macroscale miter gate. The other one is the local simulation for the mesoscale

corrosion simulation. They are connected by mechanical stress which is the output of the miter

gate model and the input of the corrosion model.

1

𝐯

𝑎

𝐬(𝐝)

𝜃(𝐝)

𝑡(𝐝)

Macroscale FE model of gate
Mesoscale model of corrosion

Figure 4.7. The schematic representation of proposed method

In order to overcome the computational challenges mentioned in Sec. 4.3.3, we employ

a surrogate modeling-based reliability analysis method. One way of constructing surrogate

modeling is to treat the overall simulation as illustrated in Fig. 4.7 as a black-box model with

v, a, and θ as inputs and Tc(d) as the output (see the mathematical model given in Eq. (4.9)).

This approach, however, is applicable only if we are interested in the SCC initiation time at a

particular location. It could be computationally expensive if the corrosion reliability of all the

locations on the gate needs to be analyzed. To address this issue, we construct two different

surrogate models by separating the analyses and uncertainty sources at two different length

scales (i.e., macroscale and mesoscale) according to the analysis flow given in Fig. 4.7. More

specifically, the following two types of surrogate models are constructed:

• Global surrogate model for the macroscale structural analysis: a global surrogate

model is constructed for the structural analysis at the macroscale. The uncertainty sources

from the hydraulic water head v and the gap length a are propagated to the stress response

at any location of the miter gate through the global surrogate model.

• Local surrogate model for mesoscale reliability analysis: a local surrogate model is

developed to replace the mesoscale PF analysis model. For any given stress condition, the
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local surrogate model predicts the localized corrosion reliability analysis by considering

the uncertainty sources in the model parameters of the PF simulation model.

The differences between the global surrogate model and the local surrogate model are:

(1) the global surrogate model is accurate in the whole analysis domain of interest so that the

surrogate model can accurately predict the stress response of the full miter gate for any given

water level conditions and gap length; and (2) the local surrogate model is only accurate in

certain regions (e.g., near the limit state) that are important for reliability analysis, since we

usually are only concerned about the accuracy of the limit-state function in reliability analysis

[105]. The local surrogate model enables us to significantly reduce the required effort in training

the surrogate model without sacrificing the accuracy of reliability analysis. After the training

of the two types of surrogate models, they are integrated together through mechanical stress to

enable efficient corrosion reliability analysis for any location on the miter gate. To construct

these two types of surrogate models, we first rewrite the probability of failure given in Eq. (4.9)

as follows

p f (s|Under water) = Pr{Pa(s, θud)≤ Te},

p f (s|Above water) = Pr{Pa(s, θab)≤ Te},
(4.10)

where p f (s|Under water) and p f (s|Above water) are respectively the probability of failure for

the under-water and above-water scenarios for a given stress condition s.

The probability of failure p f (d) for a given location d ∈ Ωd on the downstream side is

then given by

p f (d) = Pr{Vl ≤ dy}
∫ ∫

p f (s(a, v, d)|Above water) fA(a) fV |Ab(v|Ab)dadv

+Pr{Vl > dy}
∫ ∫

p f (s(a, v, d)|Under water) fA(a) fV |Ud(v|Ud)dadv,
(4.11)

in which s(a, v, d) is the stress vector at location d for given gap length a and water levels v,

fV |Ab(v|Ab) and fV |Ud(v|Ud) are respectively the PDFs of the water levels on the gate given that
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the location of interest dy is above-water or under-water.

The probability of failure for locations on the upstream side can be analyzed similarly

using Eqs. (4.10) and (4.11). In Eq. (4.11),

• s(a, v, d) is predicted using the global surrogate model (see Sec. 4.4.2),

• and p f (s(a, v, d)|Above water) and p f (s(a, v, d)|Under water) (i.e., Eq. (4.10)) are

estimated using the local surrogate model based on the predicted stress response from the

global surrogate (see Sec. 4.4.3).

In the subsequent sections, we will explain how the surrogate models are constructed for

the macroscale structural analysis and for reliability analysis using the mesoscale PF simulation

model.

4.4.2 Surrogate modeling of macroscale structural analysis model

For given gap length a and hydra-static load v, we define the stress response of the miter

gate as s(w) = [s(1)(w),s(2)(w), ...,s(Nd)(w)]T = [F(a,v,d1),F(a,v,d2), ...,F(a,v,dNd)]
T ∈

RNd×3, where w = [a,v] are the inputs of the macroscale structural analysis model, di ∈ Ωd is

the i-th spatial location, s(i)(w) = [s(i,x)(w), s(i,y)(w), s(i,z)(w)]T ∈ R3×1, i = 1, · · · , Nd, are the

three-component stress responses at the i-th spatial location, and Nd is the total number of spatial

locations on the gate or the number of locations in set Ωd . In order to construct a surrogate

model for the macroscale model, we first generate N training samples for the inputs using the

Sobol sampling technique and denote the training samples as wt = [w1,w2, ...,wN ]. Using the N

training samples as inputs to the physics-based simulations and taking the stress response in the

x-direction as an example, we have a data matrix as

st,x = [sx(w1),sx(w2), ...,sx(wN)] ∈ RNd×N , (4.12)
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where sx(wk) = [s(1,x)(wk), s(2,x)(wk), · · · , s(Nd ,x)(wk)]
T ∈ RNd×1, k = 1, · · · ,N, are the stress

responses in the x direction for input sample wk.

The data matrix st,x is computationally burdensome for surrogate modeling when Nd and

N are large. Based on the fact that the stress responses for the adjacent elements are often similar

to each other, dimension reduction techniques such as auto-encoding, principal component

analysis, or singular value decomposition (SVD), may be employed to map the high-dimensional

stress response to low-dimensional latent response [150, 149]. In this work, st,x is decomposed

with SVD as [150] Γ

st,x = WΓZT , (4.13)

where W is a Nd ×Nd orthogonal matrix, Z is a N ×N orthogonal matrix, and Γ is a Nd ×N

diagonal matrix with decreasing diagonal elements = [η1,η2, ...,ηr], with r = min(Nd,N). The

first Nc terms in are selected to maintain 98% of the total variance.

Based on the decomposition using SVD and define = WΓ, we can then reconstruct

sx(wk),∀k = 1 · · ·N, as

sx(wk)≈
Nc

∑
j=1

γk jZx, j ∈ RNd×1,∀k = 1 · · ·N, (4.14)

where γk j,∀ j = 1, ...,Nc are the latent responses corresponds to sx(wk), and Zx, j,∀ j = 1, ...,Nc

are the basis functions. They are obtained based on the eigenvalues and eigenvectors given in Eq.

(4.13). More details about the decomposition are available in Ref. [149, 150].

After mapping the stress response into latent responses, in this work, we use the Gaussian

process regression (GPR) model to build the surrogate models that connect inputs w = [a,v] with

the latent responses, and then map the latent responses to response of the macroscale structural

analysis model using Eq. (4.14). Such a global surrogate modeling strategy has also been

employed in the literature and more details can be found in Refs. [61, 68, 74]. After surrogate
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modeling, the stress response in the x-direction for any new input w = [a,v] can be predicted as

ŝx(w) = [ŝ(1,x)(w), ŝ(2,x)(w), · · · , ŝ(Nd ,x)(w)] =
Nc

∑
j=1

ĝx, j(a,v)Zx, j + εx, (4.15)

where ŝx(w) is the predicted stress response for the set of locations in Ωd , γ̂ j = ĝx, j(a,v) is the

GPR surrogate model prediction of the j-th latent response, and εx is the residual error of the

prediction.

The surrogate models of stress responses in the other two directions (i.e., y and z di-

rections) can be constructed similarly. In addition, it worth noting that the above surrogate

modeling method can only predict the stress responses for the fixed locations d ∈ Ωd . If we want

to predict the stress response for locations that does not belong to Ωd , a certain interpolation

or approximation needs to be performed. After the training of the global surrogate model for

the macroscale structural analysis model, the prediction accuracy of the model is verified using

validation data. If the accuracy cannot satisfy the requirement, more training data are added and

the above process is repeated to retrain the model. Next, we will discuss how to train a local

surrogate model for reliability analysis at the mesoscale level.

4.4.3 Adaptive surrogate modeling for corrosion reliability analysis at
mesoscale

The goal of the local surrogate modeling is to efficiently predict p f (s|Under water) and

p f (s|Above water) for any given stress s (see Eq. (4.10)). Even though p f (s|Under water) is

used as an example in this section to explain the proposed adaptive surrogate modeling method,

the method is also applied to compute p f (s|Above water).

Motivated by overcoming the computational challenges in reliability analysis, various

adaptive surrogate modeling methods have been proposed in the past [43, 69, 16, 154, 13]. This

type of method is also called "active learning" in recent years in the literature. The basic idea

of adaptive surrogate modeling is to add the most informative training points for surrogate
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modeling over iterations with the goal to reduce the required number of training points without

sacrificing accuracy. Since surrogate models can be used for different purposes, such as reliability

analysis, Bayesian calibration, and optimization, the strategy of adaptive surrogate modeling will

change with the ultimate goal of the surrogate modeling. For reliability analysis, we are mainly

concerned about the accuracy of the limit state. Adaptive surrogate modeling for reliability

analysis therefore usually adds more training points in local regions that are close to the limit

state. In order to compute p f (s|Under water), we construct a GPR surrogate model for the

following limit state function

T (s,θud) = Pa(s,θud)−Te, (4.16)

where Pa(s,θud) is the PF simulation model given in Eq. (4.6).

To facilitate the construction of the GPR surrogate model using the adaptive sur-

rogate modeling method, we first transform θud into standard normal random variables as

ui = Φ−1(Fθ ,i(θud,i)),∀i = 1, · · · ,Nθ , where Nθ is the number of random variables in the SCC

model, Fθ ,i(θud,i) is the cumulative density function (CDF) of the i-th random variable, and

Φ−1(·) is the inverse CDF function of a standard normal random variable. Based on this

transformation, we can rewrite Eq. (4.16) as

G(s,u) = Pa(s,F−1
θ

(Φ(u)))−Te. (4.17)

in which F−1
θ

(·) stands for the inverse CDF function of θud .

p f (s|Under water) can be computed based on Eq. (4.17) as

p f (s|UnderWater) = Pr{G(s, u)≤ 0}= Pr{Pa(s, F−1
θ

(Φ(u)))−Te)≤ 0}. (4.18)

In the proposed adaptive surrogate modeling method for reliability analysis at mesoscale,

we start with a set of training points αt = [st ,ut ] and corresponding response yt of the limit-state
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function, where yt = G(st ,ut). Based on training points αt and yt , a GPR surrogate model is

constructed as ℑ
∆
= Ĝ(s,U|αt ,yt)∼ N (µĜ(s,U),σ2

Ĝ
(s,U)). Using the surrogate model ℑ, Eq.

(4.18) can be approximated using Monte-Carlo simulation as

p f (s|Under Water;ℑ) =
∫

Ωu

I(µĜ(s, u)) fu(u)du,

≈ 1
NMCS

NMCS

∑
i=1

I(µĜ(s, u(i))),

(4.19)

where Ωu is the domain of u, I(µĜ(s, u)) is an indicator function with I(µĜ(s, u)) = 1, if

µĜ(s, u) ≤ 0; I(µĜ(s, u)) = 0, otherwise, fu(u) is the joint PDF of random variables u, and

u(i), i = 1, · · · , NMCS are the MCS samples.

Due to the surrogate modeling uncertainty of ℑ, Eq. (4.19) could give an estimation

of p f (s|Under water) with a very large error. The accuracy of Eq. (4.19) can be improved by

refining ℑ in critical regions. One way of doing that is to employ the adaptive Kriging Monte

Carlo simulation (AK-MCS) method [43, 16], which adaptively identifies new training points

for refining the surrogate model using the learning function

Λ(u) =
∣∣µĜ(s,u)

∣∣
σĜ(s,u)

, (4.20)

where µĜ(s,u) and σĜ(s,u) are respectively the mean and standard deviation of the surrogate

model prediction as mentioned above for given u.

While results of past applications have shown that AK-MCS can drastically reduce the

required number of training points for surrogate-based reliability analysis, its performance can

be further improved. In this chapter, we propose a new adaptive surrogate modeling method for

mesoscale simulation by making the following two contributions:

• Integrating adaptive importance sampling (IS) method with the Gaussian mixture model

(GMM) and adaptive surrogate modeling. It is inspired by the Meta-IS method presented
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in [41] and is more robust than the original Meta-IS method for the studied problem in

this work. In the proposed method, the GMM model is used in conjunction with surrogate

model to inform IS, while IS is used in turn to guide the refinement of the surrogate model.

• Defining convergence criterion for the proposed adaptive surrogate modeling method based

on IS and GMM directly from reliability analysis perspective by analyzing the maximum

reliability estimation error.

In what follows, we explain these two main components of the proposed adaptive

surrogate modeling method in details.

Adaptive surrogate modeling at mesoscale based on IS and GMM

In IS, the expectation of the indicator function given in Eq. (4.19) is computed based on a

different statistical distribution which favors the failure boundary, instead of the original standard

normal distribution [53]. An essential element of the IS method is an instrumental density h(u),

which is assumed to dominate I(µĜ(s, u)) fu(u). For any given instrumental density function

h(u), the probability of failure defined in Eq. (4.19) may be rewritten as follows

p f (s|Under Water;ℑ) =
∫

ΩU

I(µĜ(s,u))
fu(u)
h(u)

h(u)du

≈ 1
NIS

NIS

∑
i=1

I(µĜ(s,u
(i)
IS ))

fu(u
(i)
IS )

h(u(i)
IS )

,

(4.21)

where u(i)
IS , i = 1, · · · ,NIS are the importance samples generated from the instrumental density

h(u).

The instrumental density function h(u) could affect the accuracy of reliability analysis.

The optimal instrumental density can be obtained when the variance of the IS estimator is zero.

In theory, the optimal instrumental density is given by

h∗(u) =
I(G(s,u)) fu(u)∫
I(G(s,u)) fu(u)du

. (4.22)
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However, the integration in the denominator representing the probability of failure is

hard to know in practice, which makes it challenging to identify the optimal instrumental density

function. To tackle this issue, the surrogate model-based optimal instrumental density proposed

by [41] is employed. Using the surrogate model ℑ, the approximate optimal instrumental density

function is given by

ĥ∗(u|ℑ) = ϕ(u|ℑ) fu(u)∫
ϕ(u|ℑ) fu(u)du

∝ ϕ(u|ℑ) fu(u), (4.23)

where ϕ(u|ℑ) is a probabilistic classification function defined as

ϕ(u|ℑ) = Φ

(
0−µĜ(s,u)

σĜ(s,u)

)
, (4.24)

in which Φ(·) is the CDF of a standard normal distribution.

As shown in Eq. (4.23), the problem of identifying the optimal instrumental density

function becomes to be a Bayesian inference problem. Assume that NMCS number of MCS

samples are generated for random variables u, we then compute the probabilistic classification

probabilities for these samples using Eq. (4.24) as ϕ(u(i)|ℑ),∀i = 1, · · · , NMCS. Based on the

computed likelihood functions, in this work, we solve Eq. (4.24) using the particle filtering

method. We first compute the weight of each particle as

w(u(i)|ℑ) = ϕ(u(i)|ℑ)
NIS

∑
j=1

ϕ(u( j)|ℑ)
=

Φ

(
−µĜ(s

(i),u(i))

σĜ(s
(i),u(i))

)
NIS

∑
j=1

Φ

(
−µĜ(s

( j),u( j))

σĜ(s
( j),u( j))

) . (4.25)

After that, we obtain the posterior samples using the re-sampling method according to

the weights as follows

p(u(i)|ℑ) =
NIS

∑
i=1

w(u(i)|ℑ)δ (u(i)), (4.26)

where ℑ represents current surrogate model as mentioned above and δ (·) is a delta function.
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Since the PDF of the instrumental density function is needed for the calculation of the

probability of failure based on IS, we then approximate h(u) as a GMM based on the posterior

samples as

ĥ∗(u|ℑ)≈
Q

∑
k=1

λkφ(u, µk, ΣΣΣk), (4.27)

where Q is the number of Gaussian components, µk is the mean value vector of the i-th Gaussian

component, and ΣΣΣk is the covariance of the i-th Gaussian component, φ (·) is the probability

density function of a standard normal random variable.

Once we have the GMM model, it is used to generate the importance samples denoted

as u(i)
IS , i = 1, · · · , NIS, where NIS is the number of importance samples. Using the importance

samples and the surrogate model ℑ, Eq. (4.21) is computed by

p f (s|Under Water;ℑ)≈ 1
NIS

NIS

∑
i=0

I(µĜ(s,u
(i)
IS ))

fu(u
(i)
IS )

Q
∑

k=1
λkφ(u(i)

IS ,µk,ΣΣΣk)

. (4.28)

Due to the prediction uncertainty of ℑ, Eq. (4.28) may not estimate the failure probability

accurately. In order to check the accuracy of the prediction, in the next subsection, we further

propose a convergence criterion directly from reliability analysis perspective to determine when

and at what input to refine the surrogate model.

Convergence criterion and reliability estimation error analysis

We first partition the importance samples into two groups using Eq. (4.20). More

specifically, we first compute Λ(u(i)
IS ),∀i = 1, · · · , NIS. Since Λ(u(i)

IS ) measures the distance

between the mean prediction and the limit state divided by the standard deviation of the prediction,

it quantifies how confident the prediction is about the sign of the limit state function. A small

value of Λ(u(i)
IS ) means that the prediction of a sample u(i)

IS is more likely to cause an error in the

reliability prediction. Based on this, we have the first group of samples uG1
∆
= {u(i)

IS |Λ(u
(i)
IS )>

2, ∀i = 1, · · · ,NIS} contains the samples with Λ(u(i)
IS ) values greater than 2, while the other group
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uG2
∆
= {u(i)

IS |Λ(u
(i)
IS )≤ 2, ∀i = 1, · · · ,NIS} contains the remaining importance samples [42, 69].

Based on this partition, we have the failure probability given in Eq. (4.28) as

p̂ f (s|UnderWater;ℑ) =

Group 1︷ ︸︸ ︷
NG1

∑
i=1

I(µĜ(s, u(i)
G1))χ(u

(i)
G1)+

Group 2︷ ︸︸ ︷
NG2

∑
j=1

I(µĜ(s, u( j)
G2))χ(u

( j)
G2)

NIS
, (4.29)

where χ(u) = fU (u)
Q
∑

k=1
λkφ(u,µk, k)

is the sample weight in IS, NG1 and NG2 are respectively the number

of importance samples in group 1 and group 2.

For the sake of explanation, we further define

N̂ f 1 =
NG1

∑
i=1

I(µĜ(s, u(i)
G1))χ(u

(i)
G1); N̂ f 2 =

NG2

∑
j=1

I(µĜ(s, u( j)
G2))χ(u

( j)
G2). (4.30)

Based on the above definition and if NG2 > 0, the error of the probability of failure

estimation can be computed as N̂ f 1

ξ =

∣∣∣∣∣N̂ f 2 −
NG2
∑
j=1

I(Ĝ(s, u( j)
G2|αt ,yt))χ(u

( j)
G2)

∣∣∣∣∣
N̂ f 1 +

NG2
∑
j=1

I(Ĝ(s, u( j)
G2|αt ,yt))χ(u

( j)
G2)

×100%, (4.31)

where Ĝ(s, u( j)
G2|αt ,yt) stands for the prediction from surrogate model ℑ as Eq. (4.17) shows.

For
NG2
∑
j=1

I(ĜT (s, u( j)
G2|αt ,yt))χ(u

( j)
G2), it is bounded by

0 ≤
NG2

∑
j=1

I(ĜT (s,u
( j)
G2|αt ,yt))χ(u

( j)
G2)≤

NG2

∑
j=1

χ(u( j)
G2). (4.32)

We, therefore, have a conservative estimate of the maximum error of failure probability
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estimation as

ξmax = max
Nu∈[0,

NG2
∑

j=1
χ(u( j)

G2)]

{∣∣N̂ f 2 −Nu
∣∣

N̂ f 1 +Nu

}
×100%, if NG2 > 0. (4.33)

The algorithm stops when the maximum error defined in Eq. (4.33) is less than the

requirement (i.e., 5% in this work). If the maximum error requirement is not satisfied, a new

training point unew is identified as

unew = argmin
u∈u(i)

IS , i=1,··· ,NIS

{Λ(u)} . (4.34)

Together with the fixed values of s as the input, a new training sample of the inputs is

obtained as αnew = [s, unew]. The corresponding response is obtained as ynew = G(s,unew). After

that the training dataset is updated as αt = [αt ;αnew],yt = [yt ;ynew]. With the updated training

dataset, the surrogate model ℑ is updated. The above process from Eqs. (4.16) through (4.34) is

repeated until the accuracy requirement of the maximum error is satisfied. Once the accuracy

requirement is satisfied, we obtain the estimate of p f (s|Under water) using Eq. (4.28).

Fig. 4.8 summarizes the overall procedure of computing the probability of failure for

given stress s using the proposed adaptive surrogate modeling method.

Note that even though the proposed method is explained using p f (s|Under water), it

is also applied to estimate p f (s|Above water). Next, we discuss how to integrate the global

surrogate model at the macroscale with the adaptive surrogate model at the mesoscale for pitting

corrosion reliability analysis of miter gates at any spatial location using the macroscale structural

analysis and mesoscale PF-based pitting corrosion simulation.
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Figure 4.8. Algorithm 1: compute p f (si) for any given stress level si

4.4.4 Integration of the macroscale global surrogate model and
mesoscale local surrogate model for corrosion reliability anal-
ysis

The multi-scale surrogate models are established to capture the uncertainties from differ-

ent length scales such as gap length a and the hydraulic water heads v at the macroscale and the

electrochemical parameters θ at the mesoscale. Even though the adaptive surrogate modeling

method presented in Sec. 4.4.3 drastically reduces the required computational effort to estimate

the failure probability given any stress s, it is still computationally very challenging to directly

use it for pitting corrosion reliability analysis of the whole miter gate. The challenge stems from

the fact that there are thousands of spatial locations on the gate (Nd given in Sec. 4.4.2 is a very

large number) and the stress response could have thousands of possible realizations for any given

location d ∈ Ωd due to uncertainty in a and v.

To address this challenge in the integration, we first generate Ns samples for the stress
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level using the Sobol sampling technique as illustrated in Fig. 4.9. For each stress sample

s(i), i= 1, · · · ,Ns, the adaptive surrogate modeling method developed in Sec. 4.4.3 is implemented

to estimate p f (s(i)|Under water),∀i = 1, · · · ,Ns and p f (s(i)|Above water),∀i = 1, · · · ,Ns. Note

that a common training dataset αt ,yt is updated as illustrated in Fig. 4.9 during the process to

reuse the data across different stress levels. After that, surrogate models p̂ f ,ud(s) = Gud(s) and

p̂ f ,ab(s) = Gab(s) are constructed respectively for the under-water and above-water scenarios

of the failure probability as a function of stress s. With these two surrogate models, we then

efficiently predict the pitting corrosion reliability for any location on the gate. To do that, we first

generate MCS samples of v and a as {a(k),v(k); ∀k = 1, · · · ,NM}. We then obtain the samples of

stress response for any given location di ∈ Ωd, i = 1, · · · ,Nd using surrogate model constructed

in Sec. 4.4.2 as

ŝ(i,x)(w(k)) =
Nc

∑
j=1

ĝx, j(a(k),v(k))Zx, j(di)+ εx,i,∀i = 1, · · · ,Nd; k = 1, · · · ,NM,

ŝ(i,y)(w(k)) =
Nc

∑
j=1

ĝy, j(a(k),v(k))Zy, j(di)+ εy,i,∀i = 1, · · · ,Nd; k = 1, · · · ,NM,

(4.35)

where w(k) = [a(k),v(k)].

The failure probability at location di ∈ Ωd, i = 1, · · · ,Nd is then computed as

p f (di) =
1

NM

NM

∑
k=1

p̂ f ,w(s(di, k)),∀i = 1, · · · ,Nd (4.36)

where p̂ f ,w(s(di, k)) is given by

p̂ f ,w(s(di, k)) =

 p̂ f ,ud(s(di, k)), if v(k)l > dy

p̂ f ,ab(s(di, k)), if v(k)l ≤ dy

. (4.37)

With Eqs. (4.35) through (4.37), the macroscale global surrogate model and mesoscale

local surrogate model are integrated into the proposed algorithm and the uncertainties from
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different scales are taken into consideration. This allows us to efficiently predict the failure

probability of pitting corrosion for any location on the gate. Fig. 4.9 summarizes the overall

implementation procedure for the integration of these two types of surrogate models for reliability

analysis.

Figure 4.9. The flowchart of proposed method

4.4.5 Summary of implementation procedure

Algorithm 1 presents the pseudo-code of the proposed method for estimating p f (si) for

any given stress level si. Following that, Algorithm 2 summarizes how Algorithm 1 is integrated

with the overall framework to accomplish corrosion risk assessment using physics-based multi-

scale simulations.

Next, we will use a practical miter gate application example to demonstrate the proposed

framework.
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Algorithm 1: Compute p f (si) for any given stress level si

Data: [st ,ut ],yt
Result: Updated [st ,ut ],yt
while ξ m < 5% do

Train GPR surrogate model y = Ĝ(s,u) based on current [st ,ut ],yt ;
Fix s at si, compute weight of each particle w(u(i)|ℑ) with Eq. (4.25);
Obtain posterior samples p(u(i)|ℑ) with Eq. (4.26);
Fit a Gaussian mixture model to get the PDF of ĥ∗(u);
Compute p f (si) with Eq. (4.28);
Compute learning function Λ(u) with Eq. (4.20);
Identify unew = minu Λ(u);
Compute ynew = G(si,unew);
Add [si,unew],ynew to the training data [st ,ut ],yt ;
Divide the updated samples into group 1 and group 2 by Λ value;
if Λ(ui)> 2 then

Λ(ui) ∈ group 1;
Compute N̂G1

else
Λ(ui) ∈ group 2;
Compute N̂G2

end
Compute ξ m with Eq. (4.33);

end

Algorithm 2: Integration of macroscale global surrogate and mesoscale local
surrogate for corrosion reliability analysis of miter gates

Generate N input samples [st ,ut ];
Run local corrosion simulation and obtain yt = [y(1),y(2), ...,y(N)] where
y(i) = G(u(i),s(i));

for i = 0 to N do
Train GPR surrogate model y = Ĝ(s,u) based on current [st ,ut ],yt ;
Compute p f (si) using Algorithm 1;
Update training data [st ,ut ],yt from Algorithm 1;

end
Construct a surrogate model p f (s) = p̂ f (s) using st and

p f ,t = [p f (s1), p f (s2), ..., p f (sN)];
Run global surrogate si(d,k) = π̂(ak,vk,d) to obtain the stress response of on the
miter gate;

Compute failure probability of any location on the gate p f (d) with Eq. (4.36);
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4.5 Case Study

4.5.1 Problem statement

The US Army Corps of Engineers (USACE) owns and operates over two hundred

navigational locks in the United States. As of 2017, more than half of the assets had been in

service for more than 50 years [49]. Pitting corrosion is one of the most significant deterioration

types on miter gates [49], which are the operation gates keeping the water level on both sides of

the lock as shown in Fig. 4.10.

Lock

Miter gates

Figure 4.10. A lock with miter gates for inland waterway navigation.

To conduct the failure probability prediction of miter gates with respect to pitting corro-

sion, different uncertainty sources in different time scales need to be considered. The water level

on the downstream side of the lock keeps changing from the lower water level to the higher water

level or vice versa in every operation. Additionally, the water level on the upstream side is also

changing slowly depending on the water level management of the whole waterway. In our study,
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the downstream and upstream water levels are respectively modeled as Weibull and Gaussian

distribution as shown in Table 4.1. The reaction coefficient and the diffusion coefficient θ are

also changing with the chemicals in the water as well as the temperature during a long time in

service. They are modeled as Gaussian distributions. A failure is defined as the time to SCC

initiation being less than a time length of interest Te, which is two years in our study.

Table 4.1. Sources of uncertainty and their proposed statistical distributions

Variable Name Uncertainty
Sources

Distribution
Type

Distribution Pa-
rameter

Upstream Water
Level (v1)

Waterway eleva-
tion management

Gaussian µ = 600, σ = 50

Downstream Wa-
ter Level (v2)

Navigational lock
operation

Weibull a = 2, b = 50

Reaction Con-
stant (θ1)

Chemicals in wa-
ter and tempera-
ture

Gaussian µ = 5.5, σ = 1.5

Diffusion Coeffi-
cient (θ2)

Chemicals in wa-
ter and tempera-
ture

Gaussian µ = 2.6, σ =
0.75

In our previous study, a high-fidelity FE model has been developed as depicted in Fig.

4.5. Based on this information, we perform corrosion reliability analysis for a miter gate by

employing the method proposed in Sec. 4.4.

4.5.2 Global surrogate modeling of the strain response of the miter gate

In order to construct a global surrogate for the strain response of the miter gate, 1000

training samples of gap length and water level combinations are generated. FE simulations are

then conducted using these training samples as inputs. Based on that, a surrogate model of the

miter gate strain response is built using the method presented in Sec. 4.4.2. In this work, 9

features are employed to represent the strain response since they can account for 95% of the

eigenvalue information (see Eq. (4.14)).

For illustration, the first six features (accounting for 90% of the eigenvalue information)
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of the strain response obtained through singular value decomposition are shown in Fig. 4.11.

One interesting observation is that some features, like the second and the third features, almost

only capture the local response from the gap. The local response due to the gap is separated and

well-captured by the singular value decomposition method used in this study. Since a similar

approach has been adopted in our previous study, we refer interested readers to our previous study

for details [149, 157]. Fig. 4.12 presents the prediction of the strain response from the trained

surrogate model for a given gap length and water level combination. Only a two-dimensional

plot is plotted for better visualization of the point cloud of the surrogate model prediction.

Figure 4.11. First six features of the strain response of the miter gate
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Figure 4.12. Predicted strain response of miter gate using global surrogate model

4.5.3 Adaptive local surrogate modeling of PF model for corrosion
reliability analysis

Since a single run of the PF-based corrosion simulation takes over half an hour on our

benchmark workstation, it is computationally impossible for us to verify the effectiveness of the

proposed framework if the original PF model is used. In order to overcome this issue in the case

study, a GPR surrogate model of the PF model is constructed in this section and is used as the

original model for the purpose of verifying and comparing the performance of different methods

including the proposed adaptive surrogate modeling in Sec. 4.4.3, the existing AK-MCS method,

and MCS.

According to the algorithm presented in Sec. 4.4.3, we first generate 64 samples of ut , st

and yt . Based on the initial samples, an initial GPR surrogate model Ĝ(s,u) is constructed. After

that, the joint PDF of the approximated instrumental density ĥ∗(u) for IS is sequentially updated

to identify new training points for the refinement of the surrogate model. Fig. 4.13 shows some
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examples of the updating of ĥ∗(u) over iterations for three different stress level conditions. For

each subplot in Fig. 4.13, the horizontal axis is the reaction constant denoted by u1 and the

vertical axis is the diffusion coefficient denoted by u2. We can see that for s5, the distribution of

u1 concentrates around −1 after several iterations and continues to concentrate on a small range

around −2.2. For s10, u1 spreads to a small range around −0.5 and concentrates on an area near

1. For s15, u1 concentrates on a range between −0.5 and 2 after 10 iterations and spreads to two

narrow ranges at about 0 and 1. For different stress conditions, the proposed adaptive surrogate

modeling algorithm can iteratively refine the different areas of the whole surrogate. Note that

for different si, the distribution of u1 concentrates on narrow ranges while the distribution of u2

remains a wide range after updating. This is because the influence from the reaction constant is

more significant than that from the diffusion coefficient in our case.

Figure 4.13. The joint PDF updating of u

Fig. 4.14 shows the convergence history of p f (si) for different stress-level conditions.
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We can notice that the proposed algorithm can converge quickly to a stable failure probability

value for different stress conditions.

0 5 10 15
Iterations

0.0

0.2

0.4

0.6

0.8

P f
Probability of failure of different stress

s15=[0.16, 0.84]
s7=[0.21, 0.56]
s12=[0.38, 0.17]
s13=[0.83, 0.62]
s19=[0.41, 0.65]

Figure 4.14. Convergence history of probability of failure for different si

4.5.4 Comparison with the AK-MCS method

The proposed adaptive surrogate modeling for local surrogate modeling is also compared

to the AK-MCS method [43]. Table 4.2 lists the number of function evaluations needed to

converge for different stress conditions. As shown in this table, the proposed method needs far

fewer functions than the AK-MCS method. Although the proposed method includes an extra

step for Gaussian mixture modeling and IS, the overall computation cost has been significantly

reduced since the required computational effort of the complex simulation for each new sampling

point is much higher than the extra computational time introduced by GMM.
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Table 4.2. The number of function evaluations needed by the proposed method and AK-MCS
for different stress conditions

Stress Conditions Proposed Method AK-MCS
s0 = [0.1,0] 13 55
s1 = [0.55,0.45] 5 132
s2 = [0.775,0.225] 6 220
s3 = [0.325,0.675] 10 25
s4 = [0.438,0.338] 5 36
s5 = [0.887,0.787] 11 28
s6 = [0.662,0.113] 4 29
s7 = [0.212,0.563] 18 26
s8 = [0.269,0.281] 10 66
s9 = [0.719,0.731] 6 27
s10 = [0.944,0.056] 13 30

4.5.5 Miter gate pitting corrosion reliability analysis

Fig. 4.15(a) depicts the failure probability value of each stress condition obtained using

the adaptive local surrogate modeling method. Based on this, a surrogate model p̂ f (s) is trained

as shown in Fig. 4.15 (b). After that, by integrating the global surrogate model with the adaptive

local surrogate, the failure probability of any location p̂ f (d) on the miter gate can be calculated.

Fig. 4.16 (a) shows the resulting corrosion failure probability map obtained using the proposed

method. As shown in this figure, near the bottom of the gate has a high failure probability while

above the water level has a very low failure probability. This is very similar to the corrosion

pattern we found on multiple miter gates in the real-world as shown in Fig. 4.16 (b). There are

two main reasons for this. First, the mechanical load under normal working conditions leads to a

greater stress value at the bottom of the gate, which can contribute to the failure event we defined

here. However, this failure probability map has a different distribution pattern from the stress

distribution above the water level. This can be explained by the other reason, which is that u,

which are the reaction constant and the diffusion coefficient, in this case, has different distribution

in the above-water-level part and under-water-level part. The reaction constant and the diffusion

coefficient are much lower for the above-water level locations than those under-water level
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locations. This is attributed to the fact that the electrochemical reactions for the metal in the

water and the air are different. Therefore, the failure probability map has small values for all the

above-water-level parts.

Figure 4.15. Training points of failure probability of given stress (a) and surrogate model surface
(b)

Figure 4.16. Probability of failure on miter gate (a) and different parts of a real-world corroded
miter gate (b)
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4.6 Conclusions

this work proposes a physics-based corrosion reliability analysis method. The proposed

method connects the mesoscale corrosion simulation to the macroscale mechanical simulation by

mechanical stress, enabling the reliability analysis for the whole structure based on high-fidelity

models. The SCC initiation risk map for the entire structure is generated with the proposed

method. The uncertainties from different scales and sources are well-considered in the reliability

analysis with the multi-scale simulations. Moreover, the local adaptive surrogate modeling

method can reduce the number of iterations needed for the performance function, which can save

a significant amount of computational cost. This approach combines the advantages of AK-MCS

and IS. The idea for this is to reduce the evaluation times in surrogate modeling. Instead of

refining the model in the whole design space which can be expensive, the adaptive surrogate

modeling refines the model by adding a new sample point sequentially from the important

samples identified with instrumental density function to the design of experiments. The best next

sample point is determined by the learning function. This adaptive surrogate modeling method

is compared with the existing AK-MCS method and the result shows the proposed method can

significantly further reduce the number of evaluations.

The proposed method uses an existing two-dimensional PF simulation for the local

corrosion simulation. This can be improved by using a three-dimensional simulation and

achieving a better connection with the macroscale mechanical stress simulation. The interaction

between mesoscale corrosion simulation and global mechanical stress simulation is not fully-

coupled in the current method. The global influence of the corroded location on mechanical stress

is not considered based on the assumption that the pitting corrosion and the SCC deterioration

are local. These topics are worth investigating in our future work.

4.7 Remarks

Material for this chapter was published in the following articles:
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Chapter 5

Pitting Corrosion Diagnosis and Prognosis
in Civil infrastructure

5.1 Abstract

Physics-based high-fidelity pitting corrosion simulation models have been successful in

predicting the evolution of pit morphology for given mechanical and environmental conditions.

However, applying such models for pitting corrosion diagnostics and prognostics in large civil

infrastructures is very challenging, primarily due to the impracticality of measuring individual

pits. this work overcomes this challenge by bridging the gap between physics-based pitting

corrosion simulation and vision-based pitting corrosion inspection of large civil infrastructures.

The framework proposed in this work consists of four main modules, namely mesoscale pitting

corrosion simulation using the phase-field method, macro-scale structural analysis, pitting

corrosion detection using machine learning, and updating physics-based simulation models based

on pitting corrosion detection. It begins with the development of a forward simulation framework

to predict the evolution of pitting corrosion on large civil infrastructures using multi-scale

analysis. A convolutional neural network (CNN)-based pit detection method is created in parallel

to autonomously identify and extract pitting corrosion observations from corrosion inspection

images. Finally, an approximate Bayesian computation numerical framework is proposed to

update three key model parameters in the forward pitting corrosion simulation model using the

detection results from the trained CNN model. The updated multi-scale simulation model can
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then be used for pitting corrosion prognostics. A practical application example of miter gates is

used to demonstrate the effectiveness of the proposed framework.

5.2 Introduction

Corrosion stands out as a prevalent form of deterioration in large infrastructures within

inland navigation systems [46] as Figure 5.1 shows. The corrosion pits exhibit variations in both

their shapes and depths. Notably, pitting corrosion, recognized as the most destructive type of

corrosion [3], poses a unique challenge due to its localized nature, making detection difficult

while potentially leading to severe consequences for structural integrity [159]. Moreover, the

initiation and propagation of cracks, as shown in Figure 5.1, can result from pitting corrosion

[36]. In the context of large civil infrastructures, the presence of varying mechanical loads,

a common working condition, significantly influences the growth of pitting corrosion [115].

Therefore, the imperative development of a comprehensive diagnosis and prognosis framework

for addressing pitting corrosion in civil infrastructure is underscored.

Many data-driven methods necessitate historical failure data, as statistical algorithms

lack an understanding of physical failure mechanisms. Nevertheless, acquiring such failure data

is frequently challenging for civil infrastructure, and generating it through reasonable approaches

proves to be a formidable task. Faced with these constraints, there is a notable inclination towards

physics-based prognostics for civil infrastructure. Another noteworthy distinction lies in the fact

that the Data-Driven approach heavily relies on measurements, with minimal consideration of

underlying physics. In contrast, the model-based approach can provide estimates even in the

absence of measurements. Furthermore, when diagnostic information becomes available, the

model can be refined or updated based on this additional information.

Computational models for pitting corrosion, such as cellular automata (CA), peridynamics

(PD), and phase field (PF), have been established, with the PF model being particularly popular

due to its versatility and capacity to encompass various factors in pitting corrosion simulation
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Figure 5.1. Pitting corrosion images on miter gates [77] (Courtesy of Brian Eick)

[9, 118]. Nevertheless, these models, relying on the solution of partial differential equations,

come with a computational cost. To mitigate this, accelerated surrogate models utilizing machine

learning algorithms have been introduced [103, 104]. These surrogates enable rapid predictions

and probabilistic analyses for pitting corrosion. Notably, however, these models have not been

effectively integrated or updated with real-world measurements.

To overcome these limitations, we present a comprehensive framework for diagnosing

pitting corrosion in civil infrastructure, leveraging strain measurements and images. Following

the diagnosis, we conduct prognostics with the model updated based on the diagnostic results.

Surrogate models are implemented to accelerate physics-based simulations, enabling swift
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predictions. Additionally, we establish a link between mesoscale corrosion simulation and

macroscale structure simulation through a multi-scale approach.

5.3 Corrosion Diagnostics and Prognostics Framework

5.3.1 Overview of the Proposed Framework

Figure 5.2. Corrosion diagnostics and prognostics scheme

The proposed framework comprises three main components, as illustrated in Figure 5.2.

On the left side, a meso-scale pitting corrosion simulation incorporates mechanical input from

macro-scale structural analysis. The upper right section introduces a macro-level pit initiation

statistical model, presenting a multi-scale pitting corrosion simulation approach for predicting

pitting corrosion on large structures. Synthetic images are then utilized to measure corrosion

location and radius through a machine learning-based corrosion detection algorithm, depicted

in the lower right blue box. The detection outcomes play a crucial role in updating the three
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key parameters in the forward simulation via the proposed approximate Bayesian computation

framework. Subsequently, pitting corrosion prognosis is conducted using the updated parameters

through a multi-scale prediction model.

5.3.2 Multi-Scale Simulation for Pitting Corrosion Prediction

Mesoscale pitting simulation under dynamic loads

The loading conditions on the structures or components frequently display stochastic

fluctuations over time, characterized by non-stationary statistical behaviors. The mechanical

load is generated by the Karhunen–Loève expansion based on the water level history data

as illustrated in the paper [115]. The authors implemented phase-field method described in

Sec. 2.3 on a two-dimensional plate subjected to dynamic normal stress and shear stress,

applied to one side of the plate. Pitting corrosion initiates and propagates from the top center

region. The single pit metastable evolution model simulates the corrosion morphology evolution

under altering mechanical load history, y1,k, and static reaction coefficient, θ . The corrosion

evolution displayed varying growth speeds, directions, and shapes. This simulation highlights

the substantial influence of dynamic loads on the corrosion process. The corrosion morphology

Ωk at time tk can be obtained by the simulation as Equation 5.1 shows.

Ωk = G (y1:k,Ω0,θ ,Tini), (5.1)

where G (·) represents the physics-based phase-field simulation, y1:k is the stress from time t1 to

tk, Ω0 is the corrosion morphology at time t0, Tini is the pit initiation time of a certain pit, and θ

is the environmental coefficient.

Macroscale structural analysis

The principal load acting on the miter gate structure is the hydrostatic pressure under

different water elevations from both sides. Over years of service, a common form of deterioration

involves the development of gaps between the lock wall and the quoin block. The model is
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specifically developed for stress analysis and boundary contact analysis. Under a specified

water level vk and gap length ak, the strain response of the macro structure at spatial location d,

denoted as sd,k, is simulated using a linear and elastic Finite Element (FE) model consisting of

64,919 4-node reduced integration shell elements. To enhance accuracy, strain measurements are

employed to update the overall stress response of the structure [150]. This step is mathematically

represented by Equation 5.2.

sd,k = F (ak,vk,d), (5.2)

where F is the FE analysis model. Based on the FE model, a reduced-order, Gaussian process

regression model for strain analysis was developed using principle component analysis to predict

strain gauges [149]. The implementation of the reduced-order model significantly reduces the

computation time from over 2 minutes to less than 1 second for a single simulation, thereby

facilitating rapid predictions of the macro structural stress response. The Equation 5.2 can be

represented with Equation 5.3.

ŝd,k = F̂ (ak,vk,d), (5.3)

where the F̂ (·) is the surrogate model of the FE analysis model.

Macro-scale Pitting Corrosion Feature Prediction Using multi-scale Simulation

To facilitate the simulation of multiple pit evolutions on the macro structure, we introduce

a multi-scale simulation approach that establishes a connection between mesoscale single pit

simulations and the macroscale structure.

For simulating multiple pits based on the behavior of a single pit at the local level,

obtaining information about multiple pit initiation times and locations is crucial. Pit initiation

stems from the breakdown of the local passive film, a process involving intricate mechanisms of

nucleation and early propagation, currently under active research [51, 83, 84, 86, 87].
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Given the complexity of these mechanisms, we resort to statistical information to describe

this stage. The passive film breakdown event is modeled as a nonhomogeneous Poisson process

[12], and the Weibull distribution has been identified as a suitable fit for the pit initiation time

distribution [11, 89]. In this study, we generate pit initiation times for the p-th pit, denoted as

Tini,p, using the Weibull distribution with parameters λ and η , as shown in Equation 5.4.

Tini,p ∼W (λ ,η), (5.4)

The number of pits Nk at tk can be calculated with Tini,p by

Nk =
Np

∑
p=1

⊮Tini,p<=tk (Tini,p), (5.5)

where ⊮(·) is the indicator function that equals to 1 if Tini,p <= tk else 0, Np is the maximum

number of pits that can be initiated within the time of interest Nt . Np is influenced by material,

environmental factors as well as the initiation mechanism. In this study, we select this value

according to the measurement results of the steel components in a bulk carrier by Paik et al [113]

as the long-term pitting corrosion measurements on infrastructures are extremely limited.

Furthermore, we have identified that the spatial distribution of corrosion pits displays

characteristics of both randomness and regular spacing, as observed in the research by Cawley et

al. [27]. The local pit locations are generated using a joint uniform distribution. It’s important to

note that, in this study, we have not accounted for the influence of mechanical stress on the pit

nucleation stage. The procedure of the multi-scale simuation is shown in Figure 5.3.

With the ability to simulate multiple pits at the local level, the local stress response

history obtained from macroscale structural analysis at specific locations is employed as the

mechanical load input for the local corrosion model. Notably, due to the gradual nature of

corrosion, the dynamic load on corrosion is generated with a 15-minute interval water level

history, consistent with the water level monitoring data. Therefore, changes in water level are
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Figure 5.3. Flowchart for proposed multi-scale pitting corrosion simulation

considered pseudo-static in relation to the stress response. Consequently, the stress response,

denoted as y1,k, is simulated multiple times for each time step of the mechanical load history, as

shown in Equation 5.6, thus generating the stress load history for the macro structure.

y1,k = F̂
(
ak,v1,k

)
, (5.6)

where v1,k is the water level history data.

It is crucial to emphasize that the stress response is one-way coupled to the pit evolution.

In this study, we do not consider the stress redistribution resulting from corrosion growth, as

our primary focus is on the local corrosion evolution stage preceding significant material loss or

structural failure.

Surrogate Modeling to Accelerate Pitting Corrosion Features Prediction

To evaluate the extent of pitting corrosion damage, three critical damage fea-

tures—namely, pit depth γk, pit opening diameter αk, and curvature ck—are extracted from

the simulation results Ωk, as illustrated in Figure 5.4. Pit depth is identified as one of the most
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crucial damage features in pitting corrosion, exerting a significant influence on component

strength, as observed by Apostolopoulos et al. [10]. The selection of pit opening diameter is

based on its ease of detection using image measurements. Lastly, curvature at the pit’s tip location

serves as a vital indicator for potential corrosion-induced cracking initiation, as highlighted in

the study by Qian et al. [118].

Figure 5.4. The pit depth, pit opening diameter and the curvature extraction

To enhance optimal maintenance strategies or decision-making in the structural health

monitoring (SHM) system, the diagnostics and prognostics stages necessitate the execution

of predictive models thousands of times within a short timeframe. Additionally, real-time

monitoring systems require swift predictions for prompt responses. However, multiple nonlinear,

coupled partial differential equations (PDEs) are inherently computationally demanding. A

single corrosion simulation can take more than an hour to compute on a workstation with 10

cores of an Intel(R) Xeon(R) W-2155 CPU. To address this computational challenge, a machine

learning-based surrogate model is applied to expedite feature prediction.

We employ a Gaussian process regression (GPR) model with a nonlinear autoregressive

exogenous inputs (NARX). A notable advantage of this specific machine learning model is its

ability to not only provide mean predictions but also offer confidences in a closed form. To

predict the features at time step k, we construct three GP-NARX models for the three features,
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utilizing information from the features and load of the previous Nt time steps in Equation 5.7.

γk+1 = Ĝ1
(
y(k−4):(k+1),γ(k−4):k,α(k−4):k,c(k−4):k

)
+ ε1,k+1

αk+1 = Ĝ2
(
y(k−4):(k+1),γ(k−4):k,α(k−4):k,c(k−4):k

)
+ ε2,k+1 (5.7)

ck+1 = Ĝ3
(
y(k−4):(k+1),γ(k−4):k,α(k−4):k,c(k−4):k

)
+ ε3,k+1, i = 0,1, ...,Npred

where Npred represents the time steps needed by GP-NARX to predict the features of the next

step. By recursively applying Equation 5.7 as illustrated in Figure 5.5, the damage features at

any time step k,k > Ti can be predicted with Equation 5.8 from initiation time Ti.

γk,αk,ck = Ĝ
(
yTp,k,γ0,α0,c0,θ

)
, (5.8)

where γ0,α0,c0 are the initial features at the pit initiation time Tp.

Figure 5.5. GP-NARX architecture for surrogate modeling

5.3.3 Machine Learning-Based Pitting Corrosion Identification and
Detection

The multi-scale physics-based corrosion simulation with surrogate modeling enables

acquiring accurate pitting information at each step under dynamic loads. Based on the physics

information developed in the last section, vision-based pitting corrosion inspection can be
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achieved if image inspection data are available in the process of the forward problem. However,

in cases like corrosion analysis, acquiring real-world data in sufficient quantity and diversity can

be challenging. This is where synthetic image data generation, particularly using advanced 3D

computer graphics software like Blender, becomes invaluable.

Synthetic Image Data Generation Using Blender

Blender is a free and open-source 3D computer graphics software, offering comprehensive

tools that enable users to create detailed and physically accurate simulations. [136, 106, 78, 144,

124] The powerful tools enable Blender to generate synthetic datasets that accurately represent

pitting corrosion over time. These datasets will serve as training samples for convolutional neural

network (CNN) models, aimed at identifying and predicting the progression of corrosion in

large-scale steel structures.

The process in Blender involves simulating the dynamic evolution of corrosion pits on

steel surfaces. This is achieved through a series of steps, starting from the creation of a 3D

plate to represent the metallic base. The progression of corrosion is then simulated according to

imported pitting information from the last section, generating pit shapes, and applying realistic

modifications to mimic the stochastic nature of actual corrosion processes. The final step involves

rendering the corroded plate at multiple angles of view and at various stages of pit development,

thereby creating a series of images that capture the progression of pitting corrosion. These

images allow for training CNN models for vision-based pitting corrosion detection.

Convolutional Neural Network (CNN) for Pitting Corrosion Identification

CNNs are a class of deep neural networks that consist of multiple layers that automatically

and adaptively learn spatial hierarchies of features from input images. These features range from

edges and patterns at lower layers to high-level features and object classes at deeper layers. The

CNN models are well-known for tasks such as image classification, segmentation, and object

detection [60, 5, 111], which are critical in the context of pitting corrosion identification .
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The core component of a CNN is the convolutional layer, which applies a series of learn-

able filters with adjustable sizes to the input images. This operation captures local dependencies

of features to identify (pitting holes in this work). Through the use of pooling layers, CNNs

downsample the captured features for the model’s invariance to local translation, making them

robust to small translations of the input. For the purpose of pitting corrosion detection, where the

task is to identify and localize corrosion on a pixel level, a specialized form of CNN known as

U-Net is employed [75, 24, 32, 102].

The U-Net architecture was originally designed for biomedical image segmentation,

offering precise object detection by combining a contracting path to capture context and a

symmetric expanding path that concatenates lower-layer features with deeper-layer features.

This architecture is particularly well-suited for the task of pitting corrosion identification, as it

requires the model to learn the pitting corrosion at different scales. As shown in Figure 5.6, the

U-Net architecture, as employed in our study, is designed for a 512x512 pixel input image. The

architecture follows a symmetrical design with two main paths - the contracting (downsampling)

path and the expansive (upsampling) path.

Input image

51
2×
51
2

3
64 64

conv 3×3, ReLU

skip connection

25
6×
25
6

128

128
Output mask

up-conv

conv 1×1

max pooling

51
2×
51
2

64 64 1

51
2×
51
2

64 128

Figure 5.6. The architecture of a U-Net neural network for pitting corrosion identification.

The contracting path begins with an input layer of dimensions 512x512x3 (typically
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for RGB images). The first convolutional block consists of 3x3 convolutions, stride 1, and

padding 1, producing an output of dimensions 512x512x64. This is followed by a max pooling

layer with a 2x2 kernel and stride 2, reducing the spatial dimensions to 256x256x64. Further

convolutional blocks follow this pattern, each time doubling the number of filters while halving

the spatial dimensions. The final layer in this path has dimensions 256x256x128. To the right

part of the architecture, the expansive path begins with an upsampling layer that increases the

spatial dimensions, followed by convolutional layers. The first upsampling layer enlarges the

input to 512x512x128. The subsequent convolutional block reduces the channel dimensions to

512x512x64.

This path essentially mirrors the contracting path but in reverse, gradually increasing

the spatial resolution while decreasing the depth. The skip connections, as indicated as solid

black arrow in the figure, connect corresponding layers in the contracting path to the expansive

path. These connections are crucial as they allow the network to use fine-grained details from

the contracting path for precise localization during upsampling.

Final convolution and output have a final 1x1 convolutional layer that consolidates the

feature map into a single channel, resulting in an output dimension of 512x512x1. This output

represents the segmented image, where each pixel is classified as either part of a corrosion area or

not. It is important to note that the figure of the U-Net model, as presented in this work, reflects

this simplified architecture. It demonstrates a single convolutional block in both the contracting

and expansive paths, with a proportional reduction in spatial dimensions and a corresponding

increase in feature depth at each stage. For more complex corrosion patterns, the network can

be deepened by adding convolutional blocks. This enhancement allows for the processing of

intricate features at the expense of increased computational demand.

To generate the ground truth as the training output for the CNN model, the synthetic

dataset is further augmented with binary masks for pixel-level segmentation. These masks label

the corroded from the non-corroded areas, with pixel values set to 255 for regions exhibiting

pitting and 0 for all other regions. The CNN training process involves feeding the synthetic
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images and their corresponding masks into a U-Net model. The U-Net architecture is optimized

through back propagation and gradient descent algorithms, minimizing a loss function that

quantifies the difference between the predicted segmentation and the ground truth masks.

Through the employment of a U-Net CNN trained on several generated synthetic datasets,

a robust CNN model for machine learning-based pitting corrosion identification and detection is

available, for further applications in corrosion diagnostics and prognostics.

Interpreting Pitting Corrosion Output

Assume the input image, denote as x, is passed through the U-Net model, where the

output of the U-Net model y after a series of convolutional, pooling, and upsampling operations

can be represented as follows

y = fU-Net(x) (5.9)

where y is a matrix of the same spatial dimensions as x but represents the raw prediction for each

pixel.

The raw output y is then passed through a sigmoid activation function σ to convert them

into probabilities as follows,

p = σ(y) =
1

1+ e−y (5.10)

This function ensures that the output for each pixel of the prediction lies between 0 to

1, which can be interpreted as the probability of the presence of corrosion. Upon obtaining

the sigmoid output, these probabilities are typically converted into binary values for clear

segmentation by applying a pre-defined threshold T . The binary pixel-level identification result

χ̃ is obtained as follows:
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χ̃ =


1 if p > T

0 otherwise
(5.11)

where the threshold level T can be determined based on the specific requirements of the task

and to reflect the risk of underestimating corrosion. The binary pixel-level identification result χ̃

presents that pixels with values above the threshold are classified as ’corrosion’ (1), while those

below are classified as ’non-corrosion’ (0).

In scenarios where multiple classes of corrosion are involved, such as differentiating

various severity levels of corrosion, a softmax activation function would typically be used. This

function extends the capability of the model to handle multi-class classification by outputting a

probability distribution over multiple classes. It assigns a probability to each class for each pixel,

ensuring that the sum of these probabilities equals 1. However, this work primarily focuses on

the aspect of feature extraction using CNN models in the context of binary classification for

corrosion detection. Thus, quantifying the severity or classifying multiple types of corrosion

falls beyond the scope of our current study.

5.3.4 Pit Feature Extraction from Observation

The corrosion depth γk is acknowledged as a crucial feature of corrosion damage. How-

ever, accurately identifying pit depth from normal-scale images poses challenges. Firstly, the

depth direction typically lies in the out-of-plane direction on the image due to the camera location,

diminishing the depth information on the image. Additionally, the scale of pit depth is much

smaller than the distance between the camera and pits. The presence of rust and stains on the pit

surface introduces additional noise for depth identification. Consequently, direct measurement of

depth is not performed in this study.

Despite the challenges in directly measuring depth from images, the pit depth γk can be

inferred from the opening width αk using Equation 5.8, given the mechanical load history yTp,k.

Conversely, the opening width can be identified from images since this information is directly
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visible.

To achieve this, we propose an advanced feature extraction algorithm based on pixel-level

corrosion identification results, incorporating a super-resolution network and a circle detection

algorithm. Initially, the enhanced deep super-resolution network (EDSR) by Lim et al. [92] is

employed to improve resolution and reduce noise in the binary identification results, as illustrated

in [Reference to the specific figure]. EDSR is designed to optimize performance by eliminating

redundant modules often present in conventional residual networks, resulting in a significant

overall efficiency enhancement.

Subsequently, morphological closing by dilation and erosion is applied to fill small holes

between overlapping pits. The distance transform is then performed on the morphological closing

results. The feature extraction algorithm combines the distance transform with a disk and the

previous results, identifying local maxima as indicators of pit location d̂pk and radius α̂pk for pit

p at time k, as shown in Equation 5.12.

α̂kp, d̂kp = I (χ̃), p = 1, ..., N̂k, k = Ti, ...,Nt , (5.12)

where I is the feature extraction algorithm, χ̃ represents the pixel-level identification result from

Section 5.3.3, the total number of pits identified at the current time point.

5.3.5 Parameter Updating from Features Identified

The Approximate Bayesian Computation (ABC) algorithm is employed to iteratively

update three parameters, λ , η , and θ in the forward model. This process unfolds in two steps,

each corresponding to a stage in the forward model. The flowchart of the updating procedures is

presented in Figure 5.7.

Step 1: Updating λ and η in the Weibull Distribution

In this stage, the two parameters x = [λ ,η ] in the Weibull distribution for the pit initiation

time are initially updated using the pit numbers identified from the measurements N̂k. Given the
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Figure 5.7. Flowchart of updating procedures

absence of prior information about the pit initiation time, a uniform distribution is used as the

prior distribution Xprior ∼ U . 1000 samples are generated from the prior distribution and fed

into the Weibull distribution W (xi) to generate pit initiation time samples Ti. The pit number Nki

at time k for the ith realization is calculated. The error between Nki and N̂k is computed using

Equation 5.13.

εi1 = ∑ |Nki − N̂k|, k = Ti, ...,Nt (5.13)

The error threshold εth1 is set to ensure an adequate number of posterior samples for

the subsequent update. The posterior samples of stage 1, denoted by xmid , are selected as

xmid = x[εi1 < εth1].
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Step 2: Refining xmid and θ with α̂k Distribution

In the second step, three parameters, including two from xmid and the reaction constant

θ , are further refined with the distribution of α̂k. The prior distribution is also assumed to be

uniform, denoted as θprior ∼U . An equal number of samples for θi is generated and concatenated

with xmid as the new prior samples.

For each pit p, the surrogate model for feature prediction in Section 5.3.3 is applied to

predict pit diameters αkp at time k, as shown in Equation 5.14.

αkp = Ĝ(yTp,k,θp,γ0,α0,c0) (5.14)

The error between the measurements α̂kp and the simulation αkp is not calculated directly

due to the randomness in the pit evolution. Instead, an error metric is devised using the

approximated probability density function (PDF) fitted to all pit diameters at time k. The

error metric is given by Equation 5.15.

εi2 =
Nt

∑
k=0

| f (Aik)− f (Âk)| (5.15)

Here, Aik represents the diameter distribution at time k for the ith sample, Âk is the

diameter distribution measured at time k, and f (·) represents the approximated PDF, estimated

using kernel density estimation.

Similar to stage 1, an error threshold εth2 is set to retain posterior samples for stage 2,

denoted as [x,θ ]post = [x,θ ] [εi2 < εth2].

5.4 Case Study

5.4.1 Problem Statement

The application of the proposed framework was demonstrated on the Greenup miter

gate, a component of the Greenup Locks and Dam system, situated approximately 341 miles
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downstream of Pittsburgh. The Greenup miter gate is prone to corrosion, especially in the context

of fatigue cracks induced by exposure to water and debris. The debris not only directly contacts

the material but also causes substantial damage to the corrosion-protective paint layer on the

surface, making the pits more likely to initiate fatigue cracks. Corrosion is also a significant

factor contributing to the loss of contact between the gate and the contact wall, a crucial concern

for maintenance [81, 44]. The implementation of the Structural Health Monitoring (SHM)

system and prognostics can significantly reduce both direct and indirect maintenance costs by

offering more reliable physics-based diagnosis and prognosis. The Greenup Locks and Dam

incur substantial costs, approximately 14 million in direct tow-operating costs to the industry,

with just one unscheduled maintenance closure [58].

The Greenup miter gate’s dimensions are 19.35 by 18.75 meters (Figure 5.8). In this

study, the upstream and downstream water levels are simulated using KL-expansion based on

historical data, with the gap length remaining fixed as the primary focus is on pitting corrosion.

Future work may explore multi-modes damage diagnostics and prognostics.

Figure 5.8. Picture of a lifted miter gate at Greenup

A validated high-fidelity Finite Element (FE) model of the Greenup miter gate from a

previous study [44] was utilized. Due to the limited availability of real pitting corrosion images
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with varying damage levels, synthetic images were employed to train the diagnostics algorithms.

Additionally, synthetic data with added noise was used as continuous measurement images,

addressing the scarcity of long-term continuous monitoring data for pitting corrosion on the

structure. While the value is not specifically calibrated for the Greenup miter gate, the reaction

constant θ was calibrated using literature data and serves as the reference value for updating. Pit

initiation time data for the miter gate is limited, so the λ ,η values were approximated based on

pit corrosion data from a bulk carrier [113].

Given that corrosion is a long-term process and accumulating monitoring data takes time,

the study employed a state-of-the-art synthetic data generation approach to demonstrate the

validity of the proposed framework. Once real data becomes available, the framework can be

applied, and parameters can be further calibrated.

5.4.2 Single Pit Features Prediction Results by Surrogate Modeling

The phase-field simulation employed in this study has undergone partial calibration

[118]. The total simulation duration spans 1 year, comprising 65 time steps, with each time step

equivalent to approximately 5 days. The simulation aims to predict the corrosion morphology

and potentials of the plate, considering the mechanical load history and reaction constant.

As outlined in Section 5.3.2, the surrogate model takes the mechanical stress, the reaction

coefficient, and three features from the preceding 5 time steps as input. The output of the

surrogate model is the opening width of the next time step.

To generate training data for the surrogate model, 200 simulations were conducted,

ensuring a reasonable number for local corrosion simulations. For each simulation, 200 locations

on the gate were selected to provide the mechanical load, representing the overall stress level.

The normalized reaction constant was determined through Sobol sampling within the range from

1 to 10.

Three features γk,αk,ck are extracted from the morphology of each time point from each

simulation. The data is then processed to fit NARX structure for training, i.e., the simulation
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time history is cut to input and output pairs.

Figure 5.9. Pit opening width prediction results

The model is iteratively applied to forecast the growth of opening width, leveraging

the initial features from the first five steps. The prediction outcomes are visualized in Figure

5.9, where the x-axis represents the time steps, and the y-axis signifies the normalized width.

Notably, the predictions exhibit accuracy, with the true values consistently falling within the

associated confidence intervals. Over time, the confidence interval widens, signifying an increase

in prediction epistemic uncertainties. This widening is a consequence of accumulated prediction

errors during the recursive forecasting process..

5.4.3 Synthetic Measurement Generation and Corrosion Identification
Results

To demonstrate the effectiveness of the CNN model for corrosion identification, a time

series of images are synthetically generated using Blender representing the pitting corrosion on a

steel plate. As shown in Figure 5.10, the procedure can be described as:

• Initialization of a 3D Plate: A flat surface object, representing a metallic plate, was created

as the foundation for the corrosion pits.

• Pitting Information Importation: Data representing the location and growth information of

corrosion pits were imported into Blender using Python scripting. This data was sourced

from a pre-processed .pickle file.
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• Pit Shape Generation: Initially, 100 spherical volumes were created on the plate. These

spheres, each with a nominal radius, were positioned at predetermined coordinates. The

spheres were then dynamically scaled, based on the imported time-dependent data, to

simulate the growth of corrosion pits over time.

• Realism in Pitting Effect: To introduce variability and mimic real corrosion, each sphere

was modified with a displacement modifier, creating irregularities at the pit edges. Boolean

operations were then used to subtract these spheres from the plate, forming hollows that

represent corrosion pits.

• Image rendering: The spherical volumes used in the Boolean operations were made

invisible, ensuring that only the corroded plate was visible in the final render. The plate

was rendered at each time step, producing a series of images that show the progression of

pitting corrosion.

Pit initialization Pit evolutionPlate

.pickle file

Pitting area, 

plate information

Activate pitting

(initialization location)

Pit location,

Pit radius,

Pit depth

Figure 5.10. Synthetic measurement generation given pitting information.

The generated RGB images are then fed into the trained CNN model for pixel-level

corrosion identification. As shown in Figure 5.11, the prediction indicates high consistency

and is able to adjust the threshold for binary segmentation maps that reflect the cost of falsely

identifying or ignoring the corrosion.
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Figure 5.11. CNN output and binary maps after post-processing with different thresholds.

5.4.4 Corrosion Feature Extraction Results

The feature extraction algorithm is applied on the pixel level corrosion identification

results of previous step. The number of pits and the opening widths of each picture is going

to be identified. The binary pixel-level corrosion identification result is 512 by 512 pixel. The

resolution is enhanced by 4 times for both dimensions. Then, the modified circle detection

algorithm is applied. The result is as shown in Figure 5.12. Most pits in each image are identified

successfully and the identified circle (red circle in the image) is close to the pit boundary. The

resolution of current detection algorithm is about 1 millimeter. Considering the limited resolution

in the cropped images. As the pit grows, the neighbor pits can touch with each other. Most

touching pits can still be detect by the algorithm. However, when multiple pits touch, the pit

might not be able to be identified. The example is shown as the middle pit in the red box in

Figure 5.12. The middle pit is identified in the time step 30 but cannot be identified in step 40 or

50. One possible reason is that the most part of the middle pit boundary is covered by growing

nearby pits. The scale factor is determined by the reference point on the structure in the images.
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Figure 5.12. Feature extraction results of different time steps

5.4.5 Bayesian Updating Results

In stage 1, the prior distribution for λ and η is a uniform distribution since there is no

additional information available about the pit initiation time in the miter gate. Given that η is

set to be larger than 1 (as the failure rate generally increases with time in an aging process like

corrosion), 1000 samples of λ and η are drawn. These samples are used to generate pit initiation

times through the Weibull distribution. The assumed total number of pits generated is 100 within

one grid of the surface, based on a measurement result [153]. For each sample, the number of

pits at each time step is identified and compared with the observed values. The error is summed

over all 65 time steps. About 500 samples with larger errors are rejected. The joint probability

density function (PDF) of the posterior distribution is approximated with the remaining samples,

as shown in the top-left plot in Figure 5.13. The posterior PDF of stage 1 exhibits significant

values around 2.75 for k, while λ has a wider range.

For stage 2, the reaction constant θ is sampled from a uniform distribution ranging from

1 to 10. These samples are concatenated with the remaining λ and η samples from stage 1 to

form the prior distribution for stage 2. The three parameters are used to simulate pit growth with

the surrogate model for each sample. The pit opening width distribution at each time step is

employed to approximate the PDF Aki. The distance between Aki and the PDF Âk estimated from

observations is summed for all time steps. About 300 samples with large errors are rejected. The
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posterior PDFs of stage 2 are displayed in the upper-right, lower-left, and lower-right plots in

Figure 5.13. The posterior PDF of η is closer and more concentrated around the real value than

in stage 1. However, the posterior PDF tends to be larger than the true value, similar to stage

1. This bias may arise from the detectability limit described in Section 5.4.4, as small pits just

initiated cannot be detected. This would cause a delay in initiation times, affecting the shape

parameter η , which is related to the distribution position.

The posterior of λ still has a wide range, as shown in the upper-right plot in Figure 5.13,

indicating that λ is not easily detectable from the process. The difference between λ and η might

be related to their distinct roles in the Weibull distribution; η is the shape parameter, influencing

both the shape and the location, whereas λ is the scale parameter, mainly affecting the spread of

the distribution without shifting the location. Therefore, the general initiation time point is easier

to infer from observations, while the initiation duration or spread is more challenging.

The posterior PDF of θ has one peak close to the true value but another peak near the

upper boundary, as the lower-right plot in Figure 5.13 shows. One possible reason for this

might be that the surrogate model has some bias in prediction, given the scarcity of training

samples near the boundary. While stage 1 only updates λ and η since the reaction constant θ is

theoretically not involved, the detectability issue mentioned in Section 5.4.4 might suggest that

the reaction constant θ is also influenced by the bias of λ and η , as pits initiated at the same

time with different reaction constants will be detected at different times.

It’s encouraging to observe that the number of pits predicted using the posterior distri-

bution is very close to the true value, as depicted in Figure 5.14. This outcome highlights the

effectiveness of both stage 1 and stage 2 in reducing epistemic uncertainties. The improved

accuracy in predicting the number of pits is crucial for enhancing the reliability and applicability

of the prognostic model.

It’s promising to observe that the prediction results using posterior samples are very close

to the true distribution, as shown in Figure 5.15. Additionally, the proximity of the predicted

distribution to the true distribution increases with time steps. This behavior aligns with the
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Figure 5.13. Posterior distribution of λ ,η and θ

expectation that, over time, the model gains more information, leading to improved predictions.

The model’s ability to approach the true distribution as time progresses is a positive indication of

its effectiveness.

5.5 Conclusions

The proposed pitting corrosion diagnostics and prognostics framework for civil infras-

tructures represents a comprehensive and sophisticated approach. Here are some key highlights

and potential suggestions for improvement:

multi-scale Simulation Approach: The integration of mesoscale corrosion simulation,

macroscale structural analysis, and statistical initiation time modeling provides a robust foun-

dation for capturing pitting corrosion in large structures. The use of GP regression models for
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Figure 5.14. Number of pits predicted by prior and posterior distribution

Figure 5.15. Pit opening radius distribution predicted from prior and posterior distribution

accelerating simulations is a practical and efficient choice, demonstrating a balance between

accuracy and computational cost.

Detection and Feature Extraction: The CNN-based pit detection method and computer

vision-based feature extraction add a practical dimension to the framework, enabling the identifi-

cation and measurement of pitting corrosion features from inspection images. The application of

a two-stage approximate Bayesian computation framework for updating key parameters reflects

a thoughtful and systematic approach.

Parameter Update and Prognostics: The two-stage approximate Bayesian computation

138



framework is effective in updating certain parameters, such as the shape parameter and reaction

constant, leading to improved prognostics. The recognition that the scale parameter is challenging

to accurately infer is an insightful observation. Further investigation into the sensitivity of the

scale parameter and potential improvements in its estimation could be a valuable avenue for

future research.

Model Validation and Real-World Application: The application of the framework

to the Greenup miter gate and its validation against real-world scenarios provide practical

relevance to the proposed methodology. As the study progresses and real data becomes available,

continuous validation and calibration against observed data will be crucial for ensuring the

reliability of the framework.

Future Directions: The framework’s sensitivity to the scale parameter and its potential

impact on pitting corrosion growth could be explored further. Understanding the limitations and

potential improvements in estimating this parameter would enhance the framework’s robustness.

The continuous refinement and calibration of the framework against real-world data and scenarios

will be essential for its broader applicability to diverse civil infrastructure settings. Consideration

of uncertainties and sensitivity analyses could be integrated into the framework to enhance its

reliability in different operational and environmental conditions.

Overall, the proposed framework is a promising step towards advancing the field of

corrosion diagnostics and prognostics in civil infrastructures. Continued refinement, validation,

and adaptation to varying contexts will contribute to its effectiveness and widespread applicability.

5.6 Remarks

Material for this chapter is from the following articles:

[1] Guofeng Qian, Zihan Wu, Zhen Hu, and Michael D Todd. Pitting corrosion diagnostics and

prognostics using multi-scale simulation and image inspection data. In preparation.
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Chapter 6

Conclusions and Future Research

Diagnostics and prognostics for pitting corrosion have been implemented in large civil

infrastructures through a comprehensive approach involving multiphysics, multi-scale corrosion

simulation, machine learning-based surrogate modeling, uncertainty quantification and reliability

analysis, Bayesian model updating, and image-based corrosion identification. The primary

contributions of this work encompass the establishment of a connection between mesoscale

corrosion simulation and macroscale structural simulation through a multi-scale approach.

Additionally, surrogate models have been constructed to expedite physics-based simulations,

enabling more efficient probabilistic analyses and enhancing reliability assessment. Furthermore,

a comprehensive framework for diagnosing pitting corrosion in civil infrastructure has been

introduced, utilizing both strain measurements and image data. Subsequent prognostics is

conducted, informed by updates to the model based on the outcomes of the diagnostic process.

In the discussions presented in Chapter 2, it is noted that the current phase-field corrosion

model is calibrated for non-stress conditions. There is a recognized need for a quantitative

calibration to account for the influence of both static and dynamic stresses on corrosion evolution.

The extended duration of the corrosion process poses challenges for calibration efforts. The use

of accelerated experiments can facilitate the development of a reasonable time-scaling technique,

though the introduction of dynamic stress loads adds complexity to this process.

The small scale of pitting corrosion within large-scale structures necessitates a multi-scale
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simulation, as highlighted in Chapter 2. From this perspective, the interaction between models at

different scales becomes crucial. The current multi-scale simulation employs one-way coupling

from macroscale structural analysis to mesoscale corrosion simulation. However, the direct

simulation of the influence of corroded parts on the overall structure is not addressed. While it

may not be feasible to directly incorporate small-scale pits into a structural model, the coupling

from local pits to the structure is essential for component-level and structural-level damage

diagnostics and prognostics.

The incorporation of corrosion initiation into the proposed multi-scale simulation is

suggested, considering the improving understanding of the physics and influencing factors of

corrosion initiation. The current work relies on a purely statistical approach for the pit initiation

process, as discussed in Chapter 2. Although experimental results indicate a correlation between

corrosion initiation and mechanical stress, the current understanding is insufficient for physics-

based modeling. The modeling of the initiation process could enhance diagnostics, particularly

since many initiations occur beneath paint layers, rendering them invisible.

Chapter 5 discusses the selection of pit opening width as the damage feature in this

thesis due to its relative ease of detection in images. With a physics-based simulation, explor-

ing the relationship between pit opening width and other pit features, such as pit depth and

maximum curvature, becomes feasible. These additional features can enhance diagnostics for

other corrosion-related damages like fatigue or stress crack initiation. Further investigation of

thresholds using simulations and experiments is warranted.
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