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THERMALLY ACTIVATED DISLOCATION GLIDE THROUGH A RANDOM 

ARRAY OF POINT OBSTACLES: NUMERICAL SIMULATION 

J. W. Morris, Jr. and Dale H. Klahn* 
Department of Materials Science and Engineering 

University of California, Berkeley and 
Center for the Design of Alloys, 

Inorganic Materials Research Division, 
La~ence Berkeley Laboratory 

ABSTRACT 

This paper reports results obtained from numerical simulation of the 

thermally-activated glide of an idealized dislocation through a random 

array of point obstacles. The array size is fixed at 999, and the dislo-

cation~obstacle interaction is taken to have a simple step form. The 

variables governing glide are then the resolved shear stress, the temper-

ature, and the obstacle strength, which may be phrased as dimensionless 

parameters. 'The principal subjects studied are three: (l) the stress 

required for atherma1 glide at given obstacle strength, and the.charac-

.teristics of the obstacle configurations which determine this stress; 

~ "'" 
(2) the glide path taken by the configuration, and the characteristics 

of the obstacle configurations encountered along this glide path; 

. (3) the velocity of glide, and its dependence on the stress, the tempera­
( 

ture, and the obstacle strength. 

*Present Address: M-C 145 
General Electric Companr 
175 Curtner Avenue 
San Jose, California 95114 
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I. INTRODUCTION 

As in the first paper of this series, (1) we are here concerned with 

thp glide of a dislocation, idealized as a string of constant ter..d i. on , 

through a raridom array of identical, immobile point obstacles. As dis-

cussed in the Introduction to reference 1, a proper description of ther-

ma11y acti~ated glide requires two types of information: the nature of 

the obstacle configurations encountered by the gliding dislocation and 

the proper statistics of thermal activation past these barrier configu-

rations. In reference 1, we treated the statistics of thermal activation 

and discussed the statistical definition of the glide velocity. In the 

work reported here we have used numerical techniques to directly simulate 

thermally activated glide. The objectives of this work are three: 

(1) to characterize the obstacle configurations encountered along -the 

glide path ofa dislocation in sufficient details to provide guidance for 

theoretical work; (2) to check the validity of the approximations identi­

fied in reference 1; and (3) to study the velocity of glide as a function 

of applied stress, temperature, and obstacle strength, given a dislocation-

obstacle interaction of simple "step" form. 

The assumptions and basic equations used here are specializations of 

those used in reference 1. The glide plane of the dislocation is taken 

to be a square containing a random distribution of point obstacles, whose 

density is characterized by the area (a) per point or by the characteris­

tic length 1 = (a)1/2. The total area of the square array may be written 
s 

in dimensionless form as the number of points,contained: A* = A/a = n. 

In the work reported here we studied arrays of fixed size, n = 999. 
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A dislocation in this plane is modelled as a flexible, extensible 

string of constant line tension, f, and Buergers vector,~, of magnitude 

b, taken to lie in the glide plane. The resolved shear stress • impell-

ing glide of this dislocation may be written in dimensionless form 

.1 b .* = s /2r 
()\ 

(1.1) 

Let the dislocation, under the applied stress .*, encounter a con-

figuration of point obstacles denoted by (i) (figure 1). Between two 

~djacent obstacles the dislocation will take the form of a circular arc 

of dimensionless radius R* (=1/2.*). If the distance between any two 

adjacent obstacles along (i) exceeds 2R* or if the dislocation line any-

where intersects itself then the configuration (i) is transparent to the 

dislocation and will be mechanically by-passed. If (i) is not transparent 

its mechanical stability is governed by the strength of the dislocation-

obstacle interaction. 

The obstacles are taken to be identical, circularly symmetric bar-

riers to the dislocation whose effective range of interaction Cd) is 

assumed small compared to their mean separation (1 ). 
s 

They may hence be 

th -treated as point obstacles. At the k-- point obstacle along i the dislo­

k -k k 
cation line forms the asymptotic angle~i (O<~i<~). The force, F., which 

J. 

th the dislcoation exerts on the k-- obstacle may be written in dimension-

less form 

6
i
k = Fk

i
/ 2r = cos Cl"k/2) 

'''i ' 
(1.2) 

k where 0<8'.<1. "The dislocation-obstacle interaction is given by a force­
- J...,.-

.,.,J, 
i 
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displacement relation,a(x/d),theeffective dimensionless point force on 

the dislocation as it sweeps throu~ the obstacle, (ref. 2). In the work, 

.reported here the function'at/d) was assumed to have a simple step form 

x (figure 2) with a = a when 0< /d<l and a =0 otherwise. The force a ' 
c - - c 

measures the mechanical strength of the obstacle. A non-transparent line 

configuration of obstacles forms a mechanically stable barrier to the 

'glide/of a dislocation under stress .* if 6~ < a for all obstacles k , ~ c 

on i. 

If the configuration i is mechanically stable it_must be pass~d by 
I 

thermaliactivation. We ignore the, possibility of thermally-activate bow,":" 

out between dislocations and require that the activation occur at an. 

b 1 Th i b · h' 1 .. h kth o stac e. e energet c arr~er to t erma act~vat~on at t e , -

obstacle on i is written 

(1.3) 

where a is the "dimensionless reciprocal ,temp~rature" 

(r.4) 

'The residence time of the dislocation in configuration i is the time 
I ,,' 

required for thermal activation past at least one obstacle point in i. 

The expected value of the residence time is (reLl, equation (24» 

<t*$O = A -1 
i (I. 5) 
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where t* is dimensionless time, v t, with v the mean frequency with which 

\ 

the dislocation attempts an obstacle, and A. is'the activation parameter 
~ 

(1.6) 

- where the, summation is taken over the N. obstacles on i. The variance 
~ 

,'of the residence time 
. 2 
(cr. ) is (ref. l,eq. (26» 

~ 

,-

(1.7) 

The probability that activation will occur first at the obstacle k on i 

is (ref. 1, eq. (28» 

P (k,i) = (Ai) -1 exp [-a (S -(3~)] 
c ~ 

(1.8) 

To ,compute the glide velocity of the dislocation at given stress 
, 

and temperature we a~sume that-glide is controlled by thermal activation 

in the sense that the time required for dislocation glide between successive 

stable obstacle configurations is negligible compared to the time required 

for thermal activation past these configurations. If there are r stable 

dislocation configurations along a particular glide path X· through the . 

array, then the expected transit time of a dislocation along X is 

r 

~t*> (1.9) 

and 'its variance is 

(1.10) 

'I 
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Given that the dislocation may take anyone of many available glide paths 

through the array, the expected transit time is (ref. 1, equations 45, 

46). 

with variance 

<t*> =LP < t*> 
X X 

2 ~ 2 2 
cr =.L.JP [cr + « t* > - < t*» ] 
X X X X X 

(1.11) 

(1.12) 

where P is the probability that path X is followed in a given trial. 
X 

The velocity of glide is defined in a statistical sense only, but has 

the ergodic average 

<v*> = 
1/2 n /<, t*> (1.13) 

where v* is the dimensionless area swept out by the dislocation per unit 

time divided by its projected length, the edge length of the array. 

The determination of the velocity of glide through a random array 

of point obstacles is complicated since the available glide paths change, 

with the applied stress, and the relative probabilities of these paths 
\ 

change with temperature. In reference 1 we identified approximations 

which appear useful when either a. is large (low temperature) or the 

applied stress T* is very closed to the critical resolved shear stress 

T* for athermal glide through the array. These ,approximations were based 
c 

on the observation that, given either large a. or T*~T* the dislocation 
c . 

will tend to follow the "minimum angle" path X obtained under the con­
o 

straint that the dislocation pass each configuration (i) by activating 

past the point k at which the angle ~k takes on its minimum value (or, 
i 
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equivalently, at ·which 6~ has its maximal value 6.J. In the context of . 1 . 1 

the present work these approximations take the following form. First, 

let a be so large that 

(1.14) 

for every configuration in Xo ' where 8i is the largest value of 8~ and 

8~ is the second largest value. Then equati.on 1.13 becomes: 

<v*> (1.15) 

where the summation is taken over the r configurations in x. If a 
o 0 

satisfies the more stringent condition 

>>In(r )/S _0 
a 0 2 ~l 

where 81 is the least of the 8~ and 82 is the next smallest, 

<v*> = n1
/
2 

exp [-aCe -8 )] 
c 1 

(1.16) 

(1.17) 

and the glide velocity is determined by the time required for thermal 

activation at the weakest point along the strongest configuration in the 

q 

array. Second, 1e~ T* be so near T~ that the few stable barrier configu­

rations of obstacles in the array are spatially separated in the sense 

. that they have no obstacle points in common. Then the dislocation will 

follow path Xo independent of temperature and 

= n1/21 i: 
i=l (I. IS) 

i :. -, 
I 
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1:1. NUMERICAL SIMULATION 

The central results given in the following sections were obtained 

through direct numerical simulation of dislocation glide. The code em-

ployed is based on an adaptation of a "circle-rolling" algorithm first 

used by Foreman and Makin (3) • The code models dislocation glide for 

given array size (n), app'lied stress (T *), obstacle strength Ct3 ), and c ' 

reciprocal temperature (0.). 

Using a "pseudo-random number generator", available as a computer 

subroutine, the code first distributes a given number (n) of points over 

a square which represents the glide plane. It then lays mirror image 

boundary conditions. The points are identical,' and are given a specified 

obstacle strength e. Given the array and the applied stress, T*, which 
c 

fixes the radius (R*) of dislocation bow-out between obstacle points, 

the initial dislocation position is obtained using an analytical equiva-

lent of the following procedure. 

(1) A circle of dimensionless radius (R*) is moved up the left hand 

boundary of the square glide plane until it makes contact with an obstacle 

in the array. The circle center remains on the left boundary, assuring 

satisfaction of the mirror image,boundary condition. The arc of the 

circle from the left boundary to the obstacle de{ines the first segment 

of the dislocation line. Thisrdislocation line impinges normally on the 

boundary: in this sense the mirror image boundary is equivalent to a free 

surface. 

(2) A circle is then rotated counter-clockwise about the obstacle 

until a second obstacle of the array is contacted. The arc of this 
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circle between the first and second ocstacles defines the second segment 

of the dislocation. The force (3
1

) on the first obstacle is easily re­

lated algebraically to the distance between the centers of the circles 

defining the first and second dislocation segments. If (3'1 is less than 

e , obstacle 1 is a mechanically stable barrier to the dislocation. A c 

circle is. then rotated counter-clockwise about obstacle (2) until it 

contacts an obstacle (3) of the array. The arc of this circle between 

obstacles (2) and (3) defines the third segment of the dislocation line, 

and the distance of the center of this circle from the center of the 

circle-connecting obstacles (1) and (2) is used to compute the force 

B~ on obstacle (2). 

The dislocation line is extended by successive circle rollings until 

the opposite end of the array is reached or until a point (k) is reached 

such that circle rolling about (k) does not find a point of the array 

giving B~~ Bc. In the latter case the point (k) is erased from the 

array (equivalently, it is mechanically by-passed by the dislocation). 

The code returns to point (k-l) and attempts to find a new extension of 

the dislocation line by circle rolling about this point. When a line is 

found such that the two sides of the array are connected via a configura~_ 

k 
tion of obstacles (i) with 6.<6 for all k on i, this line is recognized ]. c 

to be the first stable configuration of the dislocation. The mirror 

boundary condition on the right hand side of the array ensures that the , 
dislocation impinges normally on the right hand boundary. 

(3) Given a stable line configuration the code may compute and 

-tabulate i.nteresting properties of the configuration, such as the forces 
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. k 
{Si ~ the distribution of dislocation segment lengths, and the activation 

parameter Ai for a particular value of the t.emperature parameter a.. The 

code then breaks this configuration by erasing a selected point (k) 

(equivalently, letting the dislocation thermally activate past obstacle 

. th ' 
(k,i», and finds the (i + l)--mechanically stable configuration by re-

peating the circle-rolling process, starting with obstacle (k-l). 

In practice, we select the activation point (k) in on~ of two ways. , 

To generate a statistically chosen glide path, ~, the code first computes 

the activation probabilities P(k,i) from the B~ and a. by equation (1.8), 
~ 

then calls a random n~~ber to select the obstacle actually passed accord-

ing to the P(k, i). To generate the "minimum angle" path Xo the code 

k constrains the activation event.to the. point (k, i) at which 6. takes on 
~ 

its maximum value Si. The residence time in configuration (i) is stoch-

astically independent of .the activation site and may be computed accord-

ing to the equations given in Section I and discussed in reference 1. 

(4) Successive stable dislocation configurations are identified, 

and the time of passage computed by repeating steps (1) - (3) above. 

In the work reported here, glide was terminated when any part of the 
, 

dislocation touched the upper boundary of the glide plane. The expected 

transit time, its scatter, and the ergodic average of the glide velocity 

are then computed from the relations given in Section I. 

The code described above has two shortcomings which. should be n9ted , 

though they do not sensibly affect the results given in the following 

sections. First, a gliding dislocation may fold around a group of * 

closely spaced obstacles and, by closing on itself, leave an isolated 
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dislocation loop. Only certain of these loops are found with a "circle­

rolling" algorithm. However, as Kocks(4) found, and our observations 

confirm, this looping becomes important only when t* and B are large. c 

Moreover, excepting the limit of t*near 0.8 and Bc near 1.0, the loops 

formed at stresses below the critical resolved shear stress (t*) are 
c 

mechanically weak relative to the stable ·dislocation configurations and 

collapse through thermal activation in times short compared to the ex-

pected transit time. Hence, they do not affect the average glidevelo-

city. Second, while the dislocation line is mechanically unstable ,if it 

"anywhere intersects itself~ self-intersections are found by the code only 

whep they occur at an obstacle point. However, specific observation of 

the stable dislocation lines show that intersections other than at ob-

stacIe points are very rare unless t* and B are large, and almost in-" c 

variably occur in weak configurations which contribute negligibly to the 

glide velocity(5). 
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III. MECHANICAL PROPERTIES: THE CRITICAL RESOLVED SHEAR STRESS 

A central mechanical property of a glide plane containing a random 

distribution of point obstacles is the critical resolved shear stress 

(T~) at which a dislocation can cross the glide plane without benefit of 

thermal activation; Much of the prior work on glide through random 

arrays 'of point obstacles has been devoted to the problem of finding 

(t ~') as a function of the "obstacle strength" (8 c). This p;-ior _work in­

,eludes both numerical simulation (3, 4) and analytic studies (6,8). 

1. The critical resolved shear stress 

The available data comes from numerical simulations by Kocks(4) 

and by Foreman a'nd' Makin (3). Kocks used a graphical technique' to esti-

mate T * for "uncut table" obstacles (8, = 1. 0) in an array of 550 point 
c c 

obstacles. He found t* ~ 0.8. Foreman and Makin(2) used a computer 
c-

code similar to that described in Section II to conduct a comprehensive 

/ study of T* over the full range of obstacle strengths (0<6 <1.0) for 
~ . -~ '. 

arrays containing from 103 to 104 points. Their data, which confirms 

Kock's estimate in the limit 8 = 1.0, is compared with results ~f the 
c 

present study in Figure 3. 

In the present work'we adopted a variant of the procedure of 
. (2) 

Foreman and Makin which fits more naturally in a study of thermally 

activated glide. By fixing a stress (t*), arbitrarily setting B .at 1.0, , c 

letting the dislocation move through the array along the minimun angle 

path'X
o

' and measuring the maximum force (8i ) for each oDstacle configu­

ration encountered, we may determine the maximum force (8
l

) which the 

1 l. i dis ocation exerts on t.he most stable obstacle configurat~on oppos ng 

glide at stress T*. This value (81) is the minimum value the obstacle, 
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strength(s ) may have if the obstacle array' is to be mechanically stable c 

with respect to glide. Hence if 6 = 6 .* = .*. c -1' c Since it may De easily 

shown thatBl is a monotonically increasing-function of .* in a given 

arraY,a determination 'of Bl as a function of .* is equivalent to a 

measure of .* as a function of B • 
c c 

The strength 61 is plotted as a function of the applied stress .~ 

in figure 3. The bars indicate the range of' values obtained in tests 

of several arrays. At the higher stresses not all arrays contain non-

transparent configurations. Six of 20 arrays tested at .~ = 0.75 were 

transparent; 92' of 100 arrays tested at .* = 0.85 were transparent. 

The solid line in the figure is a schematic representation of the data 

obtained by Foreman and Makin (3) • The dashed line is a plot of the 

"Friedel re1ation,,(g) 
'\ " 

(II!. 1) 

To indica.te the nature of the scatter in data obtained at given stress, 

the insert in the figure shows normalized histograms of the 6
1 

values. 

found in tests of the same 20 arrays at three stresses, .* =0.1, 

0.3, and 0.5. 

The results obtained generally confirm those of Foreman and Makin • 

. At. low stresses the Friedel relation, equation (II!.l) is a good approxi-

mation. The limiting stress at which one half the arrays, become trans-

parent is near 0.8. 

Our r.esults also show an appreciable scatter in the strengths of 

3 
arrays containing appr~ximately 10 points., This scatter should decrease 

as the number of points in the array is increased, but may, nonetheless, 
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have significant mechanical consequences. Consider, fpr· example, an 

idealized crystal made up of parallel glide planes each. of which contains 

3 
approximately 10 obstacles strength S' = 1. O. Let the crystal contain 

c 

sources of non-interacting dislocations on each glide plane. Near zero 

temperature the average glide plane will yield at a value of .* near 0.8; 

however, the crystal may undergo substantial plastic deformation through 

,glide on well-defined slip'planes at .*:0.75. 

2. Characteristics of 'the strength-determining configurations, 

As has been pointed out, the strength-determining obstacle 

configuration in a given array at given stress is that configuration 

along the glide path of the dislocation for which the maximum force 

exerted by the dislocation (8 i ) takes pn it minimum value (f\)., These 

strength-determining configurations are of central importance to disloca-

tion glide since they not only determine .* but, as we shall show in the 
c 

following sections, also have a dominant influen~e' on the velocity of 

thermally activated glide over a wide range of conditions. 

In the current literature the strength-determining configu~ 

rations are often discussed using the simple model proposed by Friedel. (9) 

Friedel assumed that when .* is small the obstacle configurations encount-

ered will approximate straight lines of equispaced points. Using the cc>n-' 

dition.that the average dimensionless area swep~ per point cut by the 

dislocation be one, he found equation lII.3 for the force exerted by the-

dislocation on each obstacle and the adaitional relation, 

(111.2) 
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giving the separation between obstacles along thE!; dislocation line. While 

this model was proposed to treat thermally activated glide at high tempera-

~) y 

t:ure, its adaptation by Fleisher e.r.d Hibbard and the subsequent demonstra-

tion by .Foreman and Makin (3) that equation IILI is a good approximation, 

over a wide range of .* values led- to its use in discussing the strength 

, (3) . 
determining configurations. Thus Foreman and Makin . used the accuracy' 

of equation 111.1 at small .* .to infer the validity of both the Friedel 

picture of the dislocation and the relation (111.2) for the mean obstacle 

spacing (I*)in the strength-determining configuration. Their assumptions 

have been followed in more recent work. 

More detailed analyses of the obstacle configurations opposing glide 

have been published 'bYKOcks(6) and by Labusch(lO~ However, since both 

considered the obstacle/configuration along- a randomly placed dislocation 

their results are not directly applicable to the strength-determining 

configurations. 

Given this background we conducted a numerical analysis of the 

characteristics of strong obstacle configurations, including their over-

all shapes, the distribution of forces 
k 

(6i ), and the mean and distribu-

tion of the distance between obstacles (1*). 

The overall shapes of the strong configurations are illustrated in 

the example of figure 4 which shows the strongest configurations found 

in glide through a typical 999 point array at three ,stresses: .* = 0.1, 

0.3, and 0.5. The three configurations are essentially independent of one 

another. Their shapes change roughly as expected; the strength-determ-

ining configuration becomes more irregular as the dimensionless stress 
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is raised. However ,. at. T * ;:::; 0.1, which. is well within the. range in which 

equation III.l yields a good approximation, the dislocation line remains 

irregular. The results shown in figure 4 are typical of those obtained 

in tests using a number of arrays. 

To· study the distribution of forces along strong configurations, we 

. k 
compiled and compared the {B.} for the strongest configurations in 

~ 

several arrays at given values of T*. The comparision showed that if 

histograms of the 6-values were made using the variable (6/6i ) the histo­

grams were similar both for the strongest configurations in different 

arrays and for the strongest configurations at different ·stresses. To 

find the general form of these histograms we used the following procedure. 

For given T* we chose S such that virtually all 999 point arrays would 
m 

contain configurations having 6i 26m, but also such that Bm - 61 would 

be small. We then found one configuration with f3. '\,S in each of a number 
~ m 

. k . 
of arrays ~t given T*, compiled the {Si} for each of these configurations, 

and used this compilation to establish the normalized density n(6/6 ). 
m 

The results are plotted in:figure 5, which shows the normalized den-

sity n(6/6 ) at three stresses, T* = 0.1 (100 arrays, 6 = 0.2339), T* = 
m m 

0.3 (100 arrays, Sm = 0.5080), and T* = 0.5 (20 arrays, Sm = 0.7109). 

The normalized density functions at the three stresses are nearly coin-

cident. The slight drop in n (6 /S ) near 1. 0 is spurious; the configura-, m 

tions used in this compilation have a distribution of strengths 6i~ft.m' 

Direct comp~risionwith the histograms of (B/S ) for the strength-deter­
m 

mining configurations in individual arrays shows general agreement. The 

scatter between single-configuration histograms is, however, large, as is 

expected given the small number of obstacles on a,typical strength-deter-
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mining configuration in a 999-point array (NN21 at T * = 0.1,34 at T* = 

0.3 l 52 at T* = 0.5). 

Two points of theoretical significance may be drawn from figure 5. 

First, the similarity of the density functions n-eSIB ) suggests the ex­
m 

istence of a stress-independent density function which governs the dis­

tribution of the forces eB~) on strong configurations. This limiting 
~ 

density function neea not necessarily be of the form n(BIS). If the 
m 

k data in figure 5 are replotted in terms of the angles ~i as n($/~m)' the 

agreement is essentially as good over the range of stresses tested. 

Second, although equation (III.l) is well obeyed when T* is small, there 

- -
is no apparent tendency for n(BIB ) to approach the limiting distribution 

m 

of the Friedel model: 

n(BIB ) = 0 {BIB _ m m (II!. 3) 

where 0 is the Dirac a-function. 

To examine the mean and distribution of 1* we formed histograms of 

the 1* values along individual strength-determining configurations and 

also found normalized density functions by compiling the 1* values along 

the configurations used to obtain figure 5. The resulting density func-

tions cannot easily be set in stress-independent form. Their mean values, 

1*, are plotted in figure 6 against the predicti9ns of the Friedel rela­

tion II!. 2. For completeness we have included the 1* estimates of 
(10) (6)' 

Labusch and Kocks ; the Labusch estimate is virtually identical to 
(9) 

that of Friedel. The points on the "experimental" curve in figure 6 are 

the 1* values determined from the normalized density functions. The bars 

give the range of 1* for the strongest configurations' in twenty arrays. 
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As is apparent from figure 6, the Friedel equation (IIL2) seriously 

overestimates 1* over the range of stresses studied. The discrepancy 

increases as T* becomes small, a ~rend opposite to that which would be 

observed if the validity of equation 111.1 implied the validity of the 

Friedel model of the dislocation line. 
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IV. OBSTACLE CONFIGURATIONS ENCOUNTERED 

ALONG THE GLIDE PATH 

As discussed in reference (1) the path. followed b~ a dislocation in 

glide at finite temperature is statistically determined. The glide path 

is well defined only in limiting cases, three of which. were identified. 

First, when the temperature is sufficiently high the parameter a is so 

small that all activation events are almost equally likely. The succes-

sive configurations encountered by the dislocation will then be random 

in the sense that they are determined from the initial configuration 

through a randomsequehce 6f activation events. Second, when the temper-

ature is sufficiently Iowa is so large that (in a finite array) activa-

tion is almost certain to occur at the point along the configuration 

where the applied force f3~ has its maximum value 6i (or the angle 1/1~ has 

its minimum value 1/Ii)' The dislocation will then follow the minimum 

angle path, X. Third, when the stress L* is very near L* the stable 
o c 

obstacle configurations are spatially separated from one another in the 

sense that they have no obstacle points in common. The path followed by 

the dislocation is then independent of the statistics of thermal act iva-

tion. The configurations encQunterednecessarily lie along the minimum 

angle path (X ). 
o 

The work reported here focused on glide at moderate to large values 

of the dimensionless reciprocal temperature, a. The glide paths are then 

" 
closely related to the "minimum angle" path, X • 

o 

1. Characteristics of the path X • 
o 

Three characteristics of the path. X were studied. (1) the distri­
o 

but ion of mechanical strengths (6i ) of the obstacle configurations en- . 

.1 
,I 
! 

'. 
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countered along X as a function of the stress t*; (21 the distribution 
o 

of forces CB~ along configurations in Xo as a function of T* and 8
i

; 

(3) the spatial distribution of the strong configurations (B i near 8
1

) 

in Xo The distribution of the Si determines the fraction of the non­

transparent configurations which are mechanically stable at a given ob-

stacIe strength (6) and determines the velocity of glide at given a in 
c I 

the minimum angle approximation. k 
The distribution of the 8i determines 

the true values of the activation parameter A. at given a. The spatial 
~ 

distribution of the strong configurations determines the value of the 

obstacle strength S at which the high stress limit is reached in an 
c 

array at given T*. The spatial distribution of strong configurations 

influences both the "jerkiness" of dislocation glide at: low temperature 

and the tendency of the dislocation to adhere to the path X during glide 
o 

at finite temperature. 

The distribution of the Si along Xo was studied as a function of T* by 

compiling the strengths of all lines encountered along the minimum angle 

path in twenty arrays each containing 999 points. Typical results are 

shown in figure 7, where we have plotted the density (per array) of con-

figurations of strength Si encountered along Xo at stress T* = 0.1, 0.3, 

and 0.5. The area under these curves gives the total numb.er of non-

transparent configurations Crier array) along Xb at given. stress, and 

is r = 890 at T* = 0.1, r = 750 at T* = 0.3, and r = 470 at T* = 0.5. 

Given an obstacle strength, Be' the expected number of mechanically 

·stahle configurations at T* is simply the area under the appropriate 

curve over the range B < S .. . - c 
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The shape of the distribution of 6
i 

along the min~um angle path in 

a particular 999 point array at applied stress T* corresponds closely, to 

the shape of the composite distribution function. The principal variation 

from, one array to the next is in the di§tribution of strengths near 81 , 

and is associated with, the variation in 81 values discussed in the pre­

vious section. 

The 8i - distribution is strongly influenced by the applied stress 

(T*). As is apparent from figure 7, increasing T* increases the minim~, 

81 , decreases the number of non-transparent configurations encountered in 

glide through the array, and alters the shape of the distribution. 

, k 
The distribution of forces, {8.}, along a configuration in X is, to 

~ 0 

a'reasonable approximation, determined by the strength 8i • When 8
i 

"" 8
1 

the 8~ are distributed according to the functions described in the pre-
1 

vious section. Even when 8
i 

is appreciably larger than 8
1 

the distribu-

tion of the 8~ is still dominated by this "strong-line" distribution. 

This latter result follows from the way in which t~e path. X is generated. 
o 

In each step along X the dislocation activates past the obstacle at 
o 

which the maximum force, 8i , is applied, and hence always eliminates the 

, ' k 
maximum, 8

i
, from the set of applied forces {8i }. Excepting the first 

'few configurations encountered as the dislocation moves into the array, 

k the distribution of the B.i always approximates th,e strong-line distribu-

tion for 8 ~ 8
1

, and will also include one or a few 6 > 6 scattered 
1 

over the range 8l<8~Bt' This character of the distribution is illustrated 

in figure 8, which s~ows a normalized distribution obtained by compiling 

th 
all angles along the 5~ configuration encountered along the path X in 

o 

200 arrays at T* = 0.1. As can be seen by comparing this figure with 
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IV 
figure 6, the strong line distribution is well obeyed for 6<0.22, which 

is close to f\ for this stress. The distribution also includes a scatter­

ing of larger S- values, reflecting the distribution of the strengths, 

8.', of the lines used to compose this histogram. This and more detailed 
~ 

studies of the character of individual configurations show that the distri­

bution of {Sk} along a line of given S. in X may be rougbly approximated 
i ~ 0 

by taking the strong-line distribution for S < S , and adding one point 
- 0 

The third property of the path X studied in this investigation was 
o 

the spatial distribution of the strong obstacle configurations. The 

principal observation from this study is the tendency of the strong con-

figurations to bunch so that they share many obstacle points in common. 

Figure 9 illustrates the five strongest configurations encountered in 

glide along X through a typical array at T* = 0.1. Four of these five 
o 

configurations nearly superimpose. The superposition of the strong con-

figurations has the consequence that the "high stress" limit is only 

reached when T* is very close to T*; in the array shown T* must be so 
c 

near T* that only one conf1guration remains stable. This result is 
c 

typical of 999 point arrays at all stresses studied. 

2. The glide path at finite temperature 

As the temperature is raised from near zero'the parameter a decreases 

and the-path, X, followed in glide becomes a stochastic sequence different 

from X. It is difficult to characterize these finite temperature paths. 
o 

However, one can make the general statement that a stochastic path X will 

tend to contain fewer strong configurations than the minimum angle path 
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x , and hence will permit somewhat faster dislocation glide.. This con­o 

elusion follows for two reasons. First, all spatially :j:ndependent' strong 

configurations are necessarily contained in the sequence X , but ~o not 
o 

necessarily appear in a stochastically determined glide sequence. Second, 

the strongest configuration in any cluster of strong configurations is 

necessarily contained in X. Not only may this strorigest ~onfiguration 
o 

be excluded from a stochastically determined glide path, Dut if activa-

tion happens to occur at an obstacle common to several strong configura-

tions of the cluster, a sequence of strong configurations may be excluded. 

Even in a 999 point array the actual glide path CX) begins to deviate 

noticeably from X at rather large values of the parameter a. The reason 
o 

is apparent from the distribution functions presented above. The dis­

·k tribution of forces {S.} along a strong line is such that (Fig. 5) there 1 -

is a high density of 8 values near 8i • Hence the difference between the 

largest and next-largest of the (1k 
i 

tends to be small. The right 

hand side of the ·inequality (r.14) which determines the low temperature 

limit is then large, and the minimum angle approximation fails unless a 

is correspondingly large. For example, the strongest configuration in 

the array shown in figure 9 at T* = 0.1 has 61 = 0.2154, 6r· = 0.2~13, and 

N1 = 21. The condition (1.14) then requires a>f>750 for the low tempera­

ture limit in this configuration. The value of the right-hand side of 

equation (1.14) is, to a rough approximation, independent of stress; 

a»750 is a typical condition for the minimum angle approximation for a 

strong line. 

" 

,­
" 
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V. THE GLIDE VELOCITY 

The numerical studies of glide velocity reported in this section 

focus on t?ree problems: (1), the statistics of glide at finite rempera-

ture and the accuracy of the "minimum angle" and1\riinimal sequence" approx-

mations; (2) the dependence of glide velocity. on the parameters a, '*, 

and 8 (i.e., on temperature, stress, and obstacle strength) given the c 

assumptions discussed in Section I; (3) the superposition of independent 

glide in distinct arrays and implications for the deformation of model 

crystals. 

1. Statistics of glide 

The results of a typical simulation at finite temperature are shown 

in figure 10, where we have plotted the dimensionless velocity v* (speci-

fically, its negative logarithm) against the thermal parameter a for· a 

particular 999 point array of obstacles with strength S = 0.63. Data 
c 

are shown for two Stresses: .* = 0.1, which is approximately 0.2 of the 

critical resolved shear stress at this obstacle strength, and .* = 0.4, 

which is approximately 0.8 of .*. The stochastic velocity curves were 
c 

found by allowing six independent passages through the array at each con-

dition for which a data point is shown. The mean transit time, ~t*>, and· 

2 its variance, (] , were computed from the results of·the individual trials 

according to equations (1.11) and (I. 12) • The e:x:pected values, ~v*>,. of 

the dimensionless glide velocity were then obtained from equation (1.13). 

The results are shown as circles in the figure. The oars tndicate the 

variation of velocity as the transit time ranges over the interval <t*>·+ 

u. The numerical results found with .* = 0.4 are tabulated in Table 1. 
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The results obta:Lned from tlds unrestricted simulation are compared 

to estimates derived from three approximations. The bases of these 

approximations are discussed in Section I. The. first is the min~mum 

angle approximation, in which we assume that the dislocation follows the 

path X and passes each configuration encountered at the point at which 
o 

the angle ~,is minimum, giving 6 its maximum value 6 .• In this case, 
1 

and 

r 
'0 

<t*> = i~l exp {aCSc-Si)} (IlL 1) 

(III.2) 

where r is the number of stable configurations along the glide path X • 
o 0 

The second estimate is obtained from the minimum angle approximation 

under the additional constraint that only the strongest configuration is 

considered; <t*> is set equal to the expected time to activate>past the 

strongest configuration encountered (where6 i takes its minimum value 61) 

at its minimum angle point. In this case <tf!> is given by the Arrenhius 

equation 

(III. 3) 

and 

(UI.4) 

.The third estimate employs the minimal sequence approximation, in 

which we assume that the dislocation follows the glide path X , but passes o 
,. 

. each configuration at a stochastically chosen point. In tIds case 



and 
r 

o 

r/ = igl (lI.
i
)-2 

(IlI.S) 

(III. 6) 

whe A i th ti ti t f th . th f' . d i re Hi se ac va on parame er or e 1-- con 19urat10n an s 

given by equation (1.6). 

As is apparent from figure 10 and Table I a:ll three approaches give 

a generally ,reasonable estimate of the velocity of glide through this 

array when a is greater than 100. As is expected from the underlying 

assumptions, the full minimum angle approximation underestimates <v*> 

and slightly exaggerates the upward concavity in the curves of [-In<v*>J 

vs. a. 'An Arrenhius equation based on activation at the minimum angle 

in the strongest configuration encountered overestimates <v*> and misses 

the slight upward concavity of the curves. The minimal sequence approx-

!mation yields a particularly good fit over the range of a studied. 

The success of these approximations argues for their utility· in 

estimating the glide velocity, but should not be taken to infer the 

accuracy of the assumptions on which they are based. For example, a'de-

tailed analysis of the numerical simulation at T* = 0.4 showed that the 

path X contained 30 stable configurations. These overlapped' significantly; 
o 

in fact, the four most stable configurations were almost coincident. 

While the dislocation tended to follow the path X during glide there were 
o 

significant deviations. In particular, the strongest configuration lay 

on the actual glide path in only a minority of the trials (2 of 6 at a = 

400.and 'a = 300, 3 of 6 at a = 200). Both the overlap of strong configu-
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rations and the deviation from~' violate the assumptions on which the 
, 0 

minimal sequence approximation is based. Its success should rathe';l:' De 

taken as evidence that the ergodic average of the glide paths actually 

followed by the dislocation is suffici~nt1y like the path,x
o 

to De repre­

sented by it. This point is documented in figure 11, in which we compare 

the cumulative distribution of the activation parameter A along the path 

Xo at a = 300 to the corresponding distriDution for the weighted average 

of the statistically-chosen paths taken in six independent trials at the 

same value of~. The merit of Xo as a representative path is also largely 

responsible for the reasonable accuracy of the minimal angle approxima-

tions over this range a. 

The results presented here are fairly typical of those obtained 

from simulation of glide in a number of arrays over the range of L* 

studied, '0.05 to 0.6. The minimal sequence approximation provides a 

good estimate of <v*> when a is greater than about 50. The miminum angle 

approximation yields a reasonable, though less accurate, approximation 

when a is greater than about 100. However, the good fit obtained in the 

present case (L* = 0.4) with an Arrenhius equation based on activation 

at the minimum angle in the strongest configuration is somewhat atypical, 

and must be attributed to the mutual cancellation of significant errors. 

This Arrenhius equation is always useful, but is generally- less precise 

than shown here when a<400. 

2. The'influence of temperature, stress and obstacle strength 

Given the accuracy of the minimal sequence approximation, illustrated 

in the previous section, we use it as the basis of a discussion of the 

~--

.! 

.i 
I 

, ' 

-i 

.. 
i 

" 
! 
; 

.i , 

, 
! -
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dependence of the glide veloGity <v*> on the parameters a, .*, and S , 
c 

or equiva,lently, on the temperature, stress and obstacle strength. From 

equations (.1.18) and (1.6) the expected value of the transit time <t*> 

alond the path X , which is .the estimated in the minimal sequence approx­
o 

imation,may be written 

(V.l) 

~ 

where the strongest obstacle configuration along Xo is labelled i = 1. 

The symbols Q, Ti , and R denote the series: 

and 

r o 
Q = i~2 exp [-ft(Si-Sl)] 

N •. 
~ k 

1 ,+ k~2 exp [-a(Si-Si)] 

eV.2) 

(V.3) 

(V.4) 

where ro is the number of stable configurations alpng the path Xo ' Si is 
th . 

the largest value of S in the i- configuration, and Ni is the number of 

th obstacles in the i- configuration. The series Q,.Ti, and R all decrease 

as a increases. <t*> has the asymptotic form 

where 

, 

<to> :l: {I + (Q~Tll ! exp [a(a.-aill 

N . 
i . k 

Tl = k~2 exp [-a (S1'-Si)] 

eV.S) 

_ {V.6} 

and Q is given by equation (V.2). Hence the glide velocity ~v*~ has the 

asymptotic form 
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(V. 7) 

The series Q is/the lead correction term giving the decrement in <v*> 

due to ~he fact that the dislocation must activate past s~able con~igura-: 

tions in addition to the strongest along Xo' The series Tl is the lead 

correction term giving ,the increment to ~y*> from the possibility of 

thermal a~tivation at a point other than the weakest in a stable configu-

ration. The parameter Tl specifically measures this effect for the 

strongest configuration (i=l). Equation V.7 differs: from that obtained 

using the minimum angle approximation through the inclus16ft' of Tl • , 

Equation V.7 can be develop~d quantitatively using results given in 

the preceeding sections. The strength,Sl can be,est~mated from the 

stress--T*~ac'c-O'rdin-g-to-the-r-e-lation illustrated in figure (3), and given 

a and 81 the series Tl'and Q may be approximated from the histograms 

illustrated in figures (5) and (7). We shall present this quantitative 

development in a future publication; a qualitative discussion fulfills 

the purpose of the present paper. 

,(a) The effect of temperature 

It follows from equation V.7 that when ais arbitrarily large <v*> 

if given by the Arrenhius equation 

1/2 
<v*> = n ,exp [-a(S -S )] 

c I' 
(V.B) 

As a decreitses (temperature increases) the parameters Q and 'Tl become 

significant, and <v*> deviates from equation (V.8). The direction of the 

deviation is determined by the relative m~gnitudes of Qand TI • For the 

numerical studies we have conducted, which treat '999 point' arrays and 
./ 

'i 
i 

.' 

.i 

" 

t 

.' i 

. : 
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'" cover roughly the range a>50, 0.05<T* <0.6, and B such that T*< 0.8T* , 
- - c - c 

the series Q tends to dominate and <v*> deviates from the Arrenhius 

equation to the negative side by an amount which increases as a decreases. 

This behavior is illustrated. in figure (10). It should, however, be 

apparent that as T* +T*C an opposite trend will be observed: Tl will 

dominate and <v*> will deviate in the positive sense from the Arrenhius 

equation V.8. This latter behavior is obvious in the limit, since when 

~* is sufficienly close to T*the array contains only one stable, line 
c 

and Q is identically zero. 

As we have emphasized elsewhere(iD the temperature affects the 

character of glide as well as its velocity. As the temperature is de-

creased (at fixed T* and S ) the dislocation spends an increasing fraction 
c· 

of its total transit time in the few strongest configurations, with the 

result that glide is increasingly "jerky". 'This behavior is again ob-

vious in the limits, since as a~ the mean residence time in the stron-

gest c~nfiguration becomes arbitrarily larger than the mean residence 

time in any other configuration, while as a+o the mean residence times 

in all configurations are comparable. 

(b) The effect of stress 

Ihe effect of the applied stress, T*, may also be discussed in terms 

of its influence on equation V.l. Its dominant influence is through the 

strength, Sl' which varies according ,to the relation Sl(T*) plotted in 

figure (3) and discussed in the ~ccompanying text. As T* increases, Sl 

increases, which in turn causes an exponential increase in the glide 

·velocity <v*>. The applied stress, T*, also influences tne pre-exponential 

term in equation V.7; though in a less striking way. The value of Q tends 
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to decrease as T* increases, while the value of Tl remains roughly the 

same. Hence the increase in <v*> with T * tends to De greater than one . 

would predict on the basis of the Arrenhius equation, V.B. Moreover the 

deviation of equation V.7 from a simple Arrenhius form becomes less pro-

nounced as T* increases, and may change "in sign. The former effect is 

apparent,in the velocity curves shown in figure (10); the data at T* = 0.4 

are fit more closely by equation V.B than are those at T* = 0.1. 

The decrease in Q with increasing T* has two sources. First)as T* 

increase:; the histogram of 131 values along Xo (figure (7)) flattens so 

that there tend to be fewer configurations having 13 i near 13 1 , The series 

determining Q then has fewer terms of significant magnitude, and its Sum 

decreases. Second, as T* increases the histogram is shifted along the 

8-axis, so that there are fewer stable configurations along X and the 
o 

total number of terms in the series determining Q decreases. Howe~er, 

when a is reasonably large this latter effect is important only if T* is 

near T*; otherwise the terms deleted from the series have negligible 
c 

magnitude. 

As we have emphasized elsewhere (10) , an. increase in i* tends to cause 

the glide to become more "jerky". Excepting the cast T*~T* this phenome­
c 

non is due to the flattening of the 13 i histogram with increasing T* 

. (figure (7)). The applied stre~s is, however, less important than the 

temperature in determining the "jerkiness" of dislocation glide. 

(c) The effect of obstacle strength 

The obstacle strength (Sc) appears explicitly in the exponential 

in equation V.7. A change in 13
c 

at fixed T* will cause the velocity 
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<v*> to undergo an exponential change in the opposite direction. In 
/ 

general the pre-exponential in equation V.7 is unaffected by a change in 

Bc. The series T1 is independent of f3~. The value of Q will be affected 

only if B is so close to B1 (r*,vr* ) that a change in obstacle strength 
c c 

causes terms of significant magnitude to be added to or deleted from the 

series determining Q. 

3. Deformation of an idealized crystal 

In reference (1) we discussed how the results of this investigation 

can be used to model steady-state deformation of an idealized crystal 

made up of parallel glide planes. The steady-state strain rate of such a 

crystal can be computed if characteristics of the mobile dislocation 

density are known, and if the dislocations are assumed in~ependent of one 

another. Two limiting distributions of mobile dislocations were identified. 

In the first we assumed a constant density of non-interacting, mobile 

dislocations ergodically distributed through the whole crystal. In this 

case the average glide velocity (v*) is given by 

where 

t* = 1 
5 

(V.g) 

(V .10) 

is the average of the expected transit times in ~ crystal containing S 

glide planes. As a second limiting case, we assumed a distribution of 

mobile, non-interacting dislocations which is uniform in the sense that 

the time average of the density of dislocations on each glide plane is 

"-the same. In this case the ,average glide velocity (v*) is the simple 
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average of the expected glide velocity on the planes composing the cry-

·stal: 

1 S 1/2 S 
<t*> -1 ~* <v*> = n 

(V. 11) = S 19l S l~l 1 1 

It should be apparent from equations (V.9 - V.ll) that if <v*> varies 

from plane to plane these two dislocations distributions will yield dif-

ferent values for the overall average glide velocity. The velocity v* 

is principally in~luenced by glide on those planes on which the transit 

time <t*> is largest, or those on which glide is most difficult. The 

velocity.~* is principally influenced by glide on those planes on which 

the expected velocity <v*> is largest, or those on which glide is easiest. 

Moreover, if <v*> varies from plane to plane the two distributions will 

lead to qualitatively different types of crystal deformation. With an 

e~godic distribution of mobile dislocations all glides planes will be 

active and the overall deformation of the crystal will be evenly distri-

buted among them. With a uniform distribution of mobile dislocations the 

deformation will be concentrated on a few well-defined planes, those on 

which glide is easiest • 

. The points made above may be illustrated with a simple example. Let 

a hypothetical crystal contain four parallel glide planes, which we speci-

fy by randomly selecting four arrays of 999 points, and let the obstacles 

impeding glide through these planes have strength B = 0.63. The glide c 

characteristics of these planes are shown in figure (12), where we have 

plotted the glide vtUocity <.v*> as a function -of·· the thermal parameter, 

a, for each plane at each of the four stresses, ,* = 0.1, 0.2, 0.3 and 0.4. 

. 
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As shown in the figure, at T* ~ 0.1 and 0.2 the velocity of glide is 

essentially the same in the four planes, while at T* ;:: 0.3 and T*;:: 0.4 

the velocities' scatter by an amount which increases with a. Theincreas-

ing spread in <v*> as T* is raised is in large part attributable to the 

increasing spread in the 61 values as T* is raised, a behavior illustra­

ted in the insert to figure (3). 

At stresses of T* = 0.1 and 0.2 the velocity v* based on the ergodic 

distribution (e.g. V.9) is very nearly equal to the velocity ~* based on 

the uniform distribution. However, at T* = 0.3 and 0.4 ~* is substan-

tially less than v*. The two velocities are plotted in figure (12). 

The character of the crystal deformation obtained is illustrated in 

figure (13) Assume the hypothetical crystal contains a uniform distri-

bution of dislocations, and, .mbreover, that the density of these disloca-

tions is independent of temperature and stress. In this case the strain 

rate (1') of the crystal is simply proportional to the average glide velo-

city (v*). Now imagine an experiment in which the crystal is strained by 

a fixed amount (for example, l' = 0.2) at a given strain rate (for example, 

let In v* = -10). As illustrated in figure (12) both the stress required 

to accomplish this deformation and the final appearance of the crystal 

depend markedly on the temperature at which the experiment is carried out. 

'" As the illustrat ion shows, at relatively low" temperature, a = 260, a 

relatively high stress (T* = 0.4) is required, and virtually the entire 

deformation occurs through slip on a single slip plane~ At higher tem­

perature, a '" 68, a lower stress is sufficient CT* = 0.3}, and there is 

sensible though relatively insignificant slip on planes other than the 

'" dominant slip plane. At a = 35, T* = 0.2 and deformation is reasonably 



-34-

homogeneous. At Q ~ 22, T* = 0.1 and the deformation is almost perfectly 

homogeneous. 

Hence when the distribution of dislocations is uniform the stress 

required to carry out the deformation drops as the temperature is raised, 

and. the mode of deformation gradually changes from slip on well-defined 

slip planes to homogeneous slip. Had we assumed an ergodic distribution 

of dislocations the required stress would have been higher by an amount 

which increased with Q; however, the mode of deformation would have been 

homogeneous slip at all values of Q. 

" ! 
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TABLE I. 

The mean transit time and its variance for T* = 0.4, 
8 = 0.63, compared with results of three approximations. c 

1. Empirical Result: Six 
Attempts at Each 
Value of ex 

2. Minimum Angle Approximation 

3. Minimum Angle Approximation: 
Arrenhius Equation 

-4 • Minimal Sequence 
Approximation 

-

200 

<t*> 1.49 x 
2 1.21 x 

C1 

<t*> 3.05 x 
2 1.64 x 

C1 

<t*> 7.74 x 
2 

C1 
5.91 x 

) 

<t*> 1.B7 x 
2 6.2B x 

C1 

ex 

300 

104 
1.19 x 6 

1°11 lOB 9.67 x 10 

104 2.12 x 6 
1°12 lOB 1.0B x 10 

103 6.97 x 5 
1°11 lOB 4.B5x 10 

104 1.55 x 6 
1°11 

107 6.27 x 10 

400 

9.57 x 7 
1°15 

4.54 x 10 

1.64 x 8 
1°15 

7.56 x 10 

6.27 7 x 1015 -3.93 x 10 

1.33 x 8 
1°15 

5.53 x 10 
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FIGURE CAPTIONS 

1. Detail of equilibrium in the i
tn configura~ion. 

2. The assumed step form of the dimensionless dislocation-obstacle inter-

action, 6 (x Id) ~ The obstacle strength is ~ • 
c 

k 
The shaded area is gi' 

the dimensionless activation energy required when the dislocation 

k 
exerts a force 6 i on the obstacle. 

3.' The dependence of the strength Ct3 l ) of the most stable configuration 

on the applied stress, .*. The solid .bars show the range of values 

for four arrays. The dashed bars show the range of values for twenty 

arrays. The solid curve represents the data obtained by Foreman and 

Makin (3) • The dashed curve is a plot of the 'Friedel relation 

(eq. 111.1). The insert shows normalized histograms of the 61 values 

of 20 arrays at each of three stresses: .* = 0.1, 0.3, and 0.5. 

4. The most stable configurations found in glide through a typical 999 

point array at three stresses: .* = 0.1 (61 = 0.22); .* = 0.3 (61 = 0.4,4); 

and T* = 0.5 (61 = 0.70). 

5. Normalized histograms of the density of forces (measured as the ratio 

(6/6 » along stable configurations of strength 6 ~6l at each of three m . m 

stresses: .*=0.1(6 =0.2339); .*=0.3(6 =0.5080); and T*=0.5Ce =0.7109). m m m 

The method of constructing these histograms is described in the text. 

6. The variation of the mean obstacle spacing (I*) in the strength­

determining configurations with the applied stress ('*).' The solid 

circles give the mean value obtained using configurations from 100 

Tandomly chosen arrays at .* = 0.1 and 0.3, and configurat,ions from 

'20 random arrays at .* = 0.5. The solid bars show tha range of 

1* for the strength-determining configurations in 20 arrays. The 

.' 
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comparison curves plot the theoretical relations o~ Friedel (9), 

Labusch(lO), and Kocks (6) 

7. Histograms showing the distribution of the strengths (6i) of the con­

figurations encountered along ~he minimum angle path <X
o

} at each of 

three stresses, T* = 0.1, 0.3, 'and 0.5. The histograms were obtained 

by superimposing data from 20 random arrays. The area under the 

curves gives the mean number r of stable configurations on X per 
o 

array, and is r = 890 at T* = 0.1, 750 at T* = 0.3, and 470 at T* = 0.5. 

8. Histogram- showing the normalized density of forces (6) along the 

5~ configuration encountered in glide at T* = 0.1. The histogram 

was found by superimposing data obtained from 200 random arrays. 

9. The five strongest configurations encountered in glide through a 

,typical:arrayat T* = 0.1. The strengths are: /81 = 0.2154, 

132 ~ 0.2155, 13
3 

= 0.2176, 134 = 0.2192, and 135 = 0.2203. 

10. Results of a simulation of thermally-activated glide, showing the 

average glide velocity <v*> as a f~nction of the t'hermal parameter 

(a) at two stresses: T* = 0.1 and T* = 0.4>, with obstacle strength 

B= 0.63. The circles show the average of six trials. The bars c _ 

show the range in -In<v*> as the transit time ranges over <t*> +~. 
The comparison plots show estimates obtained from the minimum angle 

approximation (dashed curve) and from an Arrenhius equation based on 

time required to activate past the strongest obstacle configuration. 

11. The cumulative distribution N(A} of the activation parameter (A) at 

T* = 0.4, 13.c = 0.63, and a = 300. The dashed curve gives the. distri-
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but ion along the path X ; the solid curve is the average of the dis­
o 

tributions of the actual paths taken in six trials. 

12. Comparison of the velocity-temperature relations for four ar~nys of 

999 obstacles having B= 0.63 at each of four stresses. Also in­
c 

eluded are the velocity-temperature curves for a crystal made up of 

these four arrays under each of two assumptions: an ergodic distri-

bution of dislocations over the planes C----) and a uniform distri": 

bution of dislocations over the planes c-·-·). 

13. Illustration of the deformation of a hypothetical crystal made up of 

the four glide planes whose properties are shown in figure 12. This 

figure shows the ehange in the appearance of the deformed crystal 

with temperature, assuming that the crystal contains a uniform dis-

tribution of dislocations of fixed density, and is given a total 

shear strain y = 0.2 at a fixed strain rate such that -In ~* = 10. 
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r-----------------LEGALNOTICE------------------~ 

This report was prepared as an accoun t of work sponsored by the 
United States Government. Neither the United States nor the United 
States Atomic Energy Commission, nor any of their employees, nor 
any of their contractors, subcontractors, or their employees, makes 
any warranty, express or implied, or assumes any legal liability or 
responsibility for the accuracy, completeness or usefulness of any 
information, apparatus, product or process disclosed, or represents 
that its use would not infringe privately owned rights . 
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