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ABSTRACT OF THE DISSERTATION

Three Essays in Labor Economics

by

Liang Choon Wang

Doctor of Philosophy in Economics

University of California, San Diego, 2010

Professor Eli Berman, Chair

Professor Julian Betts, Co-Chair

This dissertation is comprised of three autonomchegpters on topics in labor
economics. The first chapter exploits the quasttoam assignment of students into
classrooms in a large secondary school in Malalgsiestimate the effects of peers on
student outcomes. The estimates show that havitey l@ehieving classmates improves a
student’s math achievement and reduces the stsdewidence of class absences and
discipline violations. There is also evidence ohilinear peer effects and that average

achievement may increase as a result of abilitygng.

Xiv



The second chapter extends lannaccone’s (1988jotes club model to explain
why the Amish would collectively object to high sch education and refuse to comply
with compulsory schooling laws. | utilize the susprg 1972 U.S. Supreme Court’s
decision inWisconsin vs. Yodgewhich exempts Amish children from compulsory high
school education, as a policy shock to test thdigtiens of the model. The results show
that the successful restriction on high school atlon helped the Amish sect exclude
individuals who have high labor productivity and v lower the quality of the sect
from joining. The evidence supports the idea thatAmish use the restriction on secular
education as a religious sacrifice to screen oabommitted members.

The third chapter investigates the effect of highanigration on native fertility.
Previous research shows that immigration affectgesaincome, and the cost of child
rearing, while standard fertility model predictatithanges in wages, income, and the
cost of child rearing would affect fertility. Usinpe cross-state variation in the total
fertility rates of native-born American women arfte tshare of immigrants in the
population between 1970 and 2005, this chaptemastis that for every one percentage
point increase in the share of immigrants in thpypation, native total fertility rate is
predicted to increase by roughly 0.01 children. Tlegative effect of immigration on
wages is the most likely explanation, because ¢ndify of less educated women and

women who resided in their states of birth is naffgcted.
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CHAPTER 1

PEER EFFECTS IN THE CLASSROOM: EVIDENCE FROM A NARAL

EXPERIMENT IN MALAYSIA

Abstract

Studies of peer effects in schools often face ifleation problems that arise
from the non-random selection of students intosttaems or schools. This paper exploits
the quasi-random assignment of students into dasss in a large secondary school in
Malaysia to estimate the causal effects of peersdurcational outcomes. Even with
random assignment, peer effect estimates are \aldleeto a mechanical bias (Guryan et
al. forthcoming). | show that existing treatments tbis bias are inadequate and
underestimate peer effects. | demonstrate a simplietion and find a large positive
causal effect of peers on math achievement — astaridard deviation increase in the
average baseline math score of classmates leal8.@66 standard deviation increase in
a student’s current math score. Effort and behawiay account for part of this large peer
effect: the presence of high achieving peers lovadxsence rates and the incidence of
discipline violations. | also find evidence thaktlpeer effects vary non-linearly for
different types of students. The results imply thhbtlity grouping may raise average

achievement.



1.1  Introduction

Policy debates on the costs and benefits of sctioamice, ability grouping, and
special education programs largely hinge on thetemce and forms of peer effects in
schools and classrooms. For example, opponentshobkchoice initiatives often argue
that school choice may worsen the educational omsoof students in schools from
which better students have opted out. Parents epptus ability grouping may also be
concerned with the adverse effects of separating dghieving and high achieving
students into different classrooms. These concareslegitimate if peer effects are
present so that reassigning high-achieving studawtsy from low-achieving students
can redistribute achievement gains. To the exteat test scores predict wages and
incomes, the presence of peer effects impliesgblity changes altering the ability mix
of students in the same school or classroom camadmfuture wage and income
distribution of a country (Bishop 1989; Bound amahdson 1992; Gamoran and Mare
1989). Quantifying the effects of peers on studmritomes may also provide insights
into the spillover effects of any policy interventi If positive peer effects exist, then a
policy intervention directed towards some studerais also benefit other students not
directly targeted by the policy through interacidretween students. Hence, the central
guestions to policy makers are: do peer effectsteand if so, what are their sizes and do
they vary across different types of students?

Studies of peer effects in schools face numeroastification and estimation
problems. The first type of identification problasmmwhat Manski (1993) referred to as
the reflection problem and it occurs when reseascbannot properly isolate the effect of

a person on her peers from the effect of her peerker. This issue is essentially an



endogeneity problem as outcomes of members in tbapgare jointly determined
(Moffitt 2001). Second, individuals in the same @somay have similar behavior and
outcomes because they self-select or are selestedhe same group on the basis of
factors such as motivation and ability, which arehserved by researchers. In the
presence of unobserved selection, group membershelagve similarly because they
share similar characteristics and not necessarljalise they influence one another.
Third, members of the same group may also havelainoutcomes because they
experience common shocks unrelated to their intieress: For instance, students in the
same classroom may have similar achievement bedhegeshare the same teachers.
Manski (1993) labeled effects due to unobserveecteh and common group shocks as
correlated effects. Finally, a mechanical negato@relation exists between an
individual's own outcome and the average of herrgesutcomes in a typical linear
regression framework because they deviate in ofgpdsiections from the group mean.
With the exception of Guryan et al. (forthcomindhjs problem has largely been
neglected in the literature. Failing to addresséhelentification problems may lead to
inconsistent estimates of the effect of peers.

Several studies attempt to address these ideidic problems. The first
commonly employed strategy, especially for studispeer effects in school, is to
address unobserved selection and the reflectiomlgro by using a fixed effects
estimator and replacing current peer achievemetit lagged peer achievement (Betts
and Zau 2004; Hanushek et al. 2003; Vigdor and Mezt2007). Since variation across
classrooms or cohorts within a school and laggedt pehievement may not be credibly

exogenous, Hoxby and Weingarth (2007) used scleadsignment-induced variation in



peers to implement instrumental variable estimatinrcontrast, Burke and Sass (2008)
adapted a fixed effects estimator proposed by Aacaho et al. (2005) and modeled
individual outcomes as a function of peers’ andchea fixed effects to control for
unobserved selection. Generally, the empiricalifigsl on the size of peer effects on
student outcomes are mixed. For example, Vigdor Mechyba (2007) and Burke and
Sass (2008) report either small or insignificarieak of peers on student achievements
in schools, while Hanushek et al. (2003), Betts Zad (2004), Hoxby and Weingarth
(2007) report sizable positive effects of peers student achievement. Moreover,
estimated peer effects at the classroom level yqredily larger than estimates at the
grade level or school level (Betts and Zau 2004).

Natural or controlled experiments are another medndentifying causal effects
of peers. The random assignment of students imopg removes correlated effects,
since group membership is, by construction, orthafjdo group characteristics. The
majority of these studies look at student outcoasea function of college roommates or
classmates (Carrell et al. 2009; De Giorgi et atthcoming; Foster 2006; Lyle 2007;
Sacerdote 2001; Zimmerman 2003). The effects asolates are reported to be positive
and significant, while the effects of roommatesaghievement are relatively weak and
insignificant. It is less common to see the randg@signment of students into classrooms
in K-12 school, with the exception of Kang (200ApeDuflo et al. (forthcoming). Using
contemporaneous achievement of a random sampléaséngates, Kang (2007) finds
strong positive effects of peers on math achieveénreisouth Korean middle schools.
Similarly, Duflo et al. (forthcoming) study the eféits of tracking and peers for Kenyan

first graders in a large scale controlled experitvaard report strong positive effects of



peers on math and literature achievement. Moredkey, find that students at all levels
of the initial test score distribution benefitedrfr tracking.

Using data generated from the quasi-random assghnof students into
classrooms in a large secondary school in Malaysiayestigate peer effects of a
student’s classmates on individual math achievemelass absences, and discipline
violations in the first year of secondary schoadlafe 7). The sample school assigns
students into classrooms using a computer prognatattempts to equalize the average
baseline test scores across classrooms. This guradem assignment method ensures
that the estimated peer effects are unlikely comfed by systematic assignment of
teachers of different quality into classrooms dfedent achievement mixes. Similarly,
selection bias is effectively controlled because $khool only has limited information
about each student’s past and the classroom assigmmethod is strictly enforced. The
data also provide a clear definition of the relévpaer group, since students in the
sample attend all classes with the same set ofmolaes during an academic year. As
most forms of academic interaction occur at thestlaom level, the effects of classmates
are likely strongest and the most relevant to pohtakers. In contrast to previous
studies, this paper's comprehensive coverage afselates and baseline test scores
provides a more complete picture of peer effec@hserving standardized baseline test
scores is important, as | show that controllingdach student’s own baseline test score is
essential for removing the mechanical correlatietween an individual’'s outcome and
the average outcome of peers. Moreover, becausstuldent body consists of racially
homogenous urban students of the same age, poéwiffeaential effects of race and age

of peers will not confound the estimated effectspeérs. This feature is particularly



important given recent findings by Angrist and La2§04) and Cooley (2008), which
show that the effects of peers may differ dependimghe racial composition of students
in a classroom.

| also examine the mechanical negative relation&l@fwveen characteristics of
individuals and peers and the test of random assgh commonly used in other studies
of peer effects. Guryan et al. (forthcoming) show dimulation that there exists a
mechanical negative correlation between charatteyisf individuals and their peers in
professional golf tournaments even when group assggt is random and they propose a
modified test of random assignment that is wellawel. First, | show both analytically
and in simulations that the mechanical negativeetation increases as 1) group size
(i.e., class size) grows, holding the number ofugeo constant, and as 2) when the
number of groups formed decreases, holding gragfsied. This finding implies that a
typical test of random assignment is more likelyrégect the null of zero correlation
when the number of randomly assigned groups irsémeple is small. It also means that
past studies using exogenous variation from a smouafiber of classrooms or grade levels
within a school might underestimate the size ofrpdéects. The bias will be present
regardless of whether the assignment of peers ndora or not. Thus, there is a
mechanical explanation for why past studies loolahgyrade level peer effects tend to
find smaller effects than those looking at classrdevel peer effects. Second, | show
that when the number of observations varies coraidie across randomization tracks,
the modified test of random assignment proposedsbgyan et al. (forthcoming) may
still reject the null hypothesis of zero correlatidhis means that neither the typical test

of random assignment nor the modified test of ram@ssignment is generally robust to



the negative bias. | argue that testing whetheumgrmeans (i.e., average test scores
across classrooms) jointly differ at baseline idfigent to verify whether group
assignment is exogenous. More importantly, | preserobust solution by including an
individual's baseline test score as a regresseldiyig a consistent estimate of the peer
effect. This also highlights why including a stutiemown lagged achievement as a
regressor is important.

| find that a 0.1 standard deviation increase andkierage baseline math score of
classmates leads to a 0.066 standard deviatioeaserin a student’'s own math score.
This estimated causal effect of peers on math aement is the first reported for a
classroom setting that is closer to a typical westéassroom and free of the mechanical
negative correlation. The estimate is larger thetmates by previous studies that use a
fixed effects estimator or an instrumental variaddéimator to address selection bias and
the reflection problem. | argue that the larger nmiagle of estimated peer effects is
attributed to the control for selection bias anel tlorrection for the mechanical negative
correlation.

Possible mechanisms for peer effects are throufgit &ind conduct. To assess
whether having high-achieving peers induces a stutdeincrease the amount of effort
and facilitates better behavior, | examine whetliner average baseline test scores of
classmates has an effect on the number of classeglent missed and on the incidence
of discipline violations cited. Class absences disdipline violations are also important
measures of outcomes, given the link between soigpa@nd earnings (Angrist and
Krueger 1992) as well as the potential associdtietween discipline and crime (Adams

2000) respectively. | find that a one standard alewn increase in the average baseline



scores of classmates leads to roughly 2 days eketaa student missed and a 1.58
standard deviation decrease in the incidence ofigfise violations. This finding
provides some support that having higher achiepiegys can alter a student’s effort and
conduct.

Since linear-in-means specifications do not infaabout the effects of ability
grouping and ability mixing on achievement, | useumber of non-linear specifications
to investigate whether the effect of peers var@ess different types of students. | find
that the effects of peers vary non-linearly fofefiént types of students. Students in the
top 25 and middle 50 percentiles of the initialt tesore distribution gain significantly
from having better achieving classmates when tlagsmates have low average baseline
math score, while students in the bottom 25 peileedb not gain much from having
better achieving classmates. The results imply #iality grouping will likely raise
average achievement. The distributional effectlolitg grouping is likely small given

that the effect of peers on low-achieving studetsnall.

1.2 Identification and Interpretation of Peer Effects
This study is primarily concerned with identifyinige effect of classroom peer
achievement on a student’'s own achievement. Cansige following linear-in-means

model:

Yiet = Bo + PrY-iae T Ok + Eicne (1.1)



The dependent variablg,,,, is the achievement of studentin classroont, cohort-
ability groupk, in periodt.! B, is the intercept term and, is a vector of cohort-ability
group dummies. The coefficient of interegt,, measures how the average achievement

of student’s classmatesy ., affects student ¢, is the error term.

ickt
Equation (1.1) suffers from Manski's (1993) refleat problem because

researchers cannot effectively isolate the efféet person’s behavior on the behavior of

the group from the effect of the behavior of theugr on the persoh.Regression

equation (1.1) may yield an estimate gf that is non-zero because: (a) the behavior of

peers, as measured by their achievement, influestcekenti; (b) similar students are
assigned into the same classroom making the ach@veof student and the average
achievement peers correlated; (c) studetffects her peers; or (d) good (bad) teachers
are assigned to the classroom making the achievweofestudenti and the average
achievement peers positively (negatively) correlai®), (c), and (d) are confounding
factors that make it difficult to identify the calieffect of peers on studeng.e., (a)).

If students are randomly assigned into classro@ansQrdinary Least Squares

(OLS) estimate ofg, in equation (1.1) will not be biased by unobsergetkction of

students into classrooms. When students are raiydassigned into classrooms, teachers

are also effectively randomly assigned into classis® Hence, there is no systematic

! There are 7 cohorts of students and 2 ability psdior each cohort of students. s 13 (excluding the
intercept).

2 The reflection problem is analogous to the probleinterpreting the simultaneous movements of a
person and her reflection in a mirror, as it may e clear to a naive outside observer whetheminer
image causes the person’s movements or simplyctefteem.

% It is possible that some classrooms have higherage initial achievement than other classroomdfdo.
teachers are systematically assigned into class@meording to these differences, then selectias tmay
still be present.
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relationship between the quality of teachers amditiitial composition of a classroom.
Random assignment of students into classroomstegcremoves what Manski (1993)
terms correlated effects (i.e., factor (b) above).

Because studemtand her classmates simultaneously influence etier,ove can

also express the achievement of peers as a furaftistiadent’s achievement:
Yook = ,Eo + :Elyickt + gk + Eia (1.2)

where El measures the direct effect studenn peers. That is, equation (1.2) measures
the reverse causation of studemin peers or factor (c) listed above. Equation)(arid
equation (1.2) suggest that studeaffects her classmates and her classmates a#ect h
at the same time. An OLS estimate gf in equation (1.1) does not show the direct
effects of peers on student but the net effect of their repeated influencesis is
essentially the endogeneity problem that MoffitOG2) discussedThe commonly

adopted solution to this simultaneity problem isdplacey ., in equation (1.2) with the
lagged achievement of classmatgs,,, , (e.g., Betts and Zau 2004; Hanushek et al.

2003; Hoxby and Weingarth 2007; Zimmerman 2003xtlidents were not repeatedly
assigned into the same classrooms in the previeusds, replacing the current average
achievement of peers with the lagged average aeiment of peers would effectively
address the simultaneity problémSince baseline test scores are determined in
elementary school prior to students being randoadgigned into classrooms, this
modification effectively removes the feedback effeEurthermore, because lagged

achievement is not affected by the current clagareavironment, common shock effect

* In the current study, using lagged average achiew of peers is appropriate because students from
dozens of different schools were quasi-randomligassl into different classrooms.
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or factor (d) listed above will also be removedrbplacingy ., in equation (1.1) with

the lagged achievement of classmafgs,, ,. Regression equation (1.1) is then modified
as:

Yit = Bo + BiYoickea T Ok + Eiene (1.3
where the estimateqs, does not capture the reverse causation and conwhock
effects.

It is important to note that this paper provideseduced-form estimate of the
effect of peers on achievement, as baseline péege\amnent is predetermined and may
proxy for unobservable peer traits, such as abititgtivation, and effort.In addition,
because the response of a teacher may also vdrytheiteffort and ability of students in

the classroom, peer achievement will also captioeeindirect effects of peers through

teachers.

1.3 Mechanical Negative Correlation

With random assignment of students into classrodhres,conventional wisdom
indicates that estimating equation (1.3) in OLSusthgield a consistent estimate @f
(e.g., Lyle 2007). However, Guryan et al. (forthaéog) used Monte Carlo simulations to
show that a typical test of random assignment suffemechanical negative bias when
the sample size is small. Their findings imply thia¢ OLS estimate of, based on

equation (1.3) may be underestimated. This sedaisousses the mechanical negative

® Cooley (2009) argues that since peer achieversemiproxy for unobservable peer traits, such d#yabi
motivation, and effort, equation (1) or (3) doe$ disentangle what Manski (1993) refers to as eadogs
peer effects (e.g., effort) and contextual peexctff (e.g., ability).
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bias in a typical test of random assignment angtbblem associated with the modified
test of random assignment proposed by Guryan ¢toathcoming). In addition, | show
how a mechanical negative correlation may be ptesben estimatings, in equation

(1.3) and propose a simple correction method.

1.3.1 A Typical Test of Random Assignment

Guryan et al. (forthcoming) point out that when tample sizeN is small a
typical test of random assignment of the followfogm will likely falsely reject the null
hypothesis thatr, = 0

Yikes = X + 4 Y s Ok T Eice (1.4)

Guryan et al. demonstrate in Monte Carlo simulaitmat the OLS estimate @f, in
equation (1.4) will likely be negative even whereqreand outcomes are randomly
generated.

To illustrate this problem, consider a simple caben test scores are randomly
generated, only one classroom is formed, and vwaais the following model:

yic = 0(0 + aly—i,c té (15)

In this case, OLS estimator always yields =—(N-1) and @, =Ny, because by

definition:

Yic = Ny_(N _1)y—i,c (16)

® Lyle (2007) also noted this mechanical negativeratation in a footnote, but he did not investigiise
properties. De Giorgi et al. (forthcoming) utilizéhis mechanical negative correlation to implemamt
instrumental variable estimator in a different et
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The correlation betweery, and Yy, is negative because eagh in the sample is

drawn without replacement. We can also see thatidsedoes not diminish, but increases
with N, in this one-classroom problem.
If C classrooms of siza are formed in the sample &f students, the OLS

estimator will yield:

G, =112 (1.7)

Note thaty, = We=Ye _ N Y. - 1 Y., Where y, is the mean outcomes of
' n-1 n-1 n-1

classroont that individuali is in, andN =C-n.

Table 1.1 illustrates how the mean @f from regression equation (1.5) is related
to various sample sizeBlY and class sizes)(based on 10000 repetitions of Monte Carlo
simulations wherey,. ~iid N(01). For example, when is fixed at 2, andN increases
from 4 to 1024, the average of the estimated sto@dficients decreases from -0.33 to -
0.0004 (the first column). When we holN fixed, and increasen, the negative
relationship gets stronger. When we h@ldixed and increase botk andn, the negative
bias also gets more severe. This highlights whstuiies that look at college roommates,
such as that by Sacerdote (2001), wheie2 andN is 1589 students, the test of random
assignment fails to reject the null hypothesis that=- 0. On the other hand, if a peer
effect study uses variation of student charactesisicross classrooms within a school
that has about 512 to 1024 students and an avelaggesize of 32, the negative bias can

be as large as 0.1 to 0.5 standard deviations.nggative bias is comparable to some of
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the peer effect estimates previously reported.tRemegative bias present in a study of
classroom peer effects across multiple schooletasssmall as the bias present in a study
of peer effect looking at 256 pairs of college rooates, the sample size needs to be as
large as 100,000 studerits.

The negative correlation is present because saghminindividuals is done
without replacement. For a given sample, the sam@an is known. If an individual's
peers have above-average characteristics, the idodiv must have below-average
characteristics. When the number of classroomssamaple is small, the weight of the
average characteristics of an individual’'s peershensample mean is large. For a given
sample average, if the peers have above-averagacthastics, then the individual's
characteristics must be way below the averagejrigad a strong negative correlation
between the individual's characteristics and thesrage characteristics of peers.
However, as the number of classrooms formed withensample increases, the weight of
the average characteristics of the peers on thelsamean becomes smaller. Indeed, as
the number of classrooms approaches infinity, dividual’'s classmates are similar to a
randomly drawn individual in an extremely large gdan Thus, as the number of
classrooms increases, the negative correlationdasgtwhe individual's characteristics
and the peers’ characteristics becomes weaker hadnéegative bias diminishes.
Appendix 1.1 shows thak, converges in distribution to a random variablehvatnon-
positive mean, as class sine—> «, while holding the number of classroong, fixed.

On the other handyz, converges in probability to zero, &— «, while holdingn fixed.

" This means that there are 3125 classrooms wigti&#nts each. The number of classrooms is sitoilar
that used by Betts and Zau (2004) in their studglagsroom peer effects.
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The presence of this mechanical negative corrglaneans that: (i) researchers
may find non-positive peer effects when the datdusave a small number of groups
(classrooms), even if the causal effect of peersomtive; (ii) a typical test of random
assignment using baseline test scores will suftanfa negative bias, especially in cases
where class size is relatively large or the nundelassrooms is small; and (iii) there is
a mechanical explanation for why estimated peexcesfat the grade level tend to be

smaller than estimated peer effects at the classtewvel.

1.3.2 A Modified Test of Random Assignment

Guryan et al. (forthcoming) (GKN) propose a modiftest of random assignment
that does not suffer from this mechanical bias.yTérgue that the typical test of random
assignment used in the study of peer effects candukfied as:

YVirer =% + Y ices + Y ie1 + Ok + Eicen (1.8)

where the additional variablg ,, , is the average test score of all individualsha t
same randomization tradkexcept individual. They essentially propose including the
“one-classroom” measure of peers shown in equatlo®). | will refer to y ,, , as
“GKN'’s correction term”. GKN’s correction methodqaires that there be multiple tracks
of randomization and that the population size diffacross tracks (otherwise, OLS
estimators will always yieldr, =0 and &, =—(N —1)). They show that by including
their correction term in the test of random assigninthe test becomes well-behaved in

Monte Carlo simulations, whether the sample sizmall or large.
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However, when randomization tracks differ consitgrain size, GKN’s
correction term will not fully correct for the negee bias. To illustrate this problem,
consider two hypothetical schools, A and B, eaclwloich has two tracks and students
are randomly assigned into classrooms (of sizexsiDjn each track. In school A, track 1
has 1000 students and track 2 has 950 studens&hbol B, track 1 has 1000 students
and track 2 has 500 students. Furthermore, asshatdhe baseline test score of each

studenty, , is iid.N(01). | run the modified test of random assignment, eguation

(1.8), in 10000 repetitions of Monte Carlo simwas to evaluate whether the average of
a, centers at zero. The averagesxoffor school A and school B are reported in column

(1) and column (2) of Table 1.2 respectively. Catu(th) shows that GKN’s correction
term successfully removes the negative bias forodctA in the test of random
assignment and column (2) shows that GKN’s comectierm fails to remove the
negative bias in the test of random assignmensdbool B. Therefore, the modified test
of random assignment proposed by Guryan et althGoming) is not generally reliable
when the randomization tracks do not have similag.s

Since GKN’s modified test of random assignmentasalways reliable, we need
a method that tests whether individuals are rangoasisigned into groups and the
method will work in small and large samples and tivee or not there are multiple
randomization tracks. One way to test whether iddi@ls are randomly assigned into
groups is to conduct a joint test of significant@werage characteristics across groups. If
individuals are randomly assigned into groups, thenwould not expect systematic
differences across groups and the average chasticterof individuals should not be

statistically different.
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1.3.3 Correction for the Mechanical Negative Bias

Although we may not use the modified test of randassignment to verify
whether students were randomly assigned into cdasss, we must still control for the
negative bias when estimating peer effects. | detnated the mechanical negative
correlation betweeny,,, and y .., of equation (1.4) in a previous section.
Specifically, when n and N are fixed and finite, it is likely that
COM Y15 Vo | 9 ) < 0. Given this mechanical negative correlation, ai§@stimate
of g, based on equation (1.3) is also likely to suffenf a negative bias.

Expressing regression equation (1.3) in the foltmnivay will help elucidate why

the negative correlation must be controlled for:
Yt = Bo + PV ickes + O + Lo Vs T Vi (1.9)
where &g, = £, Yiok-1 + Viek -
Persistence in learning means tbat/(yickt‘ Yiekit |5kt)> 0 and 8, = 0% When the
individual's own baseline test scorg,, , is omitted, £, estimated using regression
equation (1.3) will be biased downward es\(y . ;,&. |9 )> 0. Therefore,y,, ,

must be included as a regressor to control fomtleehanical negative bias, even in the
case when students are randomly assigned intoratamss. Because the random

assignment of individuals into classrooms ensureat tE(V,,, ,|Vu.,)=0, the

8 For example, see Andrabi et al. (2009) for a dismn on learning persistence.
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estimateqs, is consistent oncg,,, , iS controlled for. Note that the estimatgd based
on equation (1.9) follows the reduced-form intetatien of peer effects.

The following simulation helps demonstrate the @ffeness of an individual’s
own baseline test score in absorbing the negatias. lAssume that peer effects are
absent and that each student’s outcome is soleégrrdmed by her own baseline test
score in the following form :

Y, = 08y,_, + 06U, (1.10)
where u,~iid. N(01). Note that parameter values are arbitrarily chosenensure
y, ~ N(02). If an individual's own baseline test score isediective control variable for
the mechanical negative bias, we would expectdhewing regression:

Vi = %o + Y it T A Yiaga T Ok + Viaa (1.11)

to yield @, = 0 on average. On the other hand, if peer effectp@agent such that:

Yi = 05y, +Vg, (1.12)
then we would expect the OLS estimator to yield= d@baverage.

Table 1.3 columns (1) and (2) report the average,ofs assumed in equation
(1.10) and equation (1.12) respectively based 000Q0Orepetitions of regression
equations (1.11) for a hypothetical school with A5€tudents and 30 classrooms.
Columns (1) and (2) show that the averagexpfcorresponds to the values specified in
equation (1.10) and equation (1.12), respectivElye Monte Carlo simulation results
provide support for using own baseline test scaksstudenti to control for the

mechanical negative correlation.
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To summarize, this section examined the mechanegdtive correlation inherent
in a typical linear regression framework used tineste peer effects. | also show that the
typical test of random assignment and the modifesd of random assignment used by
previous peer effect studies are not always radidevertheless, we can use a joint test
of average characteristics across groups to vewifigther individuals are randomly
assigned into groups. Because of the mechanicatinegcorrelation, it is important to

include a student’s own baseline test score agrassor.

1.4 Institutional Background and Data Description

This paper draws data from a large independent €hbirsecondary school in
Johor, Malaysia. There are generally two typesesbadary schools in Malaysia: public
schools and independent Chinese schodsblic secondary schools are run by the
government and the language of instruction is piln&alay.'® Independent Chinese
secondary schools are fee-paying schools run byietGhinese communities. They
generally follow curricula set by the United ChiagSchool Committees Association of
Malaysia. The primary language of instruction iegé schools is Chinese (Mandarin),
although some schools use English textbooks foressubjects. These schools charge

relatively low fees, have large class sizes, arg heavily on donations from local

® There are also a small number of private schdwsare run by private entities. These so callédair
Educational Institutions (PEIs) provide educatiop@eschool, elementary, and secondary levels. Siime
these schools follow public school curricula anthedollow foreign educational systems.

% public secondary schools are also called natiseabndary schools. Since 2003, the medium of
instruction in math and science has been EnglishtHe government recently announced that the mediu
of instructions in math and science would be sveitcto Malay.
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Chinese communities. Independent Chinese secondary schools divide dexets into
lower division and upper division. Lower divisiopass from grade 7 to grade 9 while
upper division spans from grade 10 to grade 12.

The sample school admits roughly 1000 ethnic Cleirstsdents each year who
attended public Chinese elementary schools in tegapolitan ared® The Malaysian
government halted the opening of new independemeSh secondary schools in the
1950s, causing excess demand for Chinese secoedacgation in Malaysia. The school
uses standardized admission examinations to ratistent slots. A student’s aggregate
test score in four subjects, Chinese, English, adad Math, determines whether she is
admitted into the school or not. Students scorialgw a cutoff point are not admitted,
but the school accepts transfer students from othéependent secondary schools
conditional on the students’ past achievent2nt.

This paper analyses the effects of peers in gratte @cademic years 2002 to
2008 using a sample of 6618 studéfit&rade 7 students in the secondary school are
tracked into one of two groups (group A or group dd) the basis of their admission
(aggregate) test scores. Generally, the top 3Qfests are tracked into group A, and the
rest, on average about 700, into groupy Bhe average class size at time of assignment is

50 students, but not all students assigned intssad@ms subsequently attend the

" These features are similar to the Catholic schiodlse United States and other countries. Tenguerof

the students in the sample school receive some dbfinancial aid or scholarship.

12| ess than 1 percent of the student populatiohigtstchool is non- Chinese.

31t is extremely rare to have transfer studenigrade 7.

4 The school began using admission examination®#9,1but records of admission examination and test
takers before academic year 2002 were lost.

15 The number of group B classes varies from yege#s, ranging from 13 to 19 in the sample.
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school*® Within each track, ability mixing is enforced thgh a quasi-randomization
process. For example, if the male-female ratio:8si2 group A, the school will set the
number of males per class to be 20, and the nuofbiemales per class to be 30. The
school will then assign the top female scorer om @ldmission exam to class 1, the
second-best female to class 2, tfefémale to class 6, thé"#emale to class 6, theé"8
female to class 5, and so forth. Male studentsatse assigned in the same wayn
group B, there are usually 20 to 40 grade repeétens the previous academic year and
the school uses their test scores in grade 7 asasis for the quasi-random assignment
process. Because the school attempts to equalerages test scores across classrooms,
selection bias is controlled for. This means tleacher assignment within each track is
also effectively free of selection bias.

Students attend all classes with the same set@fmuring the school ye&t.
This greatly reduces the opportunities for studentslifferent classrooms, especially
those that never met prior to secondary schoolinteract® This setup is unusual
compared to secondary schools in most other casnwhere students attend different
classes with different sets of peers. The quasieaanassignment of racially homogenous

students of the same age into classrooms, whedergtiattend all classes with a fixed

set of classmates, provides a unique setting tosthdy of classroom-level peer effects.

16 According to the school administrators, some sitglevho registered for enrollment did not
subsequently attend the school because they wemittad into secondary schools in Singapore with
generous scholarship awards or were admitted t® leltal public secondary schools. As a resulietlaee
generally larger variations in class size thanititeal assignment shows.

" The assignment is done by a computer program. diagsroom assignment method is similar to the one
practiced in South Korea as described by Kang (R007

18 Students may participate in extracurricular atigsi with students in other classrooms and gradelde
Because extracurricular activities are optionaly @approximately 60% of students participate imthe

¥ There are roughly 30 feeder elementary schodlsdrtity.
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Students are regularly given standardized testagla school year. The school
calculates mid-year and end-of-year test scoresdbas the weighted average of all test
scores for the respective semester. The testdardasdized within each track for some
subjects and across tracks for others, but areedrdny teachers of the respective
classe€? However, in Chinese, English, and Malay classesatse test scores include
grades in writing assignments administered andegldy respective teachers, test scores
in these subjects are less comparable across abassr In this study, | focus on math
scores as the outcome measure of achievement miattetests are standardized across
classrooms within the same track and there is teesn for differences in grading
standards across teach&rs.report estimates of peer effects on Chinesei§mgand
Malay in Appendix 1.2. The final grade at the eridthee school year will determine
whether students are promoted to group A, demategtdup B, or forced to repeat the
same grade in the following year. Because studardgsreshuffled across tracks and
classrooms in grade 8, | restrict the analysig&olg 7. The school also maintains records
of students’ attendance and number of school diseicodes violated, which can be
used as measures of student outcothBescriptive statistics of 6618 grade 7 students in
138 classrooms from academic year 2002 to acadgaaic 2008 are reported in Table

1.4.

2 For example, math tests are standardized withith ebility group, but not across ability groups.
Typically, there are two parts to a test, where fit& part involves multiple choice questions aihe
second part involves short answers.

L The fact that teacher assignment is effectivehdeanized means that any grading differences will ad
noise but not bias to estimates.

% Teachers take attendance throughout the day &yeingle class. Academic penalty in the forminélf
grade point deduction and disciplinary penaltyhi@ form of discipline point deduction may be immbsa
students who miss classes. Students may be stibjpatbation or suspension if their cumulative iiboe
point deductions reach a certain threshold. Stwdehio never miss a single class during the scheal y
are given honors, which can offset any disciplinaepalties they received.
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1.5 Evidence of Quasi-Random Assignment into Classrooms
To demonstrate that students were not selectiwsdigaed into classrooms, | run
the following regressions using baseline test scasethe dependent variable:
Yires =Ce + O + Egrn (1.13)
where C, is a set of classroom fixed effects. If studengsenassigned into classrooms in

the way that the school claimed, all classroom medaould be statistically similar. This

is equivalent to testing whethe2, are individually and/or jointly different from zer

This is not the typical test of random assignméat pther studies of peer effects used
(e.g., Sacerdote 2001), but it is a reasonablenaltiee as it does not suffer from a
negative bias.

Table 1.5 reports the joint tests of whether astleme of the classroom fixed
effects is significantly different from zero, as llvas the fraction of classroom fixed
effects having individual p-values less than certiiresholds, using different baseline
test scores as dependent variables. The top pafabile 1.5 shows that we cannot reject
the null hypothesis that all classroom fixed effeate jointly equal to one another. The
bottom panel in Table 1.5 demonstrates that thetifna of individual significant
classroom effects is close to what the size ofebesuggests.

Given that baseline test scores are statisticatijlag across classrooms, one may
be worried that there is not enough cross-classreanation in baseline test scores for
the identification of peer effects. Table 1.6 répdhe summary statistics for classroom-

level average test scores after conditioning ors#étef cohort-ability group fixed effects.
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That is, each observation is a classroom’s aveddgie regression residuals across
individuals based on the equatioy,, , =3J, +£..,- The standard deviations here

provide some assurance that there is still a redderamount of variation in the data.

1.6 Results
1.6.1 Math Achievement: Linear-in-Means Specifications

Columns (1) to (8) in Table 1.7 presents OLS edtsaf the effect of peers on a
student’s own math score based on equation (1&unihs (1) to (4) report estimates
using math score in semester 1 as the dependeablawhile columns (5) to (8) report
estimates using math score in semester 2 as tlendept variable.

Columns (1) and (5) show that ignoring the existeattwo ability groups and
not controlling for the mechanical negative cortiela the effect of peers on math
achievement is statistically positive and largeghhghting the bias associated with
selection into ability groups. Columns (2) and $6pw that without controlling for the
mechanical negative correlation, but including aadecohort-ability group fixed effects
will still yield an estimated peer effect not sséittally different from zero. The cohort-
ability group fixed effects control for the selextiinto different ability groups, but not
the mechanical negative correlation. Columns (8), (7) and (8) show that using a
student’s own baseline test scores as controlblasdeads to significant larger estimates
of peer effects. The results indicate that peeectdf are statistically significant in
semester 2, but not in semester 1, suggestingt ttakies time for peer effects to result in
observable changes in own outcomes. According ¢opieferred specifications, i.e.,

column (4) and column (8), a student’s own mathres¢® predicted to increase by 0.28
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standard deviations in semester 1 and 0.66 startkuidtions in semester 2 for every
one standard deviation increase in the averagdifaseath scores of peers.

Table 1.8 compares the current estimate of peectsfbn math achievement with
past estimates of peer effects on math achievernent other studies. Column (1)
reports the estimate presented in column (8) oflerdlb/. Column (2), column (3) and
column (4) report the estimated effect of peersmath achievement from Duflo et al.’s
(forthcoming) sample of Kenyan first graders, Kan(2007) sample of Korean seventh
and eighth graders, Hanushek et al.’s (2003) sampleementary school students in
Texas. The current estimate is much larger thanustagk et al.’s (2003) and Kang’s
(2007) estimates, but closer to Duflo et al.’s ttiooming) estimaté® The peer effect
estimate in this paper implies that any policy imégation may generate large spillover
effects through interaction between students.

In summary, | show that when we effectively contaslunobserved selection and
the mechanical negative correlation, the estimatistt of peers on an individual’'s math
achievement is significantly positive and large.eTéize of the current estimate is

somewhat larger than most previous estimates.

1.6.2 Class Absences and Discipline Violations
The estimates of peer effects reported above itelibat the effects of peers are
strong. Besides learning from peers, possible nmeshns for peer effects are through

effort and conduct. To assess whether having batfeieving peers induces a student to

% Since the variation in average baseline scor¢assmates within each track is roughly between &rad
0.14, the predicted effect of peers due to a omedstrd deviation increase in average baseline sfore
classmates is likely unrealistic.
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increase her effort, | investigate whether the agerbaseline test scores of peers predicts
effort, using student’s absences as a proxy for effort. Similarly, | examine whether
having high achieving peers lower a student’s totahber of discipline violations cited.
Measured discipline violations may range from mimoecidents, such as classroom
disruption and dress code violations, to serioggdents, such as academic dishonesty,
fighting, and theft. We would expect that havingtée achieving peers will lower
absence rates and discipline violation rates.

Table 1.9 reports the estimated effects of peerslass absences and discipline
violations. Columns (1) and (2) report the effeicpbeers on the number of classes missed
in semester 1; columns (3) and (4) report the efdéqeers on the number of classes
missed in semester 2; columns (5) and (6) reperetfect of peers on the total number of
classes missed during the academic year; columnan@ (8) report the number of
discipline violations cited during the academicryé&sstimates reported in even numbered
columns are based on the specification that inclladset of cohort-ability group fixed
effects, but those reported in odd numbered coluanesased on the specification that
contains a set of cohort fixed effects. The comntlketween the estimated peer effects
reported in odd numbered columns and even numlzededins shows that using lagged
achievement to control for both the selection idlifferent ability groups and the
mechanical correlation may still lead to an undirestion of peer effects.

The estimates indicate that high achieving peeve Is&rong negative effects on
class absences and discipline violations. For egagystandard deviation increase in the

average baseline scores of peers, the number sdedamissed by a student during a
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school year is predicted to fall by 14.35. Thisguivalent to 2 days of schddlThis
effect seems small, but given that the mean ist 19actually quite large. This effect of a
one standard deviation increase in the averagelitasscore of classmates is
approximately a 0.88 standard deviation decreagetah number of classes missed per
year. The effect of peers on discipline violatiasseven stronger. A one standard
deviation increase in the average baseline scdargzeers is associated with a 1.05
decrease in the number of discipline violationsctitThis effect is equivalent to roughly
1.58 standard deviation of change in the incideriaiscipline violations.

The results presented here imply that having higlodiieving peers can alter a
student’s effort and conduct. Since attendancedasuapline are linked to future earnings
(Angrist and Krueger 1992) and crime (Adams 200@ypectively, the results also

suggest other potential longer term effects of peer

1.6.3 Differential Peer Effects and Classroom Heterogeneity

The strong positive effect of peers estimated engrevious section suggests that
grouping high-achieving students with low-achievatgdents will benefit the latter at the
cost of the former. However, because the effeatstsmated using a linear-in-means
specification, it does not indicate whether grogpmgh-achieving students with low-
achieving students will increase or decrease tlezage achievement of a school. For
instance, if the peer effect is stronger for lowdating students than is for high-
achieving students, then ability mixing will raisgerage achievement of a school. In

contrast, if classroom heterogeneity hurts studehtevement, then ability grouping may

24 A typical school day has 7 classes.
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raise average achievement. | consider a numbemoflinear specifications to assess
whether peer effects vary for different types ofideints and whether classroom
heterogeneity matters to student achievement.

First, | use the following non-linear specificatjamhich allows the effect of peers
to vary for students at different ranges of theiahitest score distribution, to estimate

whether the effects of peers vary differentially dicfferent types of students:

_ Bottom Middle Top Bottom Middle Top o
Vit = Bilikea + Bolickea + Baliokea + Vilicker Yoiokea T 72bickea Yoiekea T 73 lickta Yoiekea

Bottom Middle Top
+ T lioks Yiea T T2lickes Yiea T Zalick 1 Yiews T Ok + Eice (1.14)

Note thatl”

.+, Is an indicator of whether studefg baseline math score is in thgange

of the test score distribution apds either bottom 25 percentile, middle 50 perdentr

top 25 percentile. Regression equation (1.14) alathe effect of average past
achievement of peers to vary for students at differanges of the initial test score
distribution. Because the school tracks studertts two ability groups based on their
aggregate baseline test scores in all subjectss Hre students who scored in the top 25
percentile of the baseline math score that endeith tipe low ability group and students

who scored in the bottom 25 percentile of the bhasahath score that ended up in the

high ability group. Unlike past studies of peereets using this particular type of non-
linear specification, a set of interaction term§, ,y.., is included to correct for

mechanical correlations. Appendix 1.3 shows Mont&ldC simulation results that
compare the bias in cases where these correctroms tare excluded and included,

respectively.
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We may also modify equation (1.14) by including tbkassroom standard
deviation of baseline math sco®, ,, as a measure of classroom heterogeneity:

_ Bottom Middle Top Bottom — Middle & Top o
Yioe = Pilicaes T Balickes + Balices T 7alickes Yoickea +72lickea Yoiokea T 73lickea Y oickes

Bottom Middle
+ 91' ickt—1 Sckt—l + 92' ickt—1 S

Top
ckt-1 + 93' ickt—1sckt—1

Bottom Middle Top
+ Zilicaa Yiews t Zalicaa Yieka T Talicka Yioas T 0k + € (1.15)

If classroom heterogeneity impedes achievementy twe would expectd, to be

negative for p=Top, Middle, or Bottom. Summary statistics of test scores and average

peers’ characteristics by the range of studentd#iainmath score distribution are
presented in Appendix 1.4.

Table 1.10 reports the non-linear estimates of @ékects based on equation
(1.14) and equation (1.15). The preferred speciGoashows that for every one standard
deviation increase in the average baseline mathresad classmates, the math
achievement of students whose baseline math se@esin the bottom 25 percentile of
the test score distribution is predicted to inceelag 0.23 standard deviations in semester
1 (column 2) and 0.66 standard deviations in seen&sf{column 4). For students whose
initial math scores were in the middle 50 percentthe effect of peers on math
achievement is 0.36 standard deviations in semésterd 0.73 standard deviations in
semester 2. For students in the top 25 percetitigeeffect of peers on math achievement
is estimated to be 0.12 standard deviations in seané& and 0.53 standard deviations in
semester 2. Note that without controlling for bametest scores (columns 1 and 3), peer
effects are more likely underestimated for studentee middle and top of the initial test

score distribution. The joint tests of differentmder effects reported in the bottom panel
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suggest that the effect of peers differ between dhyglents and middle students in
semester 2 and the effect of peers is strongesstimtents in the middle 50% of the
distribution and weakest for students in the to@o28 the distribution. The estimates of
classroom heterogeneity effect reported in coluBjnapd column (6) show that larger
variation in the initial math scores of studentgshe same classroom has no significant
effect on a student’s subsequent math achieverktawever, the variation in average
baseline math scores across classrooms may bentbts allow detection of any effect.

One problem with equation (1.14) is that the effgficpeers is assumed the same
whether the students are in the top ability groupattom ability group. It is possible that
peer effects vary considerably for the same typstudents depending on the quality of
peers measured by their initial achievement. We paodify equation (1.14) by
interacting ability group indicator with whetherettstudent is in the top, middle, or
bottom of the initial math score distribution. Thi®dification is equivalent to estimating
equation (1.14) separately for students in the -ageving group (group A) and
students in the low-achieving group (group B). Thpecification is feasible because
students were assigned into different ability gobpsed on their aggregate baseline test
scores in all subjects, rather than baseline n@ilesalone. The estimates are reported in
Table 1.1%%°

Column (1) reports the estimates for students & ldw-achieving group and
column (2) reports the estimates for students e high-achieving group. Column (3)

reports the differences in peer effects betweehtyalgroups for each type of students.

% Summary statistics of test scores and peer claistits by ability groups and student types apered
in Append 1.4.
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Column (1) shows that among the students in thedolweving group, the peer effect is
strongest for the top students and weakest for bibtom students. The estimates
presented in column (2) indicate that among theestts in the high-achieving group,
peer effects are similar across different typestaflents. However, because there are
fewer classrooms in this track, the estimates at@recisely estimated.

The estimates reported in Table 1.11 show thatesiigdin the top of the initial
test score distribution will gain significantly frohaving better achieving peers if they
are in the low-achieving track. However, the effeftpeers on these top students
diminishes considerably if they are placed in tighfachieving group. Similar effects
are present for students in the middle of theahitest score distribution, although the
gain from peer effects for them is weaker when cameg to students in the top of the
initial test score distribution. More importantligp students gain more from having
better achieving peers than middle students dwth low-achieving and high-achieving
tracks. Comparing the means of the average peas&line math scores of top 25% and
middle 50% students in the high-achieving group #red low-achieving group reveals
that peer effects are strong, especially when paatml achievement is significantly
lower than their own (Table Al1.4.2 and Table A1)4l8 contrast, students in the bottom
of the initial test score distribution experienceraall effect of peers regardless of their
ability group assignment. Although the estimateassier for these students, the small
estimated peer effect and the negligible differentetween peer effects in high-
achieving and low-achieving groups suggest thatestts at the bottom of the initial test

score distribution are less likely to gain from mg with better achieving students.

% There are 42 classrooms for the 7 cohorts of stsde
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Therefore, it appears that separating all top sttsdato one group will improve their
average achievement more than the loss (if anygr&af by students in the bottom of the
initial test score distribution. Similarly, sepangt top students from middle students will
also help the former more than it hurts the latBince the effect of peer is weak for
students in the bottom 25% of the initial test scdistribution, ability grouping will not
decrease their achievement much and will rais@tleeage achievement of the school.
The results presented in this section show somderge of non-linear peer
effects and indicate that ability grouping may hedige average math achievement. Peer
effects are weak for students in the bottom ofititteal test score distribution, moderate
for students in the middle of the initial test sealistribution, and strong for students in
the top of the initial test score distribution. Téféect of peers is particularly strong when
the average baseline math score of classmategngicantly lower than the student’s
own. Finally, ability grouping will likely increasaverage achievement, and not hurt low-

achieving students much.

1.7  Conclusion

This paper provides two major contributions to ¢iedy of peer effects. First, it
discusses identification problems associated vatimating the causal effect of peers and
examines the mechanical negative correlation imtenea typical study of peer effects.
Second, it exploits the quasi-random assignmerstudents into classrooms in a large
secondary school in Malaysia to estimate the caf$atts of peers on math score, class
absences, and discipline violations, as well asvestigate whether the effects of peers

vary for different types of students. Because theosdary school attempts to equalize
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average baseline test scores across classroomstuehts attend all classes with the
same set of peers, the data provide an unusuadgs&it estimate classroom peer effects
that minimizes biases resulting from non-randorecen.

| examine the mechanical negative correlation betwthe characteristic of an
individual and the average characteristics of tiividual's peers. Specifically, | show
that the size of the negative bias is large whassckize is large or when the number of
classrooms is small. This mechanical negative tairo@ arises because individuals are
sampled without replacement. For a given sampleageg if an individual's peers have
above-average ability, the individual's ability muse significantly below the sample
average by construction. When only a few classroamesformed in the sample, the
individual's peers are weighted heavily in the oédton of the sample average, which
means that the individual must deviate more stypaglay from the peers. The presence
of this mechanical negative correlation meansdhspical regression for estimating peer
effect and the typical test of random assignmeiueairs may suffer from a negative bias.
| also illustrate that the modified test of randassignment proposed by Guryan et al.
(forthcoming) is not reliable when randomizatioacks differ considerably in size. Since
a typical test of random assignment is not generallable, researchers may test whether
pre-determined characteristics of individuals digantly differ across classrooms to
verify whether students are randomly assigned ci&ssrooms. Most importantly, |
demonstrate that including an individual's own Ibiagetest score as a regressor is
sufficient to control for the mechanical negativasb This means that even when students
are randomly assigned into classrooms, omittinggddgachievement can lead to the

underestimation of peer effects.



34

| find that a one standard deviation increase @eawerage baseline math score of
classmates leads to a 0.66 standard deviationaser® a student’s current math score.
The estimated effect of peers on math score is wbaelarger than what Duflo et al.
(forthcoming) estimated for Kenyan first graderfieTlarge estimated effect of peers
implies that any policy intervention is likely tcave strong spillover effects through
peers’ interaction. The current estimates are fh& feported for middle income
countries and are also larger than those estimatedost other studies in developed
countries. For example, Kang (2007) reported thahe standard deviation increase in
average peers’ current math score is associatédandt31 standard deviation increase in
a student’s own math score in South Korean midch®als; and Hanushek et al. (2003)
reported grade-level peer effects on math scome @fad.18 standard deviations in Texas
elementary schools.

One potential explanation for the strong effectinested in this paper is the
amount of classroom time that students in the atrsample spent together. These
students attended all classes with the same setars for 5 to 6 hours per day, 6 days a
week, for about 35 weeks a year. Math classes atdou roughly 1/6 of all classes.
Second, because students in the sample are raotatipgenous and about the same age,
estimates are less likely to be confounded by amckage differences. This is consistent
with Cooley’s (2008) findings that heterogeneitytire racial mix of a classroom can
potentially confound the estimated effect of averpgers’ achievement on a student’s
own achievement. Third, the use of baseline testes to control for the mechanical
negative correlation and the observation of allvigials in a class may perhaps explain

why the estimate is greater than what Kang (20@dnd in South Korean middle
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schools, where the classroom assignment methodretitltional setting are similar.
Fourth, because of the mechanical negative coigalatshow that including individual's
lagged achievement as a regressor to address lémtise into different ability groups
may even underestimate the effect of peers.

The estimated peer effect is large. Having higheathg peers may lead to better
classroom discussions, make teachers better engageaching, induce students to
increase effort, and discourage students from na&clho assess whether having high-
achieving peers induces a student to increasetedfut facilitates better behavior, |
examine whether the average baseline test scordassimates has an effect on both the
number of classes a student missed and on theemmdof discipline violations cited. |
find that a one standard deviation increase inatlerage baseline scores of classmates
leads to roughly 2 days of classes a student mesec 1.58 standard deviation decrease
in the incidence of discipline violations. This ding demonstrates having higher
achieving peers can alter a student’s effort anlaot and provides information on the
effects of peers on measures that are relatedminga and criminal behavior.

| also investigate whether the effects of peery ¥ar different types of students.
The results provide evidence that non-linear effeftpeers are present and indicate that
ability grouping may help raise average math adneent. In particular, peer effects are
weak for students in the bottom 25 percentile o thitial test score distribution,
moderate for students in the middle 50 percenfith® initial test score distribution, and
strong for students in the top 25 percentile ofititgal test score distribution. Students in
the top 25 and middle 50 percentiles gain signifiigafrom having better achieving

classmates when the average baseline achievemeheiofclassmates is low. On the
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other hand, students in the bottom 25 percentilghef initial test score distribution
experience small effect of peers regardless ofatrerage achievement of their peers.
Hence, ability grouping will likely increase aveeag@chievement, and not hurt low-

achieving students much.
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CHAPTER 1 - TABLES

Table 1.1:  The Mean of the OLS Estimatora, by Different Sizes ofN andn

Sample Class size
Size
(N) 2 4 8 16 32 64 128 256 512
2 -1
4 -0.33 -3
(0.006)
8 -0.15 -1.25 -7
(0.005) | (0.012)
16 -0.07 -0.55 -2.59 -15
(0.003) | (0.008)| (0.025
32 -0.03 -0.26 -0.93 -4.51 -31
(0.002) | (0.005)| (0.014 (0.05
64 -0.02 -0.11 -0.37 -1.32 -7.46 -63
(0.002) | (0.003)| (0.007 (0.02 (0.09
128 -0.01 -0.06 -0.17 -0.47 -1.71 -11.62 -127
(0.001) | (0.002)| (0.004 (0.01 (0.03 0.17)
256 -0.003 -0.03 -0.08 -0.20 -0.52 -1.91 -17.p0  5-25%
(0.001) | (0.002)| (0.003 (0.01 (0.010) (0.04) 0.3
512 -0.003 -0.01 -0.04 -0.09 -0.21 -0.5[7 -2.40 7@5, -511
(0.001) | (0.001)| (0.002) (0.003) (0.01) (0.01) 6.0l (0.54)
1024 | -0.0004 -0.01 -0.02 -0.04 -0.10 -0.23 -0.59 .272| -37.03
(0.0004)| (0.0008) (0.001) (0.002) (0.008) (0.01) 0.01) (0.07) (0.93)

Note: y_ ~iid N(01). Coefficients are the means of, over 10,000 repetitions of Monte Carlo
simulations. Standard errors are reported in pheses.

Table 1.2: Bias when GKN'’s Correction Term is Used

School A School B
Mean of ¢, with GKN's correction included as a regresso 0.00004 -0.007
(0.0001) (0.001)*=*
Track 1 size ) 1000 1000
_Track 2 size ) 950 500

Note: Regression specification includes an inter¢epm, averagey..;, a track indicator, and GKN’s
correction term. Class size is 50 students. Caeffis are the average of slope estimates of régress
equation (1.8) based on 10000 repetitions of Mo@Gtelo simulations. Standard errors reported in
parentheses. *** significant at 1%

Table 1.3: Mean of Estimated Slope Controlling for Own Baseline Score

) (2)
Mean of &, with own lagged achievement as a regressof 0.0003 0.50
(0.001) (0.002)
The true parameter value 0.00 0.50

Note: Regression specification includes an intercept tewaragey..;, and own lagged achievement.,

as a control variable. Coefficients are the avefgdope estimates of regression equation (1.a%gt on
10000 repetitions of Monte Carlo simulations. Sangike of each regression is 1500 students and clas
size is 50 students. Standard errors reportedrengizeses.
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Table 1.4: Descriptive Statistics

Variable Mean Std. Dev. Min Max
Mathematics - Baseline 0.556 0.807 -2.501 4,176
- Semester 1 0.002 0.999 -4.687 2.410
- Semester 2 0.002 0.999 -3.643 2.249
Chinese - Baseline 0.534 0.737 -3.265 2.835
- Semester 1 0.001 0.998 -5.531 2.286
- Semester 2 0.001 0.999 -6.778 2.243
Malay - Baseline 0.473 0.755 -2.203 2.823
- Semester 1 0.002 0.998 -5.067 2.363
- Semester 2 0.002 0.998 -5.244 2.210
English - Baseline 0.574 0.687 -1.713 2.592
- Semester 1 0.002 0.998 -3.983 2.586
- Semester 2 0.002 0.998 -4.656 2.650
Class Absences - Semester 1 3.802 9.495 0 217
- Semester 2 6.144 11.484 0 471
- Full Year 9.946 16.297 0 514
Discipline Violations - Full Year 0.175 0.664 0 9
Ave. Peers' Baseline Scores
Mathematics 0.556 0.437 -0.145 1.485
Chinese 0.534 0.421 -0.041 1.364
Malay 0.473 0.506 -0.164 1.508
English 0.574 0.453 -0.030 1.493
Aggregate 0.621 0.524 0.013 1.641
SD of Ave. Classroom Baseline Math 0.677 0.104 D.46 0.996
Female 0.512 0.500 0 1

Note: Sample includes 6,618 grade 7 students edrali academic years 2002 to 2008. There are 138
classrooms in the sample. Students who droppedreutxcluded. 14 students without baseline tesesco
available are also excluded from the sample. Baesdbst scores are standardized across all teststak
each academic year. Test scores in semester leamebter 2 are standardized across all junior Jestad

of each academic year.
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Table 1.5:  Verification of Quasi-Random Assignment

----------------- Baseline Test Scores --------—-
Math Chinese Malay English

F-statistics of Classroom Fixed Effects 0.84 0.84 .720 0.81
(p-value) (0.90) (0.90) (0.99) (0.94)
Fraction of Significant Classroom Fixed Effects:
p-value < 0.01 0.00 0.00 0.00 0.01
p-value < 0.05 0.02 0.02 0.02 0.02
p-value < 0.10 0.05 0.07 0.06 0.05
Total Number of Classroom Fixed Effects 124 124 124 124

Note: The sample includes 6618 grade 7 studentdlediin 138 classrooms and all specificationsudel
14 cohort-track fixed effects. Robust standardrerese reported in parentheses. *** significani @t; **
significant at 5%; * significant at 10%

Table 1.6: Summary Statistics of Mean Baseline Test Scores across Classns

Variable Obs. Mean Std. Dev. Min Max
Residual baseline scores

Mathematics 138 -0.00003 0.0882 -0.233 0.279
Chinese 138 -0.00025 0.0749 -0.205 0.165
Malay 138 -0.00014 0.0647 -0.136 0.157
English 138 -0.00005 0.0627 -0.160 0.177

Note: These statistics were obtained in a few st&pst, regression residuals were calculated using
estimates from the equatiofe.1 = ok + €ice1- Then, classroom-level averages were calculatdduaad to
produce statistics presented above.

Table 1.7: OLS Estimates of Peer Effects on Math Score

1) (2) ) (4) (5) (6) (7) (8)
—————————————— Semester One Semester TwWQ --------------
Ave. Peers’ Math; | 0.61 0.05 0.26 0.28 0.82 0.50 0.65 0.66
(0.06)  (0.29) (0.25) (0.24) (0.06) (0.36) (0.33)* (0.32)**
Own Math,.; 0.77 0.76 0.57 0.57
(0.02)  (0.02y (0.02)  (0.02y
Own Chinesg, 0.20 0.14
(0.02) (0.02y
Own Malayy.q 0.17 0.18
(0.02§ (0.02§
Own English.; 0.12 0.10
(0.02§ (0.02§
Cohort-track F.E -- Yes Yes Yes -- Yes Yes Yes
Cohort F.E Yes -- -- -- Yes -- -- --
Observations 6618 6618 6618 6618 6618 6618 6618 8 661
R-squared 0.07 0.09 0.37 0.40 0.13 0.14 0.29 0.31

Note: All specifications include a set of cohorttrack fixed effects unless otherwise stated. Robust
standard errors clustered at the classroom levelrgported in parentheses. The sample includes 138
classrooms! significant at 1%; ** significant at 5%; * signifant at 10%
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Table 1.8: A Comparison of Peer Effect Estimates of Various Studies

1) (2) (3) (4)
Current Study Duflo et al. Kang Hanushek et al.
(forthcoming) (2007) (2003)

Peer Effect Estimate 0.66** 0.47%* 0.31* 0.18***
Data Type Quasi-random  Random Quasi-random  Observational

Assignment  Assignment Assignment Data
Dependent Variable Math Score Math Score Math Scortath Score Gain
Peer Measure Lagged Score  Lagged Score  Curreng ScolLagged Score
Control for Own Lagged Scor¢ Yes Yes No No
Estimation Method oLs OoLS \% Student F.E.
Grade Levels % Grade i Grade 7 &8"Grade 8'to 8" Grade
Country Malaysia Kenya Korea US - Texas

Note: The estimate in column (1) is sourced frorumrm (8) of Table 1.7; the estimate in column () i
sourced from column (2) of Table 4 in Duflo et dbrthcoming); the estimate in column (3) is sogrce
from column (5) of Table 5 in Kang (2007); and #stimate in column (4) is sourced from column (f1) o
Table Il in Hanushek et al. (2003). *** significaat 1%; ** significant at 5%; * significant at 10%
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Table 1.9:  OLS Estimates of Peer Effects on Absences and DisangliViolations
1) (2) 3) (4) ) (6) (7) (8)

Class Absences Discip. Violations
- Semester One - - Semester Two -  ---- Full Year - ---- Full Year ----
Peers’ Scorg; -0.43 -2.04 -0.22 -12.30 -0.65 -14.35 -0.02 -1.05
(0.40) (3.07) (0.54) (4.15) (0.73) (5.27) (0.02) (0.36)
Own Math,4; -0.30 -0.30 -0.07 -0.11 -0.36 -0.40 -0.02 -0.02

(0.15)* (0.15)* (0.18) (0.19)  (0.26)  (0.26) (01 (0.01)*
Own Chinese; |-0.30 029  -044 051  -075 -081L  -0.06 -0.07
(0.20)  (0.20)  (0.22)* (0.22)** (0.34)* (0.33)* @02 (0.02)
Own Malay,; |-0.20  -020  -0.29 -033  -048  -053  -0.08 -0.09
(0.27)  (0.27)  (0.26) (0.26)  (0.42)  (0.43)  (0.02)(0.02)
Own English.; | 0.59 0.55 0.63  0.49 1.22 1.03 0.02  -0.03
(0.27)* (0.27y* (0.22) (0.22)* (0.37f (0.37) (0.02) (0.02)

Cohort-track F.E| -- Yes -- Yes -- Yes -- Yes
Cohort F.E. Yes -- Yes -- Yes -- Yes --
Observations 6618 6618 6618 6618 6618 6618 6618 8 661
R-squared 0.01 0.01 0.02 0.03 0.02 0.02 0.05 0.06
SD. of Dep. Var.| 9.50 9.50 11.48 11.48 16.30 16.30.66 .66
Change due to

Peer Effect -0.05 -0.21 -0.02 -1.07 -0.04 -0.88 030. -1.58

Note: The bottom panel presents standard deviatidrehange in the dependent variable due to a one
standard deviation increase in the average scopea®. Robust standard errors clustered at tssrolam
level are reported in parentheses. The sampledasld38 classroomSsignificant at 1%; ** significant at
5%; * significant at 10%
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Table 1.10: Differential Effects of Peers on Math Score

1) (2) 3) (4)
---------- Semester One Sen@sTwo ----------
Bottom 25%:
Ave. Peers’ Math; 0.23 0.23 0.56 0.66
(0.27) (0.27) (0.34) (0.35)*
Middle 50%:
Ave. Peers’ Math; 0.19 0.36 0.60 0.73
(0.26) (0.24) (0.33)* (0.33)**
Top 25%:
Ave. Peers’ Math; 0.13 0.12 0.64 0.53
(0.25) (0.24) (0.33)* (0.31)*
Own baseline scores x Typs No Yes No Yes
Cohort-track F.E. Yes Yes Yes Yes
Observations 6618 6618 6618 6618
R-squared 0.30 0.40 0.25 0.31
Joint Tests of Peer Effects:
Bottom 25% vs. Middle 50% 0.21 1.66 0.20 0.48
(p-value) (0.65) (0.20) (0.65) (0.49)
Top 25% vs. Middle 50% 1.25 7.60 0.37 5.13
(p-value) (0.27) (0.01)*** (0.55) (0.03)**

Note: All specifications include a set of dummiasdicating whether the student is in the top, middie
bottom of the initial math test score distributi@wn baseline scores x type is a set of interadgoms
between baseline scores (math, Chinese, EnglishMatay) and dummies indicating whether the student
is in the top, middle, or bottom of the initial hatcore distribution. The bottom panel reportsRistat for
the test of whether peer effects differ for differéypes of students. Robust standard errors ckbiat the
classroom level are reported in parentheses. Tpleancludes 138 classrooms. *** significant at ;1%
significant at 5%; * significant at 10%
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Table 1.11: Effects of Classroom Heterogeneity on Math Score

@) ®) @®) @)
---------- Semester One Sen@sTwo ----------
All:
Ave. Peers’ Math; 0.30 0.65
(0.25) (0.33)**
S.D. of Classroom Math -0.21 0.08
(0.32) (0.42)
Bottom 25%:
Ave. Peers’ Math; 0.25 0.65
(0.28) (0.35)*
S.D. of Classroom Math -0.16 0.12
(0.42) (0.50)
Middle 50%:
Ave. Peers’ Math; 0.39 0.72
(0.25) (0.33)**
S.D. of Classroom Math -0.12 0.13
(0.34) (0.46)
Top 25%:
Ave. Peers’ Math; 0.15 0.53
(0.24) (0.31)*
S.D. of Classroom Math -0.37 -0.10
(0.39) (0.43)
Own Baseline Scores Yes Yes Yes Yes
Cohort-Track F.E. Yes Yes Yes Yes
Observations 6618 6618 6618 6618
R-squared 0.40 0.40 0.31 0.31
Joint Tests of S.D. of Baseline
Classroom Math:
Bottom 25% vs. Middle 50% 0.01 0.00
(p-value) (0.91) (0.98)
Top 25% vs. Middle 50% 1.03 0.73
(p-value) (0.31) (0.39)

Note: Own baseline scores in columns (1) and (8lude baseline test scores of math, Chinese, Englis
and Malay. Own baseline scores in columns (2) dpdn¢lude a set of interaction terms between lrasel
scores (math, Chinese, English, and Malay) and desiimdicating whether the student is in the top,
middle, or bottom of the initial math score distiion. Columns (2) and (4) also include a set ahrhies
indicating whether the student is in the top, meégdir bottom of the initial math test score disitibn. The
bottom panel reports the F stat for the test ofthirethe standard deviations of classroom basefiath
scores differ for different types of students. Ratbstandard errors clustered at the classroom keneel
reported in parentheses. The sample includes EH38rdoms. *** significant at 1%; ** significant &06; *
significant at 10%
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Table 1.12: Differential Peer Effects on Math Score by Ability Groups

) 2) 3
High-achieving Low-achieving High-achieving Track —
Track Track Low-achieving Track
Bottom 25%:
Ave. Peers’ Math; 0.44 0.27 0.17
(0.77) (0.44) (0.88)
Middle 50%:
Ave. Peers’ Math; 0.31 0.84 -0.53
(0.49) (0.43)* (0.64)
Top 25%
Ave. Peers’ Math; 0.47 1.66 -1.19
(0.35) (0.44)*** (0.56)**
Joint Tests of S.D. of Baseling
Classroom Math:
Bottom 25% vs. Middle 50% 1.27 10.92
(p-value) (0.26) (0.0071)***
Top 25% vs. Middle 50% 2.33 7.14
(p-value) (0.13) (0.01)***

Note: The sample includes 6618 junior 1 studentslie in 138 classrooms. Columns (1) and (2) are
estimated jointly in one regression specificatibattalso includes a set of dummies indicating wérethe
student is in the top, middle, or bottom of thetiimath score distribution, a set of own baseliest
scores interacted with ability group specific iradrs of whether the student is in the top, middie,
bottom of the initial math score distribution, aadset of cohort-track specific fixed effects. Cotuii3)
reports the differences in the estimated effectpedrs for students at different points of theiahitnath
score distribution but assigned into different iapilgroups. The regression R-squared is 0.32. ***
significant at 1%; ** significant at 5%; * signifimt at 10%
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CHAPTER 1 - APPENDIX 1.1 —

MECHANICAL NEGATIVE CORRELATION

| show mathematically how the mechanical negatoneetation exists in a typical
study of peer effects, as well as its relationshitfh class sizer() and the number of
classrooms(Q) in this Appendix.

Consider the modely, =a, +a,Y . +&., WhereC classrooms of size are

Ic?

formed. The OLS estimator is:

C n
22 (Ve = 9NV - 9)
a, =2 — (A1.1.1)
ZZ(yﬂc_ )
c=1 i=1
Note that 'y = We~Ye _ N Y. - 1 Y., Where y, is the mean outcome of

n-1 n-1 n-1
classroont that individuali is in.

We can express equation (Al.1.1) as:

CcC n
2.2 (e = YAy ~(0-2)y - v, ]
a  =(n-1)==2—
2.~ (n-1)y-v, [
c=1 i=1
C n
zz Yie — yIC ny. +(n—1))_/]
:_(n_l)c=llc n

3> Ve -, +(n-1)y]

1
c=1 i=1
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(A1.1.2)

Thus,
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=—(n-1)+(n-1) n(n—2s;

"ns? +n(n-2)s?

i 2
6 =(n-1 -1 —1}

 ns’ +n(n-2)s?

s? +(n—-2)s?

:(n_l_(n—l)sf —s? —(n—2)sc2:|

si-s’
—(n-1)—>x">
(n )52 +(n-2)s’

(A1.1.3)

where,

C
s =—>(v.-Yy) (The between class variance of mean)

and,
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(The overall variance)

Case 1 n — o holding C fixed
When we hold the number of classrooms fixed arciemse the number of

students assigned into each classroom, we obtain:

G, — plim(s? —s?)= 0

n—oo

If we assume thay,, ~iid N(u,aj), then

s —i%i(x/ﬁ?c - \/HV)Z :

c=1

Y (e, - 2Y

c=1

O+

where the distribution of, is iid N(x,o2). In addition,

PR p]im(;j)

n—>0

Thus,
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That is,a, converges in distribution t®, and:

2
E(Q)= [%L—ljaj = —% <0

Case 2 C — «, holding n fixed.

p p
Under the assumption thaf, ~ iid N(,u,ayz), s; »>o, ands® o, and hence,

a,—0

The inverse relationship between andi’s classmates diminishes @gets larger. AC
gets larger, the between class variance of meamoagipes the overall variance.
However, holdingC fixed, asn gets largerz, converges in distribution to a distribution

with a negative mean. In other words, the driviagtdr for the negative correlation is not
the size of sample populatioN)(per se, but the number of classroo@sformed.

The intuition for the mechanical negative coriielatand how it relates to the
number of classroomsC] and class sizen] can be best understood by looking at

equation A.1.1.3. The OLS estimator tends to be negative when the between class
variance of classroom meag’] is smaller than the overall variancg ). For any given

number of classrooms, the between class varianatas$room is likely to be small if

class sizen) is large, because the classroom megp) (s very close to the overall

sample mean). As the number of classrooms increases, the leetwariance of the
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between classroom means converges to the overalinea, the OLS estimatod,

converges to zero.
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PEER EFFECTS ON ACHIEVEMENT IN CHINESE, ENGLISH, ANVIALAY

Table A1.2.1 reports estimates of the effects @frpen Chinese, English, and

Malay. Because these test scores include grades #&ssignments, such as essay

writings, designed by the teacher responsible Herdlass, they potentially suffer from

severe measurement errors. The estimates of pesmtsefire statistically not different

from zero for all subjects and in both semestetse Tesults indicate that either peer

effects are absent in these subjects or test soorédsese subjects are noisy and not

comparable across classrooms. The results echmdmaf peer effects on a student’s

own GPA in foreign language classes by Carrelllef{2009) at the U.S. Air Force

Academy.

Table A1.2.1 OLS Estimates of Peer Effects on Chinese, English, and halAchievement

Semester One

Semester TWO ------m-mmmx

Chinese English Malay Chinese English Malay
Ave. Peers’ Chinesg | -0.13 0.03
(0.36) (0.34)
Ave. Peers’ English; 0.05 -0.15
(0.37) (0.37)
Ave. Peers’ Malay; 0.001 -0.05
(0.31) (0.36)
Own Chineseg, 0.66 0.15 0.21 0.56 0.15 0.18
(0.02)***  (0.01)***  (0.02)***  (0.02)***  (0.01)*** (0.02)***
Own English.; -0.02 0.89 0.20 -0.05 0.81 0.14
(0.02) (0.02)***  (0.02)***  (0.02)** (0.02)***  (0.02)***
Own Malayy.q 0.30 0.32 0.82 0.29 0.30 0.76
(0.02)***  (0.01)** (0.02)***  (0.02)***  (0.02)*** (0.02)***
Own Mathy., 0.11 0.09 0.09 0.11 0.09 0.07
(0.02)***  (0.01)** (0.01)***  (0.02)***  (0.01)*** (0.01)***
Cohort -track F.E. Yes Yes Yes Yes Yes Yes
Observations 6618 6618 6618 6618 6618 6618
R-squared 0.41 0.61 0.52 0.34 0.53 0.45

Note: Robust standard errors clustered at the roass level are reported in parentheses. The sample
includes 138 classrooms. *** significant at 1%;ggnificant at 5%; * significant at 10%
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BIAS IN A NON-LINEAR SPECIFICATION AND A CORRECTIONMETHOD

| present Monte Carlo simulation results showing thias suffered from a
commonly used non-linear model of peer effecthis &ppendix. In addition, | also show
in Monte Carlo simulations that using baseline tesbre as a control variable can
effectively control for the bias.

Consider using the following regression equatiomxamine whether the effects
of peers vary across different types of students:

Yi = Bl iE;tO—ttlorTl + 5, i?tiijfle + fsl iI?fl
+ 7ot Yoia + 7o ots Yoiors + Vsl Yoiors + i (AL.3.1)
where vy, is the current achievement of studenty, , is the average baseline

achievement of studeiis peers,| 5>’ is an indicator for whethey,, , is in the bottom

25 percentile of the initial test score distributid %" is an indicator for whethey,, ,

is in the middle 50 percentile of the initial tesbre distribution, andi™, is an indicator
for whethery,, , is in the top 25 percentile of the initial tesbie distribution. Assume
that students are randomly assigned into classropees effects are absent, and student

i’'s achievement is solely determined by her pasieaement:

yict = O'8yict—l + O'6uict (A132)
where y,, , ~iid.N(01) and u, ~iid. N(01). Simulations show that OLS estimates

based on regression equation (A1.3.2) will procume-zeroy,, 7,, andy, on average.
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To illustrate the extent of the bias, consider aangple where 1500 students are
randomly assigned into 30 classrooms, each withsta@ents, and achievement is

determined by equation (A1.3.2). Table A1.3.1 calui) reports the average 9f, 7,,
and 7,, which are statistically different from zero, basen 10,000 Monte Carlo

regressions of (A1.3.1). Column (2) shows that ewdren the sample size is 5000
students and 100 classrooms are formed, the meathaorrelations remain significant.

| propose including a set of interaction terms abdline test score with the
indicator of where a student sat on the initiat sore as control variables in equation

(A1.3.1):

_ Bottom Middle Top Bottom Middle Top o
Yie = Biliccr  + Balica + Balicca + 7ilicca Yoieea ¥ 72bicer Yoieea + 73l icca Yoieea

R A B VIR 3 WS VAR N IRV AR, (A1.3.3)
Column (3) and column (4) in Table A1.3.1 show tlaading these control
variables is effective in absorbing the mechantcatelations. Comparing column (3) to
column (1) and column (4) to column (2), it is cléaat adding the control variables can

effectively reduce the extent of the bias.

Table A1.3.1: Bias with and without Individual Baseline Control Variables

@) 2) 3) 4)
Average ofyl estimates -0.0048 -0.0031 0.0022 0.0011
(0.0033) (0.0017)* (0.0028) (0.0015)
Average ofy2 estimates -0.0103 -0.0025 0.0019 0.0005
(0.0018)*** (0.0010)*** (0.0016) (0.0008)
Average ofy3 estimates -0.0135 -0.0031 -0.0031 -0.0002
(0.0033)*** (0.0017)* (0.0028) (0.0015)
Sample sizeN) 1500 5000 1500 5000
Class sizen) 50 50 50 50
Number of classroom<j 30 100 30 100
Control variables No No Yes Yes

Note: Column (1) and column (2) are based on egud#1.3.1). Column (3) and column (4) are based on
equation (A1.3.3). Coefficients are the averagestimated effects of peers when peer effects aanaed
zero using 10000 repetitions of Monte Carlo simala. Standard errors reported in parentheses1%*
significant; ** 5% significant; * 10% significant.
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SUMMARY STATISTICS BY TYPES OF STUDENTS AND ABILITYGROUPS

Table A1.4.1: Descriptive Statistics by Types of Students in All Abift Groups

Variable Obs. Mean Std. Dev. Min Max
Bottom 25%
Mathematics - Baseline 1740 -0.417 0.389 -2.501 5.1
- Semester 1 1740 -0.743 0.934 -4.687 1.738
- Semester 2 1740 -0.619 0.931 -3.643 1.744
Ave. Peers' Math - Baseline 1740 0.318 0.246 -0.105 1.451
Ave. SD. Classroom Math - Baseline 1740 0.684 0.087 0.463 0.996
Middle 50%
Mathematics - Baseline 3119 0.530 0.295 -0.069 6..10
- Semester 1 3119 0.011 0.844 -3.221 2.337
- Semester 2 3119 -0.028 0.902 -3.275 2.100
Ave. Peers' Math - Baseline 3119 0.500 0.414 -0.125 1.485
Ave. SD. Classroom Math - Baseline 3119 0.675 0.098 0.463 0.996
Top 25%
Mathematics - Baseline 1759 1.566 0.431 1.032 4.176
- Semester 1 1759 0.722 0.750 -2.372 2.410
- Semester 2 1759 0.669 0.791 -2.109 2.249
Ave. Peers' Math - Baseline 1759 0.892 0.427 -0.145 1.461
Ave. SD. Classroom Math - Baseline 1759 0.674 0.128 0.463 0.996

Note: The sample includes 6,618 grade 7 studemtsled in 138 classrooms in academic years 2002 to
2008. Students who dropped out are excluded. Idksta without baseline test scores available @@ al
excluded from the sample. Baseline test scorestanelardized across all test takers of each acadear.
Test scores in semester 1 and semester 2 are stemedaacross all junior 1 students of each acaclemi
year. The type of the student is defined by whetherstudent scored in the bottom 25%, middle 5696,
top 25% of the baseline math score distribution.
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Table Al.4.2: Descriptive Statistics by Types of Students in High Achiexg Group

Variable Obs. Mean Std. Dev. Min Max
Bottom 25%
Mathematics - Baseline 95 -0.220 0.255 -1.023 0.154
- Semester 1 95 -0.503 0.794 -2.812 1.330
- Semester 2 95 -0.182 0.727 -1.979 1.513
Ave. Peers' Math - Baseline 95 1.169 0.087 1.019 451.
Ave. SD. Classroom Math - Baseline 95 0.737 0.139 .463® 0.996
Middle 50%
Mathematics - Baseline 791 0.637 0.288 -0.069 1.106
- Semester 1 791 0.044 0.808 -2.603 1.767
- Semester 2 791 0.226 0.756 -2.541 1.915
Ave. Peers' Math - Baseline 791 1.174 0.100 0.998 .484L
Ave. SD. Classroom Math - Baseline 791 0.680 0.139 0.463 0.996
Top 25%
Mathematics - Baseline 1199 1.637 0.460 1.032 4.176
- Semester 1 1199 0.731 0.755 -1.907 2.410
- Semester 2 1199 0.788 0.730 -1.999 2.249
Ave. Peers' Math - Baseline 1199 1.173 0.103 0.962 1.461
Ave. SD. Classroom Math - Baseline 1199 0.667 0.144 0.463 0.996

Note: The sample includes 2,085 grade 7 studentsllet in 42 high-achieving group classrooms in
academic years 2002 to 2008. Students who droppedura without baseline test scores available are
excluded from the sample. Baseline test scorestanelardized across all test takers of each acadear.
Test scores in semester 1 and semester 2 are stemedaacross all junior 1 students of each acaclemi
year. The type of the student is defined by whetherstudent scored in the bottom 25%, middle 5696,
top 25% of the baseline math score distribution.
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Table Al1.4.3: Descriptive Statistics by Types of Students in Low Achieng Group

Variable Obs. Mean Std. Dev. Min Max
Bottom 25%
Mathematics - Baseline 1645 -0.429 0.392 -2501 594.1
-Semester 1] 1645 -0.757 0.939 -4.687 1.738
- Semester 2| 1645 -0.644 0.935 -3.643 1.744
Ave. Peers' Math - Baseline 1645 0.269 0.140 -0.1050.548
Ave. SD. Classroom Math - Baseline 1645 0.680 0.082 0.520 0.871
Middle 50%
Mathematics - Baseline 2328 0.494 0.288 -0.069 6..10
- Semester 1] 2328 0.000 0.856 -3.221 2.337
- Semester 2| 2328 -0.114 0.931 -3.275 2.100
Ave. Peers' Math - Baseline 2328 0.271 0.137 -0.1250.518
Ave. SD. Classroom Math - Baseline 2328 0.673 0.079 0.520 0.871
Top 25%
Mathematics - Baseline 560 1.414 0.310 1.032 2.858
- Semester 1] 560 0.702 0.739 -2.372 2.268
- Semester 2| 560 0.415 0.854 -2.109 2.193
Ave. Peers' Math - Baseline 560 0.290 0.133 -0.1450.501
Ave. SD. Classroom Math - Baseline 560 0.688 0.083 0.520 0.871

Note: The sample includes 4,533 grade 7 studentsllesh in 96 low-achieving group classrooms in
academic years 2002 to 2008. Students who droppedural without baseline test scores available are

excluded from the sample. Baseline test scorestanelardized across all test takers of each acadear.

Test scores in semester 1 and semester 2 are stemedaacross all junior 1 students of each acaclemi

year. The type of the student is defined by whetherstudent scored in the bottom 25%, middle 5696,
top 25% of the baseline math score distribution.
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CHAPTER 2

RESTRICTING SECULAR EDUCATION — A RELIGIOUS SACRIEE? EVIDENCE

FROM THE AMISH

Abstract

Given the positive returns to education, Amish ption of high school
education appears puzzling from a rational choiessgective. | extend lannaccone’s
(1992) religious club model to explain why the Amisould collectively object to high
school education and refuse to comply with compylszhooling laws. | exploit the
surprising 1972 U.S. Supreme Court’s decisioMiisconsin vs. Yodgewhich exempts
Amish children from compulsory high school edudatias a policy shock to test the
predictions of the model. | find that successfutrietion on high school education
helped the Amish sect exclude individuals who hiangh labor productivity and would
lower the quality of the sect from joining. The @ence supports the idea that the Amish
use the restriction on secular education as aisakgsacrifice to screen out uncommitted

members.

60
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2.1  Introduction

The Amish stirred heated debates in the UnitedeStan the mid-twentieth
century by stubbornly refusing to comply with corgauy school attendance laws. Their
insistence on the eighth grade as the final yedorofial schooling, on the basis of their
religious belief, frequently led to fines, prosacus, and even imprisonment by local
authorities. After numerous court cases and decaflstruggles against the state, the
Amish were eventually exempted from compulsory leghool education on the grounds
of religious liberty by the 1972 U.S. Supreme Caudecision in “State of Wisconsin v.
Jonas Yoder et al”Wisconsin v. Yodgr Given the positive returns to education
documented in the literature, it is puzzling why thmish would enforce a ceiling on
years of schooling, which seemingly make their memsibetter off.

This paper extends lannaccone’s (1992) religioub chodel to explain why the
Amish would collectively restrict high school edtioa. The model posits that religious
activities among Amish members generate a posiéxeernality, which an Amish
individual does not take into consideration in maixing utility. First, by restricting high
school education, the Amish can increase the amafueligious activities chosen within
the sect and achieve the socially optimal leveto8d, in the presence of unobserved
heterogeneity, the sect can request that potemehbers sacrifice their high school
education as a signal of their types. This prevémes-riders” who would otherwise
lower the positive externality in the club from nog. The sacrifice is set so that
individuals with high labor market productivity ahow religious commitment choose

not to join the sect. According to the religiodslbcmodel, the Amish clashed with the
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government because compulsory schooling laws inthbadevel of schooling exceeding
the social optimum for the sect.

The religious club model yields a set of testaldsuanptions and predictions.
First, the model predicts that the Supreme Counting should lead to lower educational
attainment among the Amish since their restrictton high school education was no
longer prevented by the government. Second, theesstul prohibition on high school
education should reduce the wage rate of affectedisiA individuals. Third, the
exemption from compulsory schooling laws permite thmish to request potential
entrants to sacrifice high school education. Ifrésriction on high school education acts
as a religious sacrifice for the Amish to screehumcommitted members, the Supreme
Court’s decision should lead to (1) Amish indivituaith high labor market productivity
leaving the sect; and (2) females with high shadost of child rearing leaving the sect.

Because the Amish speak Pennsylvania Dutch, | sarnthe U.S census data to
test the model predictions. The census data relvaeAmish individuals on average have
lower educational attainment, lower earnings, arddr family size than former Amish
and non-Amish individuals. The Supreme Court’s silea is estimated to increase
Amish high school dropout rates by 15 to 25 perdenimales and 6 to 13 percent for
females. The Supreme Court's exemption decreasentage years of completed
schooling by 8 to 10 months for Amish males and 42 months for Amish females. The
exemption lowered hourly earnings by 23 to 34 paresd increased births by 0.16 to
0.34. When | implement a difference-in-differencetireator using non-Amish
individuals as a control group to remove cohortfedénces not affected by the

exemption, the estimates are similar for earnibgsa little larger for fertility.
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If we attribute the fall in log hourly earnings tite increase in fertility to the
decrease in educational attainment driven by themgtion, the implied return to
education is estimated to be 23 to 32 percent higheages and the implied effect of an
additional year of schooling on fertility is estited to be -0.91 births. These estimates
are at least 50 percent greater in magnitude taedtimated causal effects of education
on earnings and fertility reported by past studidgey are also more than 3 to 4 times the
OLS estimates based on a cross-sectional samplmish individuals. The large implied
effects of education indicate that the Amish userdstriction on high school education
to screen out uncommitted members. That is, exemAtaish youths who joined the
sect have much lower labor productivity than noeregted Amish youths who joined
the sect, amplifying the effects of education. Timelings support the hypothesis that
increased religious sacrifice leads to productivéividuals selecting out of religious
groups which request a high level of religious isgration.

lannaccone’s (1992) religious club model was prestip applied and tested in a
number of settings, including Israeli Ultra-Orthaddews (Berman 2000), radical
Muslim groups (Berman and Stepanyan 2005), low gema Catholic fertility (Berman,
lannaccone, and Ragusa 2007), and religious tstsqiBerman and Laitin 2008; Berman
and lannaccone 2006). In particular, Berman andir’si(2008) explanation for the
effectiveness of radical religious groups in conohgcacts of terrorism lies crucially on
their ability to use religious sacrifice to scremmmitted operatives. However, previous
studies did not empirically test the relationshigtivieen increased sacrifice and type
selection. This paper provides empirical evidenaehow religious sacrifice facilitates

effective screening and shows how public policias mfluence outcomes of religious
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sects. The finding that individuals with higherdalproductivity are more likely to leave
the Amish sect also echoes recent research by Atzigm(2008; 2009) that shows
productive individuals have a higher tendency ta kxaeli kibbutzim, which practice
income sharing. Given the increasing tension batwekgious groups and states around
the globe, understanding how public policies caiechfa sect's capability to screen
potential members may shed lights on options aviailéo government in influencing
participation in religious sects, as well as cdnttés to the debates pertaining to the

freedom to exercise religious beliefs.

2.2 Background: Amish Society and Its Educational Conflicts with the Stag
Founded by Jacob Ammann in Alsace, France in tf#0d46the Amish are a
religious sect that split from the Swiss Anabapgii&nnonites when Ammann advocated
the shunning of excommunicated members in daigZfifSociopolitical instability and
religious persecution in Europe prompted the Antesimigrate to America and settle in
Lancaster, Pennsylvania, in the eighteenth andeenéh centuries (Hostetler 1993, pp.
31-34). In 2000, there were approximately 200,000ish residing in the United States,
roughly 70 percent of which are in Pennsylvaniajidna, and Ohio (Kraybill and
Hostetter 2001, pp. 75-77) Eighty-five percent of Amish are Old Order Amistho are
most conservative, while other Amish groups, sucMNew Order Amish, Beachy Amish,

and Amish Mennonite, are more progressive (Krayitl Hostetter 2001, pp. 66-67).

27 Other Anabaptist groups that are similar to theigkminclude conservative Mennonites and the
Hutterites.
% There are also Amish settlements in the Canadiavinre of Ontario and Latin America.
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The Amish and other Anabaptists strive to maintisimple Christian life that
discourages material success, seeking to sephmteselves from the world and worldly
influences. The emphasis on separation from thédvwgmverns many of Amish customs,
including dress codes, the use of technologyudttt towards education, and the choice
of school. The conduct of an Amish person is regdlaby theOrdnung of each
congregation, which is a set of standards or egpieats for behavior (Kraybill 2001,
p.112). Unlike other Christian denominations, thmigh and other Anabaptists practice
adult baptism. Starting from age 16, unbaptized shnparticipate irRumspringaand
may leave their communities for the outside woAtter experiencing secular life for a
few years, adolescents who decide to be baptizedtie Church become full-pledged
memberg? Each Amish community is organized around a chudistrict, which
typically consists of 30 families with 60 baptizadults and 75 unbaptized youths. The
small size of congregations facilitates both mutaial provision and social insurance;
members help each other with barn raisings, hangsuilting, births, weddings, and
funerals and assistance in the events of drougggase, death, injury, bankruptcy, and
medical emergency (Kraybill and Bowman 2001, p.113)

The Amish believe that eight years of formal schapls adequate to equip their
children with basic skills necessary to be gooddimrand citizens and to interact with
non-Amish people in general. The Amish object tghhschool education because it
exposes their children to worldly influences in ttieh with their beliefs. Typical high

school curricula and activities not only unnecegdar successful careers in Amish life

% The Amish and other Anabaptists practice adultisap The typical age of baptism ranges from sixtee
to the early twenties for the Old Order Amish, aadghly sixty percent join the church before thegah
twenty-one (Kraybill 2001, p.117).
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but also stir aspirations and raise occupationpeldhat turn Amish youths away from
farm and family (Kraybill 2001, pp.175-176).

The Amish preferred one-room schoolhouses, commonrural America
throughout the middle of the twentieth century,dwese the small scale rural allows the
community convenient access and control over maltifacets of their children’s
education. Parents can unexpectedly visit the rdass, the school board can hire Amish
teachers (or otherwise sympathetic) teachers ajbtadlass schedules when special
occasions arise (Meyers 1993). The small local ipudthools gave the Amish limited
contact with non-Amish people and taught the bskilts needed (Huntington 1994). As
state authorities consolidated rural public sch@wld enforced high school attendance,
especially during the post-WWII period, the Amigisisted and formed parochial schools
to avoid compulsory high school attendance and taaintheir traditional education
standards.

The first recorded conflict between the Amish acto®l| officials occurred in
1914 in Geauga County, Ohio when Amish fathers wared for not sending their
children under sixteen to public high school (Mey&B93). Over the next sixty years,
Amish people continued to face opposition over stihg related issues from state and
local school authorities. Their refusal to complythwcompulsory attendance laws
frequently led to fines and imprisonments of Amiathers. Similarly, Amish parochial
schools that hired noncertified teachers, who sipichad only eight years of education,
also faced repeated shut-down attempts from stysets.

After numerous conflicts between the Amish and sthauthorities, a

compromise was finally reached between the Amisth thie state of Pennsylvania in
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1956. The concession allowed Amish children whoenadrleast fourteen and passed the
eighth grade to attend a special vocational scaovl they were at least fifteen years old.
Once a week, the children would meet for a minimofitthree hours with an Amish
teacher to study English, mathematics, health, sowial studies and to report on their
week’s work at home (Meyers 1993). Classroom legrmwas supplemented by home
projects in agriculture and homemaking (Hostetlerd aHuntington 1971, p.71).
Attendance records were kept and forwarded to tdwe.sln 1958, a similar settlement
was reached in Ohif.Nevertheless, Ohio state authorities frequentignapted to shut
down “substandard” Amish vocational schools andcédr Amish children to attend
public high schools throughout the 1960s (Meyer93)9 In 1967, a comparable
vocational training program was also establishethdiana for Amish children younger
than sixteen (Hostetler and Huntington 1971, p*$®owever, conflicts between the
Amish and school authorities continued in othetestéhroughout the 1960s.

In 1969, three Amish parents were found guilty oablating Wisconsin’'s
compulsory attendance laws for declining to serartbhildren to public high school
after finishing the eighth grade in Green Countyeifi 1975, p.151¥ Subsequent
appeals to the circuit court failed. In 1971, theigh brought the case to the Supreme
Court of Wisconsin, which reversed the lower cdudscision. Unsatisfied with the
result, the State of Wisconsin pressed on to thgreoe Court of the United States. On
May 15, 1972, the U.S. Supreme Court ruled thatAimesh had the right to refuse their

children a high school education (Meyers 1993).dBee of this decision, the Amish

39 In Ohio, students would continue school until éweth grade (Hostetler and Huntington 1971, p.72).

31 The vocational school program was never startedhiar states (Huntington 1994, endnote 13).

32 The Amish parents are Jonas Yoder, Adin Yutzy, Atallace Miller. Yoder and Yutzy are Old Order
Amish, while Miller is an Amish Mennonite.
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were able to enforce the prohibition of high scheducation without governmental

interference.

2.3  The Religious Club Model

In this section, | extend lannaccone’s (1992) relig club model to explain why
the Amish would prohibit high school education aeflise to comply with compulsory
schooling laws. According to the religious club rebdhe restriction on high school
education allows the Amish to (1) internalize tlosipive externality generated from the
social interaction among sect members; and (2Jicestect membership only to those

who do not “free-ride” in the club.

2.3.1 The Basic Model: Homogenous Type of Amish
Consider a model, where an Amish individual lives tivo periods. In period 2,

the utility of a baptized adult Amish is:
u; =u(S,R,Q), whereQ=>" R,/N

An adult Amish derives utility from time spent ialigious activitiesR, as well as from
the consumption of secular goo& Religious activities are more satisfying when there
are more committed members engaged in them. Thegweamount of religious time
spent by other adult Amish membeg, is a positive externality and can be thought as
the quality of the Amish “club”. Mutual aid in tHerm of community members helping
one another with barn raisings, quilt making, hatwveg, weddings, and so on are typical
examples ofQ. For simplicity, assume the number of other memberthe sectN, is

exogenously given.
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Adults can participate in the labor force, resgtin a budget constraint of the

form:

WT, = pS§ +WR
Total time available in the second periodris which is spent on religious activiyand
work hoursh (i.e., T, =R +h/). Income is earned at wage rateper hour worked and

spent on consumption of the secular g8pdt pricep.

The wage ratey;, is determined by the level of education choseamihe Amish
person was young (i.e., period 1):

w, =wWE, ), wherew/(E)> 0.

The above equation describes labor productivityaafunction of educatio’f The
assumption that education can only be chosen wbengyis obviously unrealistic, but it
is consistent with the observation that educati®rusually completed when young.
Although it is also common that Amish parents madkeir children’s schooling
decisions, Amish youths may pursue higher levekddication than the eighth grade
during the time oRumspringaand after leaving the sect, or taking a Generalcgtional
Development (GED) test after dropping out of sctdol

In the first period, unbaptized individuals derivdity from leisure only:
uy =u(l;)
The young Amish cannot work and must allocate tttak T, between leisuré and

educatiork:

33 Alternatively, we may view education as a sigria(secular) labor productivity in the spirit of Spee
(1973). This alternative view may be appropriateve think that Amish education provides no human
capital relevant for the secular labor market,dnly serves to signal labor productivity.

34 See McDonnell and Hurst (2006) for a discussiothese cases.
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T, =1 +E
Since a rational and forward-looking young Amishximazes life-time utility
subject to the time constraint in period 1, thebpem is solved by backward induction.

The period 2 problem is:

Maxuy = u(s.R.Q)

Subject towm(E, T, = pS +WE, )R
Note that the adult individual takes the wage ratend the quality of the clul, as
given in period 2.
Because the Amish individual does not take intosaeration the positive
externality generated by his religious activitidse chosen level oR and S will only

satisfy the following condition:

WE) ms
P

The person ignores the external benefit of higi@lis participationMRSs, that a social

planner would consider in the following condition:
@ = MRS + MRS
Solving the period 2 problem yields the optimal slamption of the secular good
S (p.WE, );Q), the optimal level of religious activitieR (p,WE, );Q), and the indirect
utility v, (p,WME, );Q). Because the marginal external benefit of religiparticipation

MRS is not taken into consideration and théiR&s is decreasing iR, the privately

chosenR’ (p,WE, );Q) andv,, (p,mE, );Q) will be lower than the socially desired level.
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Assuming no discount factor, the individual’s perlin period 1 is:
MaxV; = uy (1;)+ v (P WE; ). Q)
Subject toT, =1, + E
The first order condition yields:

aVZi _ auli
ow OE,  OE,

The left hand side term is the marginal benefiedfication and the right hand side term
is the marginal cost of educatidhSince the individual will seled® andS such that the

condition W(E, )/ p = MRS, holds (ignoring the ternMRS,9) in period 2, the utility

maximizing E* will be higher than the socially optimal level.

According to the religious prohibition interpretati by imposing a level of
education lower than the privately chosen leved, Amish sect can make labor market
participation relatively less attractive and indube socially optimal level of religious

participation.

2.3.2 Unobserved Heterogeneity and Religious Sacrifice

When there are unobserved heterogeneous types shAmrsons, the sect can
improve social welfare by requesting a signal frpotential members in order to
discourage free-riders from joining the club. Thgnal is interpreted as a religious

sacrifice (lannaccone 1992). Following Berman’s O@0 exposition, assume two

% The term vy, Jow = [ov,, /o(w /p)[é(w / p)/ow ] is non-negative by the property of an indirectityti
function, which is non-increasing ip/(v) and p/w) is decreasing iwv. To obtain an interior solution, we
need to assume that the Hessian matrix of the tgeftinction is negative semi-definite.
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unobserved types of individuals: high-type (H) Amand low-type (L) Amish. For each
birth cohort,N, the fraction of high-type Amishg,,, and the fraction of low-type Amish,
6, =1-6,, are exogenously determin®dHigh-type Amish enjoy higher return to
education in the labor market than low-typés:

w, (E)>w{ (E)
Furthermore, assume that, (0)> w, (0), so that without education high-type Amish are

more productive than low-type Amish in the secldéor market.
Given that high-types have a higher marginal béméfeducation than low-types

and that both types of Amish face the same margiostl of education, high-type youths
will optimally select more education than low-typée., E;, > E, . This means that a
high-type adult will earn higher wages and paratgpless in religious activities than a
low-type Amish would, i.e.w,, >w,_ andR,, <R .%®

In the absence of an educational restriction, ansAmsect with predominantly
low-type Amish persons will not gain from admittiaghigh-type Amish person because
that person will lower the average level of religggarticipation in the sect and decrease

the welfare of existing members. That is, becavsg,w;Q, )>V, (p,w;Q,,., ), where

Q >Qu, A =YR/N,, Q..=CR +3R,)/N, and N, =6, (N+1)-1, low-

type Amish enjoy highe@ and utility when high-type Amish are excluded frgoming

% This assumption is restrictive because each géoeraf N is endogenously affected by Amish fertility
through the level of prohibition and sacrifice aatl 64 may also be affected by assortative mating

3" Heterogeneity could alternatively be in preferender religious activities at the margin. | chose
heterogeneity in secular returns to educationrtgbfy the exposition, as well as to focus on vhlés that
have data available.

3 As long as the substitution effect of a changevame is greater than the income effect of a chamge
wage, the labor supply curve is upward sloping rtidious participation is decreasing in wages.
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the sect. If the sect imposes a ceiling on educatguivalent to that chosen by low-type
Amish and high-type Amish choose not to join, tiies signal is not costly to low-types,
but serves to exclude high-types.

However, if the level of education that low typeptimally choose is not
sufficiently low to deter high-type Amish personorfi complying with, then the
restriction is not effective in discourage freeernsl from joining. That is, it is possible
that high-type Amish enjoy a higher level of uyiliby complying with the low level of

education and joining the low-type Amish sect tbgrforming their own group:
Vi (PWEL } Qu. )> Vi (p.WES FQu ),
whereQ,,., =(> R, (p.WE] )+ > R)/N, andQ, =Y'R, /N, and

N, =6, (N+1)-1. If this is the case, theE, is not incentive compatible for the high-
type Amish.

When E; is not incentive compatible, the sect has to ketdeiling level of
education E , such thatE < E; to prevent high-type Amish persons from joining th
sect.E is incentive compatible, such that:

Vi (B ME}Q) <V, (p.WE} }Qu ).
whereQ = (>R + 3R, )/N and R (p,w(E)) for i =H,L . Furthermore £ needs to
satisfy the participation constraint:
V(P W(EFQ)> V(P WE JQu.0 ).

whereQ => R /N, .
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Choosing E is costly because if types were fully observabie-type Amish

would have choser;, and enjoyed a higher level of utility. We may vidiv as grade

eight and E; as a high school education. The willingness taifiée high school
education sends a signal to the sect that a patemtirant is committed to the Amish life.
High-type individuals will not comply with the edational restrictionE and will choose

to leave the sect. Since education can only beechedien young in this simple model,

the sacrifice is an “irreversible” act.

2.3.3 Government Enforcement of Compulsory Schooling Laws

When the government enforced compulsory high schttehdance, the Amish
could not achieve their socially efficient level eflucation. In the homogenous case,
when the government enforced compulsory high scattehdance, non-exempted Amish
cohorts attended high school and tend to spendtil@&sin religious activities. In the
heterogeneous case, when compulsory schoolingWaess enforced on the Amish, the
Amish sect could not impose the optimal amount edigious sacrifice and admitted
members who would lower the average level of religiparticipation in the sect. These

explain why the Amish would refuse to comply wittmgpulsory schooling laws.

2.3.4 Testable Implications
According to the Amish religious club model, theSUSupreme Court’s ruling
permitted the Amish to enforce their socially omlirtevel of education. The compulsory

schooling exemption switched the Amish from an smment in which they were
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constrained by the government when setting thetimgb level of prohibition and

sacrifice to one in which they were unconstrain€dus, the model predicts that the
exemption should have an immediate impact on theatnal attainment of Amish
individuals.

If the prohibition on high school education is usadely for internalizing the
positive externality of religious activities, theve would not expect high-type Amish
leaving the sect following the exemption. Howewuérthe restriction on high school
education is used as a religious sacrifice to scoag¢ uncommitted members, then the
Amish religious club model predicts that (1) Amisgkividuals tend to have lower labor
market wage rates than former Amish or non-Amighviduals; (2) the surprising U.S.
Supreme Court’s ruling would lead individuals witlyh labor productivity to leave the
sect; (3) the compulsory schooling exemption wardourage women with high shadow

cost of child rearing to select out of the sect.

2.4 Data

Data were sourced from the U.S. censuses to testrdligious club model
predictions. The Census Bureau collected informatibthe language spoken at home in
recent censuses. According to Meyers and Nolt (20@3.), the Amish and conservative
Mennonites represent almost all of the current lsprsaof Pennsylvania Dutch, which is
a German Dialect Pollack (1981) reported that as the Amish peopiéesl to more

liberal Mennonite denominations, they ceased toRe®sylvania Dutch as their primary

39 Dutch comes from “Deutsch”, meaning German. Theeealso a number of Amish who speak a Swiss-
German dialect (Meyers and Nolt 2005, p.61). Sthee1980 Census, the Census Bureau began collecting
information of the language spoken at home forgesbove a certain age.
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language, indicating that speaking PennsylvaniaiDstgnals attachment to the Amish
and conservative Mennonite Chuf¢hSince | cannot directly identify the religious
denominations of Pennsylvania Dutch speakers ircéimsuses, the Amish referred to in
this paper would include some Conservative Menesnitvho speak Pennsylvania
Dutch Specifically, | define a person as an Amish indiadl when the person resides in
a non-single-member household that has at leasPemmsylvania Dutch speakéfs=or
those who report to speak Pennsylvania Dutch, ibatih a non-Pennsylvania Dutch
household, | define them as former Amish indivig#aiSince former Amish individuals
may no longer speak Pennsylvania Dutch, this metbbdlefining former Amish
individuals is likely to lead to severe undercotfilevertheless, it provides some crude
estimates of the characteristics of former Amighvimuals.

Table 2.1 compares the distributions of Amish papoh estimates based on
different sources of data. The distributions of Amipopulation estimates across the
United States using the decennial censuses ahg gamilar to the distributions of Amish

population estimated by Kraybill and Hostetter (208nd Hostetler (1993) using Amish

“9In 1977, 100% of Old Order Amish families living Plain City, Ohio, used Pennsylvania Dutch as thei
primary language, but only 11.8% of Mennonite féesilused it as their primary language.

1 Conservative Mennonites (Old Order Mennonites)samglar with the Amish in many aspects, such as
their plain clothing, horse-and-buggy mode of tprtation, preference for one-room parochial scihgol
and prohibition of high school education (Krayliid Bowman 2001).

“2 In this paper, Pennsylvania Dutch speakers incthdee who speak Pennsylvania Dutch at home and
those with Pennsylvanian German ancestry and sg@aknan at home. | coded a household as a
Pennsylvania Dutch household when the househol@ti@ast one Pennsylvania Dutch speaker while any
other household members speak Pennsylvania Dutehm@h, or Dutch. For those who are Dutch or
German speaking, they must be native-born to bleded. Pennsylvania Dutch speaking people living in
single-member households are coded as Amish. #rsop is the sole-speaker of Pennsylvania Duteh in
non-single-member household, | code the persorf@srer Amish person.

3 A person must communicate with other household begmusing the same language. Individuals who
are the sole-speakers of Pennsylvania Dutch at remmdikely identifying Pennsylvania Dutch as their
mother tongue, instead of “language spoken at hqraee.

* |t is also unclear whether persons who are the spkaker of Pennsylvania Dutch at home constitute
representative sample of all former Amish.
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Church membership data, with the decennial censieseBng to undercount the total
Amish populatiorf> Since 70 percent of the Amish population resigdePénnsylvania,
Ohio, and Indiana, | will focus my analysis on wduals living in these three states.
Table 2.2 and Table 2.3 compare the characterigtitse Amish, former Amish,
and non-Amish adult population aged 18 to 64 in0188d 2000 respectively. Amish are
more likely to drop out of school upon finishingade eight, to be farmers, to have bigger
families, and to be employed than former Amish aod-Amish individuals. A high
fraction of adult Amish males and females have moenthan an eighth-grade education.
The fraction of eighth-grade dropouts is less tBapercent for non-Amish population
and around 15 percent for former Amish persons, dsumuch as two-thirds for the
Amish*® Furthermore, the trend in educational attainniertecreasing for the Amish
population, but increasing for the non-Amish andrfer Amish population. The low
educational attainment reported here for the Anssbonsistent with their objection to
high school education. The educational attainmétiie Amish is also much lower than
members of other religious sects in the United eStaflannaccone 1992). Amish
individuals tend to have higher employment ratedemtially because they refuse any
form of government assistance, including unemplaoynresurance, and cannot devote as
much time to job search when unemployed. It may aks because the Amish have a

stronger social network, which makes finding empient easier than for non-Amish

*5 Since both methods provide estimates, it is nearcivhich one is closer to the truth. It is also clear
whether non-responses will bias the estimates @fctiaracteristics of Amish. The undercount based on
censuses may be due to church membership dataintlade “Swiss Amish” who do not speak
Pennsylvania Dutch. Furthermore, the high percent#gchildren and young adults and the use of non-
English language of the Amish are characteristissoeiated with census undercount. For detailed
discussions of census undercount and the extenhaércount, see Edmonston and Schultze (1995) and
Edmonston (2002).

“% In this paper, eighth-grade dropout means hawng than a ninth-grade education.
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people?” The observation that Amish have larger family sizeonsistent with previous
findings regarding the high fertility rates of tAenish®

Table 2.2 and Table 2.3 also show that the Amigtiggaate less in the labor
force, have lower earnings, and work fewer hourawgrage than former Amish persons
and non-Amish persons. The wage gap between thehAamd non-Amish populations is
similar to the relative differences in incomes bew adherents to most Church-like
religious groups and sect members in the UniteteSteeported by lannaccone (1992)
and between Israeli Ultra-Orthodox Jews and nomaklirthodox Jews reported by
Berman (2000 However, the differences documented here do nplyithat the Amish
are disadvantaged. Indeed, the Amish eschew mlatexadth and many Amish activities
and mutual aids are non-monetary in nature.

The simple comparison between Amish, former Amisind non-Amish
population shows that Amish individuals have fewears of completed schooling and
earn significantly less. The differences are cdastswith the Amish religious club
model’s predictions. | will exploit the policy shoinduced by the U.S. Supreme Court’s

decision to test the model’s predictions in thetrsection.

2.5 Empirical Evidence

2.5.1 The Impact of Exemption on Dropout and Years of Completed Schooling

" Amish work for Amish employers, as well as non-&memployers. For example, Kraybill (2001, p.247)
reports that 11 percent of Old Order Amish adulhraged 21-30 living in Lancaster work for non-Amis
employers.

“8 Amish total fertility rates were estimated to kEveen 6-8 (see Ericksen et al. 1979 and Greks2)200

9 Comparisons based on household incomes report@dbite 1 and Table 2 in lannaccone (1992) and
Table 1 in Berman (2000).
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Based on the pooled sample of 1990 and 2000 ces)skspire 2.1 shows the
fraction of eighth-grade dropouts by Amish and ranish birth cohorts® The figure
clearly reveals that the cohorts born before 198®) reached age 14 before the Supreme
Court’s 1972 ruling inVisconsin v. Yodeaind were affected by compulsory high school
attendance laws, are considerably more likely teehsome high school education. In
contrast, there is no discernible difference in ftaetion of dropouts for non-Amish
cohorts who are never exempted by the U.S. Sup€net’s decision.

| estimate the impact of the exemption on the abiity of an Amish person not
pursuing a high school education using the follgninear probability model:

Dropout = ¢, + a,Post + X/a + u,
where Dropout takes the value of 1 if persordid not pursue a high school education
upon completing grade eight, and 0 otherwRestindicates if the person was born in
1958 or after (exempted by compulsory high schttehdance laws)X is a set of control
variables, including metropolitan indicator andtestdummies; andi is the error term.

The coefficient ¢, measures the cohort differences in the likelihaddan Amish

dropping out of school upon completing grade eidhsing only individuals born
between 1956 and 1959 as the sample, we can agaidunding cohort effects other
than that due to the exemption.

Table 2.4 and Table 2.5 report the estimaied for males and females,

respectively. Columns (1) to (3) report estimatemg Census 1990, columns (4) to (6)
report estimates using Census 2000, and colummnrgQrt estimates using pooled

censuses. According to the preferred specificaiamiumns 3 and 6) that controls for

0 The analysis is restricted to adult males living’ennsylvania, Ohio, and Indiana.
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residential location, the effect of the exemptiontbe probability of an Amish male to
drop out of school upon completing grade eightsisneated to be 24 percent based on
Census 1990 data and 15 percent using Census 24180 @n the other hand, the
exemption is estimated to increase the likelihobdrmoAmish female not pursuing a high
school education by 9 percent based on Census d980and 13 percent based on
Census 2000 data.

To examine how the exemption affected Amish conepletears of schooling, |
estimate the following regression model:

EdugG = ¢, + o, Post + X/a +u,

whereEducis the years of completed schoolilpstequals 1 if the person was born in
1958 and after (exempted by compulsory high schtiehdance laws), and O otherwise;
X is a set of control variables, including metrofasiiindicator and state dummies; and

is the error term. The coefficient; measures the effect of the exemption on Amish

completed years of schooling.

Table 2.6 and Table 2.7 report the estimates faesnand females, respectively.
Columns (1) to (3) show estimates based on CenS8@8 tlata, and columns (4) to
columns (6) are based on Census 2000 data. Therm@fspecification in columns (3)
and (6), the compulsory schooling exemption isnestied to decrease the average years
completed schooling for Amish males by 0.7 yeasseddaon Census 1990 data and by 0.8
years using Census 2000 data. The estimated effdoe exemption on the average years
of completed schooling for Amish females is -0.4rgeusing Census 1990 data and -1
year using Census 2000 data. The average yeaosngieted schooling fell from roughly

9 years (indicated by the intercept terms) to axiprately 8 years (see Figure 2.2).
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The results show that the exemption permits theshnw impose their restriction
on high school education. The restriction raisesl phobability of not pursuing a high
school education and reduced the average yeamsngbleted schooling for both Amish

males and females.

2.5.2 Amish Cohort Differences in Earnings and Fertility
2.5.2.1Log Hourly Earnings

Since Amish women have low labor force participatrates, the analysis will
focus on Amish males only. Table 2.8 reports ttiameged cohort differences in the log
hourly earnings of Amish males based on the follgaegression model:

Log(Earnings) = f3, + A,Post + X/ + ¢,
whereLog(Earnings)is the log hourly earning®ostequals 1 if the person was born in
1958 and after (exempted by compulsory high schtiehdance laws), and O otherwise;
X is a set of control variables, including metrofaoii indicator, state dummies, marital
status, potential experience, and potential expeesquared; andis the error term.

The estimates reported in columns (1) to (3) asidrons (4) to (6) are based on
Census 1990 data and Census 2000 data, respectivelymn (7) reports estimates
based on pooled census data. The estimated cafferedces reported in columns (1)
and (2) or (4) and (5) are similar whether or mati¢ators for metropolitan status and
matrital status are included as regressors. Estarsed on Census 1990 show that the
exempted Amish cohorts earned roughly 23 percesd than non-exempted Amish
cohorts. Estimates based on Census 2000 indicateeXempted Amish cohorts earned

approximately 34 percent less than non-exemptedsAmohorts. Similarly, the estimate
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based on pooled censuses (Column 7) shows thatptgemimish cohorts earned 29
percent less than non-exempted Amish cohorts.

Since wage is likely to grow with age and work eigrece, especially for prime
working age males, it is possible that the earnthffierences presented in columns (1),
(2), (4), and (5) of Table 2.8 are not totally doethe U.S Supreme Court’s decision.
Column (3) shows that the estimated cohort diffeeebhecomes greater when potential
work experience is controlled for, while column @&)ows that the estimated cohort
difference is not sensitive to the control varigblelowever, because exempted Amish
cohorts are less educated and they started acclimgueork experience at younger ages
due to the exemption, potential experience is eedogs. Moreover, as the samples
cover only four age cohorts, the variation in pttdrexperience is primarily driven by
small differences in ages, which are also corrdlatith the variablePost®>* Hence,
including potential work experience as a regressight actually confound the estimated
effect of the exemption on log hourly earnings. €aivthe problems and the little gain
associated with controlling for potential experienestimates without controlling for
potential experience are preferred. | will dealhvtite problems of age and experience in

the next section using a difference-in-differenseneator.

2.5.2.2Fertility
Table 2.9 presents the estimated cohort differemcesmish fertility using the

following regression model:

1 We may also widen the age window, but that maypihice model specification bias if the effect oéag
does not follow the specified functional form.
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Chborn = g, + p,Post + X/ + ¢,

where Chborn is the number of children ever born to a womBnost equals 1 if the
woman was born in 1958 and after (exempted by ctsopu high school attendance
laws), and O otherwiseX is a set of control variables, including metrofaoli indicator,
state dummies, and marital status; ans the error term. Because Census 2000 did not
collect fertility information, only estimates basexd Census 1990 data are reported.

Columns (1) to (3) present the estimated cohdferginces in fertility without
controlling for age. Column (1) and (2) show tha¢émpted Amish women have higher
fertility than non-exempted women, who are olddre ™ifference in fertility is roughly
0.35 children. Column (3) shows that controlling foarital status significantly reduces
the cohort difference in fertility; exempted Amiglomen have 0.16 more children than
non-exempted women, although the difference isstatistically significant. Given that
younger women generally have fewer children thatemlwomen, controlling for age
may lead to an even greater estimated cohort diffe. Column (4) indicates that the
estimated cohort difference becomes 0.79 childreannage is controlled for. Columns
(5) and (6) show that if differential effects ofeagre allowed for exempted and non-
exempted, the cohort difference increases to appairly 0.9 children. However,
because the sample covers very few age groupgstimmated cohort differences which
have age effects adjusted for are difficult to riptet. Therefore, the estimated cohort

difference presented in column (3) is preferred.

2.5.3 Non-Amish Cohort Differences and Difference-in-Difference Bimates
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Given the difficulty associated with controllingrfage or potential experience in
estimating the effects of the exemption on log hoaarnings and fertility, we may use
non-Amish individuals as a control group to impleme difference-in-difference
estimator to difference out age or work experiespecific effect. We can attribute non-
Amish cohort differences as differences that ares@mt in the absence of the U.S.

Supreme Court’s decision.

2.5.3.1Non-Amish Cohort Differences

Table 2.10 and Table 2.11 report the estimate®wfAmish cohort differences in
log hourly earnings and fertility, respectively.tddugh non-Amish individuals are not
exempted from compulsory high school attendanck|eT2.10 shows that cohorts born
in 1958 and 1959 earned roughly 1 percent lower9@0 and 5 percent lower in 2000
than cohorts born in 1956 and 1957. Figure 2.3restd the cohort differences in average
log hourly earnings between Amish males and nonshmnales using the pooled census
data. Similarly, Table 2.11 shows that there aneododifferences in fertility for non-
Amish individuals. Columns (1) to (3) indicate thhe younger cohorts have between
0.12 and 0.13 fewer children than older cohorts.tl@nother hand, columns (4) to (6)
show that once controlling for age, younger cohartsestimated to have more children
than older cohorts, although the difference is graater than 0.03 children. Given the
problems associated with controlling for age praslg discussed, estimates without
controlling for age are preferred. Figure 2.4 comapahe cohort differences in average

children ever born between Amish and non-Amish fesaising census 1990 data. In
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evaluating the effects of the U.S Supreme Coursigion on log hourly earnings and

fertility, we must control for the pre-existing awh differences.

2.5.3.2Difference-in-Difference Estimates

Table 2.13 presents the difference-in-differenciemedes of the effects of the
exemption on log hourly earnings and fertility,pestively. Columns (1) and (2) indicate
that the U.S Supreme Court’s decision led to aifahourly earnings of approximately
20 percent based on Census 1990 data. Column:n@3j4a show that the exemption
decreased hourly earnings by 34 percent based nsu€2000 data. These estimates are
very similar to the Amish cohort differences prdasenin Table 2.8; suggesting cohort
effects not due to the exemption are small.

According to Column (5) of Table 2.13, the U.S fmpe Court’'s decision is
estimated to increase fertility by 0.28 births. Sbstimated effect is much larger than the
Amish cohort differences presented in column (SJalble 2.9, because exempted Amish
would have been expected to have fewer childrathaf exemption were not in place

according to the non-Amish cohort difference.

2.5.4 Implied Effects of Education on Log Hourly Earnings and Fertility

The estimates presented above show that the coompusishooling exemption led
to lower educational attainment, decreased earnays higher fertility. If we attribute
the decreased earnings and increased fertilityystdethe change in completed years of

schooling driven by the U.S Supreme Court’s denisiwe could estimate the implied
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returns to education and the implied effect of edioo on fertility using an instrumental
variable estimator. The second-stage instrumemtahble regression is:
Outcome = 7z, + 7,Edug + z,Post + z;Amish + X/z + ¢,
and the first-stage instrumental variable regressD
Edug = 6, + J,(Post x Amish) + 5,Post + 5,Amish + X/d +V,

The dependent variabf@utcomeis Log(Earnings)or Chborn the variabld?ost x Amish
serves as the excluded instrumehmishtakes the value of 1 for an Amish person, 0
otherwise; andX is a set of Amish specific and non-Amish specifantrols. The
coefficient of interest ism, which measures the return to education wBericomeis
Log(Earningg and the effect of education on fertility whé&nitcomes Chborn

The estimatedr doesnot represent theausal effect of education, because the
instrumental variable does not meet the exogenomsditon required for the
identification of the causal effect of educations e Amish religious club model
predicts that individuals with high labor markebguctivity selected out of the Amish
sect, while individuals with low labor market pradivity selected into the Amish sect
following the U.S Supreme Court’s decision, we extpbe excluded instrument to be
correlated with the error term in the outcome eiguat

Table 2.14 columns (1) to (5) report the estimarteplied returns to education;
and column (6) reports the implied effect of ediorabn fertility. The specification that
includes a set of controls for metropolitan statoarital status, and state of residence is
preferred. The estimated implied return to educatgolarge: 23 percent using Census

1990 data; 32 percent using Census 2000 data; @per8ent using pooled census data.
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Similarly, the implied effect of education on fétyi is also large: a one-year decrease in
completed years of schooling predicts 0.91 morthagir

Past studies estimated that the causal return taddiional year of schooling
ranges between 7 percent and 15 percent (Angridt Kmieger 1991; Card 1999;
Maluccio 1997). The estimated return to educatibthe Amish presented in Table 2.14
is at least 50 percent higher than the largesttpestimate previously reported. It is
difficult to conceive that the majority of non-exptad Amish who attended classes once
a week for one additional year could possibly getrauch as a 23 percent to 32 percent
return on education. Indeed, Table 2.15 columnstdl{6) show that when a cross-
sectional sample of Amish individuals aged 20 toi@sed to estimate the returns to
education, every additional year of schooling isdocted to raise hourly earnings by only
2 to 5 percent. The low estimated returns to edwucdbr the Amish are remarkably
similar to those of other religious sects as shtwyrBerman and Stepanyan (2005) and
Berman (2000).

The estimated effect of education on fertility repd in columns (6) of Table
2.14 is also significantly larger than past estasator example, Osili and Long (2008)
estimated that the causal effect of an additioealr yof education on fertility in Nigeria
was between -0.26 and -0.48 birthd\/hen we use a cross-sectional sample of Amish
women aged 20 to 50 years to estimate the effeetio€ation on children ever born, the
estimate ranges between -0.15 to -0.24 dependirgpecifications (Table 2.15 columns

7 and 8). The implied effect of education on féstireported in Table 2.14 is roughly

*2 Nigerian average years of schooling of approxityabeyears (Osili and Long 2008) and total ferilit
rate of 6 (National Population Comission 2000) 90 are not too different from those of the Amish.
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twice the largest estimate produced by Osili anehg-¢2008) and almost thrice the
largest OLS estimate reported in Table 2.15.

For the implied effect of education on log hourlrmings or fertility to be so
large, we would need exempted Amish individualshwitgh labor market productivity
leaving the sect and lowering the average hountgiegs or raising the average fertility
more than the causal effect of education suggéstdlustrate how this selection affects
the estimates, decompose the instrumental varggilenator into the true causal effect

and bias:

AV _p)ﬂ-l n corz, ¢ | X)
coMz,Edug | X)

where z is the excluded instrumemmish x Post 7, is the true causal effect;
coMz,¢, | X)/coz,Edug | X) is the bias; andX represents all other regressors.
According to Table 4 and Table 5, we know tkat{z, Edug | X)< 0. For ¥ > z,, it
must be the case thab\(z, ¢, | X) <0 when estimating the return to education. That is,
exempted Amish individuals have unobserved charattes that are negatively
correlated with labor productivity. Similarly, fot” <z, when estimating the effect of
education on fertility, we needo\z ¢, | X)>0, which is consistent with exempted

Amish females having lower shadow cost of childirea

The large estimated effects of education on logrlgoearnings and fertility as
implied by the surprising U.S Supreme Court’s deaiprovide strong evidence that the
Amish use the restrictions on secular high schalication as a religious sacrifice to

screen committed members.
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2.6 Conclusion

Given the positive returns to education, Amish goion on high school
education appears puzzling from a rational choieesgective. This paper extends
lannaccone’s (1992) religious club model to explalmy the Amish would collectively
restrict education. According to the religious clulierpretation, restricting secular
education helps the Amish internalize the posigxéernality of religious participation
and prevent less committed individuals from joinihg sect. Because the enforcement of
compulsory high school attendance by the governmiaterfered with Amish
community’s socially efficient level of educaticdhge Amish refused to comply.

Interpreting the restriction on secular educatisraaeligious sacrifice is testable.
When the government was enforcing compulsory sehgdaws on the Amish, Amish
born individuals with high labor productivity andw religious participation (high-type
Amish) could legitimately attend high school. Thésgh-type individuals would have
been excluded from joining the sect if the Amishuldoeffectively request them to
sacrifice high school education as a signal ofrtllemmitment. The surprising U.S
Supreme Court’s decision in 1972, which exemptsAtmesh from compulsory education
beyond the eighth grade, permits the Amish to eefdheir desired level of religious
sacrifice. This increased religious sacrifice peeglthat high-type Amish would leave the
sect following the exemption.

| use U.S. Census data to test the predictionke®imish religious club model.
First, | find that former Amish persons are moreieted and enjoy relatively higher

earnings than Amish persons. Second, exempted Acoisbrts have significantly lower
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educational attainment than non-exempted Amish tehdhird, the exemption led to
lower earnings and higher births. The estimateacefiof each additional year of
education on log hourly earnings (between 0.23@88) implied by the exemption is at
least half times greater than past causal estim&uesilarly the estimated effect of
education on fertility (-0.91 births) is also motlgan twice the magnitude of past
estimates. The large implied effects of educatiaviple strong evidence that individuals
with high labor productivity and high shadow costchild rearing select out of the sect

following the U.S. Supreme Court’s ruling.
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Figure 2.1: Cohort Differences in Eighth Grade Dropout
Notes: Author’s own calculation based on pooleddbsrdata sourced from Ruggles et al. (2004). Sample
includes Amish and non-Amish residing in Pennsyilgaimdiana, and Ohio. Non-Amish are native born
white population. Eighth grade dropout means hawmgnore than an eighth grade education.
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Figure 2.2: Cohort Differences in Average Years of Completed Schooling
Notes: Author’s own calculation based on pooled9Dsrdata sourced from Ruggles et al. (2004). Sample
includes Amish and non-Amish residing in Pennsyil@aimdiana, and Ohio. Non-Amish are native born
white population.
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Figure 2.3: Cohort Differences in Average Log Hourly Earnings
Notes: Author’s own calculation based on pooled9Dsrdata sourced from Ruggles et al. (2004). Sample
includes Amish and non-Amish males residing in Rghmnia, Indiana, and Ohio. Self-employed
individuals with non-positive earnings are excludesin the sample. Non-Amish are native born white
men.
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Figure 2.4: Cohort Differences in Average Children Ever Born
Notes: Author's own calculation based on CensuQ1®&a sourced from Ruggles et al. (2004). Sample
includes Amish and non-Amish females residing immglvania, Indiana, and Ohio. Non-Amish are
native born white women.
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CHAPTER 2 - TABLES

Table 2.1: Pennsylvania Dutch Speakers and Amish Population Estimateg b

States
(1) (2) ) (4)
All Amish Penn. Dutch Old Order Penn. Dutch
Groups Speakers Amish Speakers

States 2000 2000 1992 1990
Ohio 51,302 22,321 43,200 16,705
Pennsylvania 47,860 47,137 35,200 51,394
Indiana 34,786 11,081 25,200 10,118
Wisconsin 9,561 4,994 7,800 1,583
Michigan 8,591 2,698 6,500 1,595
Missouri 6,701 3,230 5,200 2,474
Kentucky 6,042 2,306 1,500 1,207
Illinois 4,849 1,749 3,200 1,002
lowa 4,775 1,683 3,700 1,299
New York 4,748 3,694 4,700 2,477
Tennessee 2,248 755 800 882
Kansas 1,599 478 800 848
Minnesota 1,574 490 1,500 691
Virginia 1,390 265 0 675
Maryland 1,127 1,097 1,000 1,740
Other states 5,199 4,590 1,600 3,606
Total 192,352 108,568 141,900 98,296

Note: (1) Kraybill and Hostetter's (2001) estimatsOld Order Amish, New Order Amish, Beachy
Amish, and Amish Mennonites; (2) Pennsylvania Dugpgeaking households in Census 2000; (3)
Hostetler's (1993) estimates of Old Order Amish; P&nnsylvania Dutch speaking households in Census
1990.
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Table 2.2: Descriptive Statistics by Groups — Census 1990
Amish —
Amish Former Amish Non-Amish Former
Amish
Obs. Mean Obs. Mean Obs. Mean Differences
Male 34,773 0.48 6,460 0.54 16,726,052 0.49 -0.06
(0.50) (0.50) (0.50) (0.01)***
Metropolitan 34,773 0.59 6,460 0.72 16,726,052 0.74 -0.13
(0.49) (0.45) (0.44) (0.01)***
Married 34,773 0.70 6,460 0.81 16,726,052 0.61 1-0.1
(0.46) (0.40) (0.49) (0.01)***
Family size 34,773 5.31 6,460 3.11 16,726,052 2.99 2.20
(2.97) (1.34) (1.50) (0.02)***
8th grade dropout 34,773 0.62 6,460 0.17 16,726,06.24 0.44
(0.49) (0.38) (0.19) (0.01)***
Years of education 34,773 8.54 6,460 11.40 16,B26,012.76 -2.86
(2.62) (2.76) (2.38) (0.04)***
Lab. force participatior] 34,773 0.68 6,460 0.77 726,052 0.76 -0.09
(0.47) (0.42) (0.43) (0.01)***
Employed 23,732 0.99 4,989 0.98 12,753,372 0.94 100
(0.12) (0.15) (0.24) (0.002)***
Farmer 34,773 0.10 6,460 0.02 16,726,052 0.004 0.08
(0.30) (0.15) (0.06) (0.003)***
Weekly earnings 23,494 435.66 5,241 467.09 13,481,%470.92  -31.43
(1015.43) (450.15) (726.13)  (9.09)***
Hourly earnings 23,494 11.30 5,241 11.23 13,481,540.27 0.07
(27.89) (10.11) (60.99) (0.23)
Log hourly earnings 23,494 1.93 5,241 2.22 13,481,52.18 -0.29
(0.95) (0.61) (0.75) (0.01)***
Weeks worked yearly 34,773 32.03 6,460 37.76 160626 35.81 -5.73
(23.37) (20.83) (21.19)  (0.29)***
Hours worked weekly | 34,773 30.56 6,460 33.48 16096 31.67 -2.92
(24.85) (19.10) (18.64)  (0.27)***

Note: Native-born adult population aged 18 to &hlj in Pennsylvania, Indiana, and Ohio. Eighthdgra
dropout means having no more than an eighth-grddeation. Years of education was coded according to
Park’s (1994) method. Former Amish are sole spsakérPennsylvania Dutch in non-single-member

households. Non-positive earnings were droppeduBoktandard errors are reported in parenthesés. **
significant 1% ** significant 5% * significant 10%
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Table 2.3: Descriptive Statistics by Groups — Census 2000
Amish —
Amish Former Amish Non-Amish Former
Amish
Obs. Mean Obs. Mean Obs. Mean Difference
Male 35,617 0.50 5,587 0.49 17,333,458 0.49 0.01
(0.50) (0.50) (0.50) (0.01)
Metropolitan 35,617 0.52 5,587 0.70 17,333,458 0.78 -0.17
(0.50) (0.46) (0.41) (0.01)***
Married 35,617 0.70 5,687 0.81 17,333,458 0.58 1-0.1
(0.46) (0.39) (0.49) (0.01)***
Family size 35,617 5.53 5,587 2.94 17,333,458 2.80 2.59
(2.90) (1.43) (1.49) (0.02)***
8th grade dropout 35,617 0.65 5,587 0.11 17,333,48682 0.54
(0.48) (0.32) (0.14) (0.005)***
Years of education 35,617 8.36 5,587 11.98 17,583,413.12 -3.63
(2.42) (2.54) (2.30) (0.04)***
Lab. force participation 35,617 0.66 5,587 0.78 333,458 0.77 -0.12
(0.47) (0.42) (0.42) (0.01)***
Employed 23,459 0.98 4,331 0.99 13,354,908 0.95 02-0.
(0.15) (0.08) (0.22) (0.002)***
Farmer 35,617 0.09 5,587 0.02 17,333,458 0.003 0.07
(0.28) (0.13) (0.05) (0.002)***
Weekly earnings 23,710 606.33 4,660 727.16 14,358,4703.73 -120.83
(951.25) (1249.3) (1289.24) (19.31)***
Hourly earnings 23,710 15.98 4,660 16.56 14,358,417.61 -0.58
(41.18) (28.15) (79.81) (0.49)
Log hourly earnings 23,710 2.30 4,660 2.54 14,36B,42.54 -0.24
(0.92) (0.68) (0.74) (0.01)***
Weeks worked yearly 35,617 31.19 5,587 39.70 17458 37.76 -8.51
(23.61) (19.99) (20.52) (0.30)***
Hours worked weekly | 35,617 28.46 5,687 35.15 17438 33.10 -6.69
(24.19) (19.61) (18.46) (0.29)***

Note: Native-born adult population aged 18 to &hlj in Pennsylvania, Indiana, and Ohio. Eighthdgra
dropout means having no more than an eighth-grddeation. Years of education was coded according to
Park’s (1994) method. Former Amish are sole spsakérPennsylvania Dutch in non-single-member

households. Non-positive earnings were droppeduBoktandard errors are reported in parenthesés. **
significant 1% ** significant 5% * significant 10%
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Table 2.4:  Amish Male Cohort Differences in High School Dropout Likelilvod
1) (2) 3) (4) () (6) (7)
---------- Census 1990 Cersa000 ---------- Pooled
Post (=1) 0.25 0.25 0.24 0.15 0.15 0.15 0.20
(0.02  (0.027 (0.02" (0.03" (0.03" (0.037 (0.027
Metropolitan (=1) -0.04 -0.06 0.01 -0.01 -0.04
(0.02" (0.02)** (0.03) (0.03) (0.02)**
Indiana (=1) 0.12 0.06 0.10
(0.03™ (0.04) (0.0
Ohio (=1) -0.12 -0.06 -0.09
(0.03™ (0.03 (0.02™
Yr. 2000 (=1) -0.04
(0.0%"
Constant 0.50 0.52 0.54 0.49 0.49 0.51 0.54
(0.02  (0.027 (0.03" (0.027 (0.02" (0.037 (0.027
Observations 1834 1834 1834 1275 1275 1275 3109
R-squared 0.06 0.07 0.09 0.02 0.02 0.03 0.06

Note: Author’s estimates using Census data souiroed Ruggles et al. (2004). The dependent variable,
Dropout means having no more than an eighth grade educadthe omitted state is Pennsylvania. Cohorts
born between 1956 and 1959 are included in the arBgempted cohorts were born in 1958 and 1959.
Robust standard errors reported in parenthese<®:01, ** p<0.05, * p<0.1

Table 2.5:  Amish Female Cohort Differences in High School Dropout Liédihood
1) (2) 3) 4) (5) (6) (7)
—————————— Census 1990 Cers@000 ---------- Pooled
Post (=1) 0.08 0.06 0.09 0.14 0.11 0.13 0.11
(0.027  (0.027 (0.027 (0.02 (0.027 (0.027  (0.02™
Metropolitan (=1) -0.24 -0.20 -0.20 -0.21 -0.20
(0.02™  (0.02™ (0.02  (0.03"  (0.02™
Indiana (=1) 0.32 0.21 0.28
(0.02™ (0.04™  (0.02™
Ohio (=1) -0.06 -0.05 -0.05
(0.03 (0.03 (0.027
Yr. 2000 (=1) -0.001
(0.02)
Constant 0.57 0.73 0.65 0.54 0.65 0.64 0.65
(0.02” (0.027 (0.037 (0.02 (0.027 (0.027  (0.02™
Observations 1760 1760 1760 1770 1770 1770 3530
R-squared 0.01 0.06 0.13 0.02 0.06 0.07 0.10

Note: Author’s estimates using Census data souiroed Ruggles et al. (2004). The dependent variable,
Dropout means having no more than an eighth grade educathe omitted state is Pennsylvania. Cohorts
born between 1956 and 1959 are included in the arBgempted cohorts were born in 1958 and 1959.
Robust standard errors reported in parenthese<@:01, ** p<0.05, * p<0.1



97

Table 2.6: Amish Male Cohort Differences in Mean Years of Completed Edation

1) 2) 3) 4) ) (6) (7)
---------- Census 1990 Cers@000 ---------- Pooled
Post (=1) -0.87 -0.78 -0.70 -0.75 -0.76 -0.76 -0.77
(0.14)** (0.14)** (0.14)*** (0.14)*** (0.14)***  (0.14)** (0.10)***
Metropolitan 0.68 0.43 -0.23 -0.08 0.23
(=1)
(0.14)**  (0.18)** (0.14) (0.15) (0.12)*
Indiana (=1) -0.85 0.28 -0.42
(0.14)*** (0.19) (0.11)***
Ohio (=1) -0.56 0.37 -0.12
(0.24)** (0.17)**  (0.15)
Yr. 2000 (=1) 0.62
(0.10)***
Constant 8.64 8.20 8.58 9.20 9.33 9.08 8.56
(0.10)*** (0.12)*** (0.18)*** (0.10)*** (0.14)***  (0.16)*** (0.13)***
Observations 1834 1834 1834 1275 1275 1275 3109
R-squared 0.02 0.03 0.04 0.02 0.02 0.03 0.04

Note: Author’s estimates using Census 1990 datacedufrom Ruggles et al. (2004). The dependent
variable, Edug is years of completed education based on Palk®®4) code. The omitted state is
Pennsylvania. Cohorts born between 1956 and 1959natuded in the sample. Exempted cohorts were

born in 1958 and 1959. Robust standard errors teghén parentheses. *** p<0.01, ** p<0.05, * p<0.1

Table 2.7:  Amish Female Cohort Differences in Mean Years of Completed
Education
1) 2) 3) 4) ) (6) (7)
---------- Census 1990 Cers@000 ---------- Pooled
Post (=1) -0.45 -0.31 -0.42 -0.96 -0.84 -0.99 -0.68
(0.12)** (0.12)** (0.11)** (0.11)** (0.12)**  (0.13)*** (0.09)***
Metropolitan 1.57 1.35 0.74 0.85 1.09
(=1)
(0.11)%*  (0.14)** (0.12)%*  (0.12)** (0.09)** *
Indiana (=1) -1.39 -1.00 -1.31
(0.11)% (0.12)%*  (0.08)***
Ohio (=1) 0.07 0.41 0.24
(0.16) (0.15)¥*  (0.11)**
Yr. 2000 (=1) -0.02
(0.08)
Constant 8.81 7.75 8.17 9.04 8.62 8.58 8.41
(0.09)** (0.10)** (0.15)** (0.10)*** (0.12)**  (0.12)*** (0.11)***
Observations 1760 1760 1760 1770 1770 1770 3530
R-squared 0.01 0.09 0.13 0.04 0.06 0.07 0.10

Note: Author’s estimates using Census data souiroed Ruggles et al. (2004). The dependent variable,
Edug is years of completed education based on Patl©84) code. The omitted state is Pennsylvania.
Cohorts born between 1956 and 1959 are includéeisample. Exempted cohorts were born in 1958 and
1959. Robust standard errors reported in parergh&8ep<0.01, ** p<0.05, * p<0.1
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Table 2.8:  Amish Male Cohort Differences in Log Hourly Earnings

1) (2) 3) (4) (5) (6) (7)
---------- Census 1990 Cers2000 ---------- Pooled
Post (=1) -0.22 -0.23 -0.30 -0.35 -0.34 -0.34 -0.29
(0.05)*** (0.05)*** (0.05)*** (0.04)*** (0.05)***  (0.05)*** (0.03)***
Metropolitan 0.23 0.22 0.21 -0.02 -0.01 -0.02 0.13
(=1)
(0.05)***  (0.05)*** (0.05)*** (0.04) (0.04) (0.04) (0.03)***
Married (=1) 0.21 0.30 0.03 -0.03 0.18
(0.06)***  (0.05)*** (0.05) (0.05) (0.04)**=*
Exp. -0.01 0.19
(0.07) (0.12)
Exp. squared -0.00 -0.00
(0.00) (0.00)
Indiana (=1) 0.24 0.28 0.38 0.29
(0.07)*** (0.07)*** (0.04)***  (0.05)***
Ohio (=1) -0.08 -0.10 0.45 0.17
(0.05) (0.06) (0.06)* (0.05)*** (0.05)*** (0.05)** (0.04)***
Yr. 2000 (=1) 0.33
(0.03)***
Constant 2.20 2.04 2.69 2.57 2.54 -0.14 2.08
(0.05)*** (0.07)*** (0.58)*** (0.04)*** (0.07)***  (1.61) (0.05)***
Observations 1650 1650 1650 1172 1172 1172 2822
R-squared 0.04 0.04 0.07 0.12 0.12 0.12 0.07

Note: Author’s estimates using Census data souiroed Ruggles et al. (2004). The dependent variable,
Log(Earnings) is the log hourly wage salary and business anfacome. Self employed individuals with
non-positive earnings are excluded from the sanipiperience= Age— Educ— 6. The omitted state is
Pennsylvania. Cohorts born between 1956 and 1959natuded in the sample. Exempted cohorts were
born in 1958 and 1959. Robust standard errors regham parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 2.9:  Amish Female Cohort Differences in Fertility — Census 1990

1) 2 3 4) ®) (6)
Post (=1) 0.35 0.34 0.16 0.79 0.90 0.87
(0.12)»*  (0.12)**  (0.10) (0.20)**  (0.17)**  (0.13)***
Metropolitan (=1) -0.35 -0.30 -0.35 -0.18 -0.37
(0.14)* (0.11)»*  (0.11)***  (0.09)* (0.07)***
Married (=1) 3.45 3.45 3.42 3.80
(0.09)***  (0.09)***  (0.07)***  (0.05)***
Age (scaled) 0.36 0.45 0.49
(0.10)***  (0.08)***  (0.04)***
Post X Age -0.10 -0.30
(0.10) (0.04)***
Indiana (=1) 0.71 0.57 0.30 0.33 0.30 0.34
(0.15)**  (0.16)***  (0.12)** (0.12)***  (0.10)***  ( 0.08)***
Ohio (=1) 0.53 0.34 -0.25 -0.28 -0.16 -0.30
(0.17)**  (0.18)* (0.16) (0.16)* (0.13) (0.08)***
Constant 2.97 3.26 0.67 0.21 0.01 -0.21
(0.09)***  (0.14)***  (0.12)***  (0.15) (0.17) (0.123%
Observations 1760 1760 1760 1760 2561 4268
R-squared 0.02 0.02 0.32 0.33 0.32 0.43

Note: Author’'s estimates using Census 1990 datacedufrom Ruggles et al. (2004). The dependent
variable, Chborn is the number of children ever born to a womahe Dmitted state is Pennsylvania.
Columns (1) to (4) use cohorts born between 19561859 as the sample; column (5) uses cohorts born
between 1955 and 1960 as the sample; and columusé®) cohorts born between 1953 and 1962 as the
sample. The variable age is scaled to zero fowiddals aged 32 years old (born in 1958). Exempted
cohorts were born in 1958 and after. Robust stahd@arors reported in parentheses. *** p<0.01, **

p<0.05, * p<0.1
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Table 2.10: Non-Amish Male Cohort Differences in Log Hourly Earnings

1) (2) 3) (4) (5) (6) (7)
---------- Census 1990 ---------- ---------- Cers@000 ---------- Pooled
Post (=1) -0.05 -0.04 -0.18 -0.01 -0.01 -0.20 -0.02
(0.001J" (0.001" (0.001)"  (0.002" (0.002)" (0.002J"  (0.001j"
Metro. (=1) 0.14 0.16 0.10 0.17 0.18 0.10 0.17
(0.002§"  (0.002)" (0.002)"  (0.002" (0.002)" (0.002)"  (0.001j"
Married (=1) 0.28 0.26 0.32 0.26 0.30
(0.002)"  (0.001)" (0.002)" (0.002)"  (0.001}"
Exp. -0.15 -0.31
(0.002)" (0.003)"
Exp. Sq. 0.003 0.005
(0.0001)" (0.0001Y"
Indiana (=1) | -0.03 -0.03 -0.02 0.01 0.01 0.02 -0.01
(0.002§"  (0.002)" (0.002)"  (0.002" (0.002)" (0.002)"  (0.001j"
Ohio (=1) -0.02 -0.03 -0.02 -0.004 0.001 -0.002 010.
(0.002§"  (0.002)" (0.001)"  (0.002) (0.002)  (0.002) (0.001)
Yr. 2000 (=1) 0.43
(0.001Y"
Constant 2.33 211 3.74 2.71 2.46 7.43 2.07
(0.002)" (0.002)" (0.013)"  (0.002)" (0.002)" (0.038)"  (0.002§"
Observations | 843,102 843,102 843,102 839,652  839,65839,652 1,682,754
R-squared 0.011 0.053 0.123 0.010 0.052 0.154 0.146

Note: Author’s estimates using Census data souiroed Ruggles et al. (2004). The dependent variable,
Log(Earnings) is the log hourly wage salary and business anfacome. Self employed individuals with
non-positive earnings are excluded from the sanipiperience= Age— Educ— 6. The omitted state is
Pennsylvania. Cohorts born between 1956 and 1989natuded in the sample. Robust standard errors
reported in parentheses. *** p<0.01, ** p<0.05,<(}1



101

Table 2.11: Non-Amish Female Cohort Differences in Fertility - Censs 1990
1) (2 3 (4) ®) (6)
Post (=1) -0.13 -0.13 -0.12 0.03 0.001 0.01
(0.003)**  (0.003)***  (0.003)***  (0.006)*** (0.004) (0.003)**
Metropolitan (=1) -0.23 -0.16 -0.16 -0.16 -0.17
(0.003)***  (0.003)***  (0.003)***  (0.002)*** (0.002)***
Married (=1) 0.70 0.70 0.68 0.66
(0.003)**  (0.003)***  (0.002)***  (0.002)***
Age (scaled) 0.07 0.05 0.05
(0.003)***  (0.002)***  (0.001)***
Post x Age 0.01 0.04
(0.003)***  (0.001)***
Indiana (=1) 0.21 0.17 0.16 0.16 0.16 0.14
(0.004)**  (0.004)***  (0.004)***  (0.003)*** (0.003)*** (0.002)***
Ohio (=1) 0.15 0.14 0.13 0.13 0.12 0.11
(0.003)**  (0.003)***  (0.003)***  (0.003)*** (0.002)*** (0.002)***
Constant 1.60 1.78 1.25 1.14 1.19 1.23
(0.002)**  (0.003)***  (0.004)***  (0.005)*** (0.005)*** (0.003)***
Observations 950,976 950,976 950,976 950,976 11883, 2,315,262
R-squared 0.01 0.01 0.08 0.08 0.08 0.09

Note: Author’s estimates using Census data souiroed Ruggles et al. (2004). The dependent variable,
Chborn is the number of children ever born to a womame ©mitted state is Pennsylvania. Cohorts born
between 1956 and 1959 are included in the sample.control group is non-Amish white individuals who
were native born. Robust standard errors repontgaiientheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 2.12:  Dif-in-Diff Estimates of Exemption on Earnings and Fertily

(1) (2) ) (4) (5) (6)
Log Hourly Earnings Fertility
---- Census 1990 ---- ---- Census 2000 ---- Pooled Census 1990
Amish x Post (=1) | -0.17 -0.20 -0.34 -0.34 -0.27 80.2
(0.05)***  (0.05)***  (0.04)***  (0.05)***  (0.03)*** (0.10)***
Post (=1) -0.05 -0.04 -0.01 -0.01 -0.02 -0.12
(0.00)***  (0.00)***  (0.00)***  (0.00)***  (0.00)*** (0.00)***
Amish (=1) -0.12 -0.07 -0.13 0.08 0.01 -0.58
(0.05)** (0.07) (0.04)***  (0.07) (0.05) (0.12)***
Metropolitan (=1) | 0.14 0.16 0.17 0.18 0.17 -0.16
(0.00)***  (0.00)***  (0.00)***  (0.00)***  (0.00)*** (0.00)***
Amish x Metro 0.09 0.06 -0.19 -0.19 -0.04 -0.14
(0.05)* (0.05) (0.04)**  (0.04)***  (0.03) (0.11)
Married (=1) 0.28 0.32 0.30 0.70
(0.00)*** (0.00)***  (0.00)***  (0.00)***
Amish x Married -0.07 -0.29 -0.13 2.75
(0.06) (0.05)***  (0.04)***  (0.09)***
Indiana (=1) -0.03 -0.03 0.01 0.01 -0.01 0.16
(0.00)***  (0.00)***  (0.00)***  (0.00)***  (0.00)*** (0.00)***
Amish x Indiana 0.29 0.27 0.38 0.37 0.30 0.14
(0.07)***  (0.07)***  (0.04)***  (0.04)***  (0.05)*** (0.12)
Ohio (=1) -0.02 -0.03 -0.00 0.00 -0.01 0.13
(0.00)***  (0.00)***  (0.00)** (0.00) (0.00)***  (0.00)***
Amish x Ohio -0.04 -0.06 0.44 0.43 0.18 -0.38
(0.05) (0.06) (0.05)***  (0.05)***  (0.04)***  (0.16%*
Yr. 2000 (=1) 0.43
(0.00)***
Amish x Yr. 2000 -0.10
(0.03)***
Observations 844,752 844,752 840,824 840,824 /B85, 952,736
R-squared 0.01 0.05 0.01 0.05 0.15 0.08

Note: Author’s estimates using Census data souroad Ruggles et al. (2004). The dependent varigble
Log(Earnings)for estimating the returns to education &@ftbornfor estimating the effect of education on
fertility, respectively. The omitted state is Peylmania. All specifications include an interceptne
Cohorts born between 1956 and 1959 are includetieénsample. Self employed individuals with non-
positive earnings are excluded from the earninggp$éa The control group is non-Amish white indivédsl
who were native born. Robust standard errors redant parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 2.13: The Implied Returns to Education and Effect of Education on Fality

1) (2) 3) (4) (5) (6)
Log Hourly Earnings Fertility
---- Census 1990 ---- ---- Census 2000 ---- Pooled Census 1990
Educ (years) 0.18 0.23 0.52 0.32 0.30 -0.91
(0.05)***  (0.06)***  (0.14)***  (0.06)***  (0.05)*** (0.43)**
Post (=1) -0.03 -0.02 0.01 0.00 -0.01 -0.17
(0.01)***  (0.01)*** (0.00) (0.00) (0.00)** (0.02)**
Amish (=1) 0.48 0.35 1.74 0.28 0.43 -3.71
(0.19)** (0.13)***  (0.56)***  (0.13)** (0.20)*** (1 .55)**
Metropolitan (=1) 0.01 -0.01 -0.21 -0.06 -0.05 0.40
(0.04) (0.04) (0.10)** (0.05) (0.03) (0.26)
Amish x Metro 0.20 0.18 0.29 0.16 0.17 0.52
(0.07)***  (0.07)** (0.14)* (0.08)* (0.05)***  (0.35)
Married (=1) 0.20 0.12 0.16 1.03
(0.02)*** (0.04)***  (0.02)***  (0.15)***
Amish x Married 0.38 0.73 0.60 1.30
(0.15)*** (0.20)***  (0.12)***  (0.73)*
State x Amish F.E. Yes Yes Yes Yes Yes Yes
Census x Amish F.E.| - - - - Yes -
First-Stage F Stat
Amish observations 1650 1650 1172 1172 2822 1760
Observations 844,752 844,752 840,824 840,824 /B85, 952,736
R-squared -0.01 -0.13 -1.50 -0.28 -0.16 -1.56

Note: Author’s estimates using Census data souroea Ruggles et al. (2004). The dependent variable
Log(Earnings)for estimating the returns to education &ttbornfor estimating the effect of education on
fertility, respectively. The omitted state is Peylmania. All specifications include an interceptmne
Cohorts born between 1956 and 1959 are includedeirsample. The control group is non-Amish white
individuals who were native born. The instrumentliable forEducis (Amishx Pos), implying that the
effect of the exemption on log hourly earnings extifity is channeled through education. Robushd#ad
errors reported in parentheses. *** p<0.01, ** B3&).* p<0.1
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Table 2.14: OLS Returns to Education and Effect of Education on Fertilit

1) 2) (3) 4) ®) (6) ) (8)
Log Hourly Earnings -----------==-===-===--  ——et Fertility -----

-- Census 1990 -- -- Census 2000 -- -- Pooled @ens -- Census 1990 --
Educ. 0.02 0.04 0.05 0.05 0.04 0.04 -0.15 -0.2¢.

(0.003)" (0.003)" (0.005y" (0.005)" (0.003)" (0.003)" (0.01)" (0.01)"
Metro. -0.002 0.02 0.19 0.19 0.09 0.10 -0.13 -0.1¢

(0.02) (0.02) (0.02)  (0.02)" (0.0 (0.01)"  (0.05)" (0.04)"
Married | 0.43 0.19 0.22 0.20 0.38 0.20 3.48 2.41

(0.02)"  (0.02)"  (0.03)"  (0.03)" (0.02)"  (0.02)"  (0.04)" (0.04}"
St. FE. Yes Yes Yes Yes Yes Yes Yes Yes
Yr.FE. | - - - - Yes Yes - -
Exp - Yes - Yes - Yes - -
Exp.sq.| - Yes - Yes - Yes - -
Age - - - - - - - Yes
Agesq. | - - - - - - - Yes
Obs. 11376 11376 8046 8046 19422 19422 12495 12495
R-sqg. 0.06 0.09 0.07 0.08 0.10 0.12 0.30 0.49

Note: Author’s estimates using Census data souroad Ruggles et al. (2004). The dependent varigble
Log(Earnings)for estimating the returns to education @ftbornfor estimating the effect of education on
fertility, respectively. The omitted state is Peylmania. Amish aged 20 to 50 are included in thaa.
Robust standard errors reported in parenthese<®:01, ** p<0.05, * p<0.1
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CHAPTER 3

THE IMPACT OF IMMIGRATION ON NATIVE FERTILITY

Abstract

The interaction between immigration and nativeilfgrthas been overlooked in
the literature. Previous research shows that imatign affects wages, income, and the
cost of child rearing, while standard fertility nedpredicts that changes in wages,
income, and the cost of child rearing would affiectility. Using the cross-state variation
in the total fertility rates of native-born Americavomen and the share of immigrants in
the population between 1970 and 2005, this papgena&es that for every one percentage
point increase in the share of immigrants in thpypation, native total fertility rate is
predicted to increase by roughly 0.01 children. Tlegative effect of immigration on
wages is the most likely explanation, because éndify of less educated women and

women who resided in their states of birth is naffgcted.
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3.1 Introduction

The large number of immigrants coming from Latin éman countries has been
offered as an explanation for the low old-age ddpeny ratio and the high fertility rates
in the United States, as these immigrants increasking age population and new births
(Caldwell and Schindlmayr 2003). Given the advaffects that an aging and shrinking
population may have on an economy, especiallymisact on the solvency of the “pay as
you go” social security system, some have advocdatsthg or maintaining the level of
immigration as a partial solution. Since immigrarftux affects wages and prices, and
fertility behavior is also responsive to wage amite changes, it is possible that
immigration has an indirect effect on native féstilWe may miss an important feedback
effect of higher immigration on native populationowth if the interaction between
immigrants and native fertility is not taken intonsideration.

The argument that links native births to immigratioan be dated back to
Walker's (1891) controversial hypothesis that imraigs led to the substitution of
foreign born for native born and kept native popalagrowth in place. Given Becker’s
(1991) theory that ties rising wages and the co$tshild rearing to falling fertility,
immigrant influx may influence native fertility batior through its effects on income
and prices. However, the sign of the effect of igmation on native fertility can be
ambiguous, because the empirical evidence of tfeetefof immigration on prices and
wages is quite mixed and the effect of wages ammkepron fertility is also difficult to
sign.

It has been shown that the large increase in lalledkimmigrants in the labor

force over the past few decades has lowered theesvagrned by low-skilled native
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workers (Altonji and Card 1991; Borjas 1987, 2000804; Borjas, Freeman, and Katz
1996, 1997; Card 1990, 2001, 2006). A fall in wagesy increase fertility as it lowers
the time cost of child rearing, but it may also r@ase fertility as household income
shrinks. Yet, there is also evidence that the es@eein immigrants leads to an increase
the average wages of native-born workers (Ottaviamd Peri 2006, 2008). Similarly,
low-skilled immigration leads to lower prices ofusghold services (Cortés 2008) and
lower wages that private household workers earrafi@éhusapkul 2004), but the overall
immigrant influx also increases housing and reptales across U.S. cities (Saiz 2003,
2006). Lower prices of goods and services may lawercost of child rearing, but the
higher cost of housing and rental prices meanrtiaing children becomes more costly.
It is also possible that lower prices of houselsa@vices induce women to increase labor
supply, rather than fertility. Thus, the directiohthe effect of immigration on native
fertility is not as clear as Walker’s (1891) claamnd it needs to be assessed empirically.
A number of studies used simple cross-city, créggesor time series analyses to
examine the relationship between immigration antiveadirths in the late 19th century
and early 20th century United States (Walker 1896tdenweiser 1912; Rollins 1930;
Yasuba 1962; and Shergold 1974). Because the vedwasnigration in the past 40 to 50
years, the roles of women, as well as the U.S. muogrdiffered considerably to those in
the late 19th century and early 20th century, tlderofindings are unlikely applicable to
the modern U.S. economy. More importantly, becausenigrants consider the
economics and living conditions of their destinaticand may time their immigration
decision accordingly, findings based on simple si@ectional or time series regressions

are likely suffer from endogeneity bias and setecbias.



111

Using data from the U.S. Censuses and American GomynSurvey (ACS), this
paper exploits the cross-state variations in tked fertility rates of native-born American
women and the share of immigrants in the populabetween 1970 and 2005 to
investigate the impact of immigration on nativetifgy. First, | show in Ordinary Least
Squares (OLS) regressions that places with higharesof immigrants in the population
also tend to have lower native total fertility raidis is consistent with Walker’'s (1896)
observation in the late 19th century. However, gishe fixed effects (FE) model (with
state and time fixed effects), | show that greatere of immigrants in the population
predicts higher native fertility rates. The diffeteesults suggest that timing and location
of immigration decision can bias simple cross-s&eti or time series estimates.

Since immigrants may be attracted to places withdr level of wage rates or
lower growth in the costs of child rearing, the age or positive relationship may
reflect immigrants’ location choice. To addressstform of bias, | exploit the social
network of immigrants to implement an instrumentatiable (IV) estimation strategy
introduced by Card (2001). Specifically, the inetental variable for the share of
immigrants in the population is constructed by gusig the total number of immigrants
from different countries in the U.S. based on timestorical distribution across different
states in 1960 as the weights to impute the shHaramigrants in the population in each
state of each period. This IV strategy allows usdentify the exogenous increase in
immigrants in each state and hence their causattedh native fertility.

In contrast to Walker's (1891) hypothesis that imration lowers native-born
fertility, the IV estimates show that the increaseunigration during 1970 to 2005

actually increased fertility of native-born womeRor every one percentage point
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increase in the share of immigrants in the poputatnative total fertility rate is predicted
to increase by roughly 0.01 children. | also estarthe effects of immigration on native
fertility for different groups of native-born womeitihe effect is particularly strong for
high-school educated women and white women, lesfrstow-educated, but not for
black women, Hispanic women, and women with sonkege degree. The results are
fairly robust to restricting the samples of womemowesided in their states of births and
to potential outlier observations. Given that ksrtb low and middle educated women are
most responsive to increased immigration, and titeag effects of immigration on births
to women who did not move from their states ofHsirsuggest that the negative effect of
immigration on wages may most likely be the expl@mma The positive effect of
immigration on native fertility may provide an eaphtion for Camarota’s (2005) and
Frejka’s (2004) observation that fertility ratesnagn high in the United States even after
excluding births to immigrants and Hispanic Amenga

The rest of the paper is organized as follows. i&ecB.2 presents a simple
fertility model to highlight the mechanisms througthich immigrant influx may affect
native fertility. Section 3.3 describes the datact®n 3.4 presents the empirical
methodology. Section 3.5 reports the results. 8ec8.6 discusses the potential

mechanisms explaining the observed effects. Se8tibroncludes.

3.2 A Simple Model of Fertility Choice
In this section, | present a simple economic maddlighlight how the influx of

immigrants may affect native fertility and why tleéfects of immigration on native
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fertility can be difficult to sign. Consider a fagpnmaximizing a joint utility function for

two adults and children:

maxU C ,f
2+ f

whereC is consumption, so tha(t/(2+ f) is consumption per family member, ahis

the number of children.
The family is subject to a budget constraint whetal time availableT, can be

spent in either labor market), leisure ), or raising childrenAf :
T=H+L+Af

Income earned through labor market activities ¢@n spent on household

consumption:
pC=wH =wW(T - L - Af ),
wherep is unit price of consumption. The family has aickaverH andf.

Immigrants can affect the budget constraint in enlner of ways. Letm measure
the share of immigrants in the population. Firstaading to the studies on the effects of
immigration on pricean will affect the prices of goods and servicpsdnd the time cost
of child rearing {). For example, according to Cortés’s (2008) anagnédmusapkul’s
(2004) findings, low-skilled immigration keepsand4 as low-skilled immigrants lower
prices of food and household services. On the dtlaed, increased immigration may
also increase andZ as immigrant influx leads to a greater demandalbigoods and
services and pushes up prices of housing and reateing. Thus, it is difficult to sign

dp/ém andoi/om.
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Second, immigrants can also influence the housé&hbletget constraint through
their effect on wages. It is also unclear whetlher é¢ffect of immigrationnf) on wages
(w) is positive or negative. For example, Borjas (498003, 2004) and Card (1990,
2001, 2006) show that low-skilled immigration damgehe wages of native-skilled
native workers, but Ottaviano and Peri (2008) shizat the effect of immigration on the
average wages of native-workers is positive in [treg run. Similarly, Lopez (2003)
finds a positive effect of high-skilled immigraticon high-skilled native workers, but
Borjas (2005) reports a negative effect of highHks#tiimmigration on high-skilled native
workers.

Solving for the optimal choice of hours and fetyilyields a standard labor supply

equation and a derived demand for children:

(54

Assuming that children are normal good, we wouldoeex of /d(4/p)>0, but
6f/8(w/ p) has an ambiguous sign as it depends on the mlasire of the income and

substitution effects. Studies, such as those byTig (1973), Willis (1973), Schultz
(1985), and Heckman and Walker (1990), have shdwh the number of children is
negatively related to the wage rate or other measof the value of time of women, but
positively related to male earningsLindo (2010) shows that a negative income shock
due to a husband’s job displacement predicts areudiite rise in a woman'’s fertility, but
an eventual reduction in her fertility. Hence, & unclear whether higher wages

necessarily imply lower fertility or higher fertii.

%3 See Butz and Ward (1979) and Macunovich (1995lisrussions on the counter-cyclicality of ferilit
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Since the effects of immigration on prices and vgagied the effect of wages on
fertility are theoretically ambiguous to determine,remains an empirical question

whether higher immigration leads to an increasa @decrease in native fertility.

3.3  Data Description

This paper draws Census 1970, 1980, 1990, and @atz0and ACS 2005 data
from the Integrated Public Use Microdata Series W) to study the relationship
between immigration and native fertility across fiites and the District of Columbia
during the period 1970 to 2005. Following the diglon commonly used in the
literature, a native is referred to as a persomborthe United States or abroad of
American parents, while an immigrant is definedagserson who is a naturalized citizen

or non-US citizen. Summary statistics of all vakes used are reported in Table 3.1.

3.3.1 Fertility Data

The total fertility rate of native-born women agEsito 49 is used as the measure
of native fertility in this study. The total feity rate is best interpreted as the expected
number of births to a woman during her child begagears. It is a reasonable measure of
fertility especially for fertility comparison becsel it is standardized for differences in
age distributions. However, because the natalitpldese does not report birthplaces of
women giving births, | cannot link births to natikgern women. Instead, | use children
aged 0 residing with their mothers reported indéesuses and ACS as a proxy for births
to compute total fertility rates. Infant mortalind living arrangement of mothers and

infants mean that there is likely a measuremenorem the total fertility rate.
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Nevertheless, since the measurement error is imépendent variable, as long as it is
random, it will not bias the estimated effect ofgration on native fertility.

Table 3.2 shows the total fertility rates of natb@n American women age 15-49
for the 50 states and the District of Columbia lestav 1970 and 2005. We can see that
the total fertility rates vary across states andrdime. Most states did not experience a
steady decline or increase in total fertility ratkesing the sampled period. Utah has had
the highest average total native fertility ratesl &ime District of Columbia has had the

lowest average total native fertility rates durthg sampled period.

3.3.2 Immigration Data
The regressor of interest is the share of immigramtthe population. Table 3.3

reports the share of immigrants in the populatigrstate and the District of Columbia
between 1970 and 2005. California, New York, atdvkii tend to have the largest share
of immigrants in the population, while West Virganand Mississippi have the smallest
share of immigrants in the population. Table 3.dvahthe 10 most common birthplaces
of foreign-born individuals between 1960 and 200&port the common birthplaces of
foreign-born individuals in 1960 because the insiuntal variable relies on the 1960
distribution of immigrants from different nationaé&ross the U.S. In 1960 and 1970,
immigrants tend to come from European countriegja@a, and Mexico. Since 1980,
Mexico, Latin-American countries, and Asian courdrieave become the major

immigrant source countries for the U.S.

3.4  Empirical Methodology
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3.4.1 Basic Empirical Model

| estimate the effect of immigration on the TFRIwé following groups of native-
born women: (1) all women; (2) white women; (3)diavomen; (4) Hispanic women,;
(5) women with some college education (high edubat®) women with a high school
diploma (middle educated); and (7) women having tban 12 years of education (low
educated). The empirical model takes the folloviorogn:

TFRjt =a;+ o, +,6’(ij )+ Uy,

where TFR, is the total fertility rates of native-born womessiding in stat¢ at timet;
a; denotes a set of state fixed effeats;denotes a set of time effects, is the share of

immigrants in the population in stgtat timet; and u,, is the error term. The time fixed

effect will remove the aggregate shock to totatilfgr rates and immigration at time
and the state fixed effects will remove time ingatistate-specific unobserved influences
of fertility and immigration.

The FE model will provide a consistent estimate té causal effect of
immigration on fertility,s, if the share of immigrants in the population & norrelated
with the state-specific time varying unobserveduefces of native fertility. However, it
is difficult to rule out the possibility that chaeg in local economic condition
simultaneously influence immigrant influx and thertility decision of native-born
women. Therefore, we need an instrumental varigbigegy to remove this form of
endogeneity bias and to identify the causal refati@etween immigration and native

fertility.
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3.4.2 Instrumental Variable

Following Card and DiNardo’s (2000) and Card’s (2D8pproach, | construct an
instrumental variable for the share of immigrantsthe population by exploiting the
tendency of immigrants to reside in places withlvesitablished immigrant networks
from the same region or country. Since the so@alvark of immigrants in a city and the
concentration of early immigrants from the samentgugreatly influence immigrants’
location choice, this instrumental variable willvkaa strong predictive power (Bartel
1989, Munshi 2003).

The instrumental variable approach employed hdoeatkes the total number of
immigrants by nationalities according to their brgtal distribution across states to form
an imputed number of immigrants by states. Spedificl use the share of each foreign-
born group of the total number of that foreign-bgroup in stat¢ in 1960 as the weight
to assign the total number of that immigrant graupyeart in the whole United States

and sum up the weighted number of immigrant grofipbhe imputed number of

immigrants,Z i+ can be expressed as:
th = Zk¢kj,1960' My,
where ¢, 45, IS the share of immigrants from country or reglomcluded residing in

statej in 1960% and M, is the total number of immigrants from countryregionk in

timet. k includes 54 countries or regions of foreign billges reported in the 1% public

¥ Census 1960 does not separately identify foreim-lzitizens, native-born citizens, and citizensnbo

abroad to American parents. Therefore, all forddgm individuals are treated as immigrants in cotimgu

the historical distribution of immigrants.

* That IS, g, 1060 = M
j,1960

kj ,1960/ M k,1960
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use micro-sample of Census 198 hen, the imputed number of immigrants in sfate
time t is divided by the number of persons in stateme t to obtain the instrumental
variable for the share of immigrants in the popalat

The instrument will predict the share of immigramtshe population if there is
large number of immigrants from a country in 196@ttract the location choice of future
immigrants. Furthermore, for the instrument tossgtthe exogeneity condition, we need:
(1) the distribution of immigrants in 1960 in easfiate to not directly affect the future
native fertility in the state, and; (2) the natibmamigrant stocks to be exogenous to the

local economic conditions of immigrant statés.

3.5 Empirical Results
3.5.1 OLS, FE, and IV Estimates: All Native-born Women

Table 3.5 presents the Ordinary Least Squares (Oix@d effects (FE), and
instrumental variable (IV) estimates of the effeétimmigration on native fertility.
Column (1) and (2) report the pooled OLS estimatied demonstrate Walter's (1891)
argument that higher immigration leads to lowenvaatertility. The inverse relationship
may simply indicate that immigrants are more likiglyocate into more urbanized places,
where native fertility is also low.

Column (3) shows that the inverse relationship leetwimmigration and native

fertility remains strong in the FE model where tifned effects are excluded. However,

* The countries or regions selected are based owaitigble BPL in the IPUMS. The full list of countr
and region names is available at http://usa.ipurg&isa-action/codes.do?mnemonic=BPL

" We can relax the second assumption by using tleigied total national inflows of immigrants from
various sending economies on the basis of a regree§total national inflows of immigrants agairsset

of country-specific variables that affect emigratibut are exogenous to changes in US city-specific
amenities. Saiz (2006) shows that the resultsianiéas whether or not one uses this alternativerapph.
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once a set of time fixed effects are included i@ BE model to account for aggregate
time shock to immigration and native fertility, higr immigration is predicted to increase
native total fertility rates (Column 4). For eveoype percentage point increase in the
share of immigrants in the population, the natotaltfertility rate is predicted to increase
by 0.016 children. Given that the national averagéive total fertility rate is 1.72
children in 2005, the effect size is approximatey.

Column (5) presents the IV estimates. The firstisstpartial F of 11.5 indicates
that the instrumental variable is strong. The sdestage IV results show that for a one
percentage point increase in the share of immigranthe population, the native total
fertility rate will increase by roughly 0.01 chikehr. This effect size is approximately
0.5% of the national average total fertility rate2005. The IV estimate is smaller than
the FE estimate reported in column (4), perhapsisse immigrants are drawn to places

in which the costs of living and child rearing awa growing fast.

3.5.2 FE and IV Estimates: White, Black, and Hispanic Women

Table 3.6 shows the estimated effects of immigrabn the fertility of different
native-born racial groups. The estimates indida#® greater immigration leads to higher
fertility among white and black women, but not Hisgc women. According to the IV
estimates, for every one percentage point incréagbe share of immigrants in the
population, white native fertility is expected twrease by 0.02 children and black native
fertility is expected to increase by 0.03 childr&éhese are equivalent to a 1.1% increase

and a 1.6% increase from the mean total fertibties, respectively. However, the large
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effect size for black women is not precisely esteada Therefore, the evidence only

suggests that immigration tends to increase botmative-born white women.

3.5.3 FE and IV Estimates: High, Middle, and Low Educated Women

Table 3.7 reports the estimated effect of immigraton the total fertility rate of
native-born women by educational attainment. The$timates show that the fertility of
low educated and middle educated women tend to bee mesponsive to increased
immigration than the fertility of high educated wemdoes. For every one percentage
point increase in the share of immigrants in thpypation, the fertility of low educated
women is expected to increase by 0.021 childrenfdtftility of middle educated women
is expected to increase by 0.015 children, andfehdity of high educated women is
expected to increase by 0.007 children. Nonethetady the effect of immigration on

the fertility of middle educated women is precisesfimated.

3.6  Some Robustness Checks
3.6.1 Native Mobility

It is possible that native-born women are drivert tw states with fewer
immigrants to avoid labor market competition andtsoof child rearing, leading to
selection bias in the estimated effect of immignatn native fertility.

The empirical findings regarding the mobility respe of natives to the inflow of
immigrants are mixed. Earlier studies, such asehwmg Frey (1995, 1996) showed a
positive relation between immigrant inflows andivaatoutflows in metropolitan areas.

Borjas, Freeman, and Katz (1996) show that thetnegeffects of immigration on native
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labor market outcomes increase in magnitude whemgéographical area used as the unit
of observation expands. Presumably, native outatign tends to undo the labor supply
shocks observed at the local labor market. On therdand, Card (2001, 2006) and Card
and DiNardo (2000) show that immigrants increasel@ibor force size proportionately,
suggesting little labor-market native flight. Siarlly, Saiz’s (2003, 2006) findings on the
rise in housing and rental prices with higher immaigpn also do not support for the
native flight hypothesis.

The use of state-level data in this paper, follantine argument made in Borjas et
al. (1996), should avoid the bias in estimates @asml with cross-city within-state
native flight. To further test whether estimates sensitive to potential cross-state native
flight, I limit the analysis to native-born womerhwresided in their states of birth. Table
3.8 reports the IV estimates using total fertiligtes of non-movers of various native-
born groups as the dependent variable. Columngpigrts the IV estimate using the
sample of all native-born non-movers. The estinmtaore significant and positive than
the sample that includes women that moved. IV egts for white women, black
women, Hispanic women, low educated women, middlecated women, and high
educated women are reported in columns (2), (3),(%, (6), and (7), respectively. All
of the estimates are more positive than those preden previous sections. This means
native mobility tends to reduce the observed edfettimmigration on native fertility.
Thus, ignoring native mobility provides a lower bduon the positive effect of

immigration on native fertility.

3.6.2 Excluding Potential Outliers
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There may be a concern that the results presentprevious sections are driven
by potential outliers. To assess whether estimatessenstive to potential outliers,
Figures 3.1 to 3.7 plot the instrumental varialggression residuals of total fertility rate
against the share of immigrants after conditionomgyear and state fixed effects for
various groups of native-born women. A number aetest appear to produce potential
outlier observations in various years. Table ¥8lstate-year observations with TFR or
the (predicted) share of immigrants after condiiignon a set of state and year fixed
effects that are 2 standard deviations above tmeian and are dropped as potential
outliers. IV estimates using samples that exclidsé potential outlier observations are
reported in Table 3.10. It appears that the sizksagnificance of the IV estimates for all
native-born women, white women, middle educated mmnand low educated women
remain similar to those presented in previous sestiThus, the results are fairly robust

to potential outliers.

3.7 Discussion of the Effects and Channels

| estimated positive effects of increased immignaton fertility of native-born
white women and women without any college educatlmrt no significant effect of
increased immigration on high educated women argpatiic women. The estimated
effect of immigration on native-born black womenpissitive but appears noisier as the
size of the coefficient varies considerably depegdin the sample used.

The lack of effect on high-educated women, who tentbenefit from lowered
prices of household services, suggests that lowee$ of household services are

unlikely an explanation for the fertility responsehis explanation is consistent with
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Cortés and Tessada’s (2009) finding that lowergsriof household services due to low-
skilled immigration allows highly educated women itacrease their work hours.
Similarly, the strong positive fertility responsé less-educated women to increased
immigration implies that higher prices of rentaulong due to immigrant influx is likely
not a reason for the observed positive relationdfepveen immigration and native
fertility. The positive effects of immigration onomen without any college education
and black women suggest that the effect of immigmabn wages is more likely the
mechanism underlying the relationship between imatign and fertility. Moreover, the
wage effect as an explanation is also consisteth wie strong positive effect of
immigration on women who resided in their statebigh, because they absorb the labor
market impact of immigrants. This explanation regsiithat the substitution effect of
wages on fertility is greater than the income dffet wages on fertility. Increased
immigration dampens the wages of these women, lagiéneir opportunity cost of child

rearing and leading to increased fertility.

3.8  Conclusion

This paper investigates the causal link betweenigration and native fertility.
Specifically, | argue that increased immigrationymeluence native fertility through its
effects on prices and wages that native-born wofaer. Because it is theoretically
ambiguous whether increased immigration leads ¢gbéri or lower native fertility, the
relationship needs to be examined empirically.

| employ Census and American Community Survey bataeen 1970 and 2005

to assess whether changes in immigration influehesmges in native fertility. | find that
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immigration leads to higher overall native feryiland the positive effect is strong among
women with low and middle educational attainmerd ahite women. The estimates are
stronger when restricting to the sample of non-mgvndividuals. The estimated effect
of immigration on black women is also positive daudje, but it is noisier and somewhat
sensitive to the sample used. The estimated effeanmigration on highly educated
women and Hispanic women is statistically insigrafit and small in magnitude.

Some possible explanations for the effect of inratign on native fertility are
discussed. The most likely channel through whichigration affects native fertility is
through wages, given that the fertility of less eated women and women who resided in

their states of birth is most responsive to incedasmigration.
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Table 3.1: Descriptive Statistics
Variable Obs. Weight Mean Std. Dev. Min Max
All Native-Born
Total Fertility Rate 255 277455052 1.776614  06%10 1.084404 3.3049
Immigrant share 255 277455052 0.081976 0.068500040933 0.272994
Instrumental variable 255 277455052 0.076629 4¥0% 0.003129 0.679427
Female pop. (15-49) 255 277455052 2186932 152120267800 5790964
White
Total Fertility Rate 255 217664525 1.759688 O@MK 0.592904 3.337876
Immigrant share 255 217664525 0.076731 0.06508P04033 0.272994
Instrumental variable 255 217664525 0.071109 /@8 0.003129 0.679427
Female pop. (15-49) 255 217664525 1593634 99@145. 36400 4111684
Black
Total Fertility Rate 254 37294425 1.775549 0.484 0 6.934704
Immigrant share 254 37294425 0.078557 0.0662904083 0.272994
Instrumental variable 254 37294425 0.070937 @A79 0.003129 0.679427
Female pop. (15-49) 254 37294425 355979.9 169426. 160 719876
Hispanic
Total Fertility Rate 253 17431151 1.94587 0.50519 0 7.666667
Immigrant share 253 17431151 0.142467 0.07626004033 0.272994
Instrumental variable 253 17431151 0.137626 (D@83 0.003129 0.679427
Female pop. (15-49) 253 17431151 593064.1 508309. 100 1514288
High Educated
Total Fertility Rate 255 125128245 1.641346 0481 0.746181 3.308182
Immigrant share 255 125128245 0.092781 0.07203804033 0.272994
Instrumental variable 255 125128245 0.08608 (1080 0.003129 0.679427
Female pop. (15-49) 255 125128245 1158122 926182. 17800 3470048
Middle Educated
Total Fertility Rate 255 89053016 1.943483 0.4292 0.634104 4.151695
Immigrant share 255 89053016 0.074976 0.06451904033 0.272994
Instrumental variable 255 89053016 0.070586 @89 0.003129 0.679427
Female pop. (15-49) 255 89053016 678753.4 429254, 26052 1532938
Low Educated
Total Fertility Rate 255 63273791 1.9964 0.407331281643 4.590182
Immigrant share 255 63273791 0.070461 0.06342004@33 0.272994
Instrumental variable 255 63273791 0.066446 (QLBB7 0.003129 0.679427
Female pop. (15-49) 255 63273791 525637.8 37Q183. 16024 1426200

Note: Data sourced from Census 1960, 1970, 19880,18nd 2000, and American Community Survey
2005 (Ruggles et al. 2004). Total fertility rategmen aged 15-49) are calculated using infantsliresi
with mothers (not living in group quarters) as theoxy of births. Immigrant share is the share of
immigrants in the population and the unweightedigak the same for all groups of women. Immigrants
are individuals who are either naturalized citizemsnon-US citizens. Persons living in institutiozse
excluded. See construction of the instrumentalabdei in text and note that its construction recuire
Census 1960 data. All statistics are weighted byféimale population of the respective group.
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Table 3.2:  Total Fertility Rates of Native- Born Women by State and Year

State 1970 1980 1990 2000 2005 State 1970 1980 12900 2005
Alabama 247 181 147 175 1.65 Montana 234 203%9 1.79 205
Alaska 298 219 210 190 1.95 Nebraska 262 21674 187 2.36
Arizona 252 204 171 178 1.80 Nevada 223 1.70551 1.78 1.55

Arkansas 229 204 158 179 174 N.Hampsh. 251681150 175 141
California 206 158 147 159 1.61 New Jersey 2.2B59 140 168 1.74
Colorado 220 1.73 151 179 1.92 NewMexico 2.59202 1.64 1.72 1.74
Connecticut| 251 152 142 177 1.68 NewYork 22656 1.39 1.60 155
Delaware 253 168 158 1.62 1.54 NthCarolina 22662 136 1.72 1.61

D.C 164 108 129 1.16 156 NthDakota 293 215911 164 1.64
Florida 226 155 138 156 1.53 Ohio 237 182 9151.77 1.72
Georgia 235 1.78 152 174 1.77 Oklahoma 245 1.9462 1.94 1.86
Hawalii 262 183 157 159 1.70 Oregon 2,07 1.79601.1.65 1.79
Idaho 266 241 169 219 197 Pennsylvania 2.3267 1.1.45 160 1.71
lllinois 234 179 150 165 1.78 Rhodelsland 2.22.54 138 157 1.65
Indiana 241 188 160 185 1.71 SthCarolina 22681 145 1.68 1.46
lowa 263 205 165 1.82 1.84 SthDakota 262 24190 195 255
Kansas 234 200 171 198 1.74 Tennessee 236 11645 1.73 1.83
Kentucky 235 192 143 174 1.62 Texas 242 194591 1.82 1.77
Louisiana 264 207 156 1.79 150 Utah 291 330212 239 242
Maine 251 172 155 141 1.67 Vermont 273 1.69551.1.68 1.21
Maryland 235 148 145 157 1.69 Virginia 211 615146 1.69 1.56

Massachu. 229 139 1.36 157 1.49 Washington 2283 157 1.68 1.68

Michigan 254 176 159 176 1.66 W.Virginia 2.2®.00 132 164 1.23

Minnesota | 2.66 1.89 155 1.72 1.68 Wisconsin 257891 158 1.74 1.78

Mississippi | 2.90 2.13 159 1.77 158 Wyoming 2.81.512 1.77 194 1.58

Missouri 222 189 162 1.81 1.75 State Ave. 2.43871 157 174 1.72
Note: Data sourced from Census 1970, 1980, 1999,2800, and American Community Survey 2005
(Ruggles et al. 2004). Total fertility rates (age4R) are calculated using infants residing withttmeos
(not living in group quarters) as the proxy of bért Persons living in institutions are excluded.
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Table 3.3: Share of Immigrants in the Population by State and Year

State 1970 1980 1990 2000 2005 State 1970 1980 19900 2005
Alabama 0.01 0.01 0.01 0.02 0.03 Montana 0.03 0.@e02 0.02 0.02
Alaska 0.03 0.04 0.04 0.06 0.05 Nebraska 0.02 0.0202 0.04 0.06
Arizona 0.05 0.06 0.08 0.13 0.15 Nevada 0.04 0.07090 0.16 0.17

Arkansas 0.01 0.01 0.01 0.03 0.04 N. Hampsh. 0.0504 0.04 0.04 0.06
California 0.09 0.15 0.22 0.26 0.27 New Jersey 0.0210 0.13 0.18 0.19
Colorado 0.03 0.04 0.04 0.09 0.10 NewMexico 0.02040 0.05 0.08 0.09
Connecticutf 0.08 0.09 0.08 0.11 0.12 New York 0.12.14 0.16 0.21 0.21
Delaware 0.03 0.03 0.03 0.06 0.07 NthcCarolina 0.01.01 0.02 0.05 0.07

DC 0.05 0.06 0.10 0.13 0.13 Nth Dakota 0.03 0.02010.0.02 0.02
Florida 0.08 0.11 0.13 0.17 0.19 Ohio 0.03 0.03 20.00.03 0.04
Georgia 0.01 0.02 0.03 0.07 0.09 Oklahoma 0.01 0.0202 0.04 0.04
Hawaii 0.10 0.14 0.15 0.18 0.17 Oregon 0.03 0.04050.0.09 0.10
Idaho 0.02 0.02 0.03 0.05 0.06 Pennsylvania 0.0403 0.0.03 0.04 0.05
Illinois 0.05 0.07 0.08 0.12 0.14 Rhodelsland 0.08.09 0.09 0.11 0.12
Indiana 0.02 0.02 0.02 0.03 0.04 sthcCarolina 0.0102 0.01 0.03 0.04
lowa 0.01 0.02 0.02 0.03 0.03 SthDakota 0.01 0.@m01 0.02 0.03
Kansas 0.01 0.02 0.03 0.05 0.05 Tennessee 0.01 O0mair 0.03 0.04
Kentucky 0.01 0.01 0.01 0.02 0.03 Texas 0.03 0.06090 0.14 0.16
Louisiana 0.01 0.02 0.02 0.03 0.03 Utah 0.03 0.04030 0.07 0.08
Maine 0.05 0.04 0.03 0.03 0.03 Vermont 0.05 0.04030.0.04 0.03
Maryland 0.03 0.05 0.07 0.10 0.12 Virginia 0.02 3.00.05 0.08 0.10

Massachu. | 0.09 0.09 0.10 0.12 0.15 Washington 0.096 0.07 0.11 0.12

Michigan 0.05 0.04 0.04 0.05 0.06 W.Virginia 0.010.01 001 0.01 0.01

Minnesota | 0.03 0.02 0.03 0.05 0.07 Wisconsin 0.03030 0.02 0.04 0.04

Mississippi | 0.00 0.01 0.01 0.01 0.02 Wyoming 0.03.020 0.02 0.02 0.02

Missouri 0.01 0.02 0.02 0.03 0.04 State Ave. 0.04040 0.05 0.07 0.08
Note: Data sourced from Census 1970, 1980, 1999,2800, and American Community Survey 2005
(Ruggles et al. 2004). Author’s own calculationtleé share of immigrants in the population. Immigsan
are individuals who are either naturalized citizemsnon-US citizens. Persons living in institutiozse
excluded.
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Table 3.4: Distribution of the 10 Most Common Foreign Birthplaces

-------- Census 1960 Census 1970---- -------- Census 1980 --------
Rank | Birthplaces Share  Birthplaces Share  Birthgace Share
1 Italy 0.125 ltaly 0.099 Mexico 0.157
2 Germany 0.099 Canada 0.094 Canada 0.060
3 Canada 0.096 Germany 0.091 Germany 0.060
4 Poland 0.072  Mexico 0.082 ltaly 0.059
5 Russia 0.067 Poland 0.054  West Indies 0.047
6 Mexico 0.058 England 0.051 Cuba 0.044
7 England 0.050 Cuba 0.046  South America 0.041
8 Ireland 0.040 Russia 0.044  Philippines 0.037
9 Austria 0.029 Ireland 0.028 China 0.032
10 Hungary 0.024  South America 0.027 England 0.031

———————— Census 1990 Census 2000---- -------- ACS 2005 --------
Rank | Birthplaces Share  Birthplaces Share Birthgace Share
1 Mexico 0.218 Mexico 0.295 Mexico 0.307
2 West Indies 0.061  West Indies 0.067 Central Aczeri  0.070
3 Central America 0.057  Central America 0.065  Sdutierica 0.068
4 South America 0.053  South America 0.062  Westendi 0.063
5 China 0.048 China 0.049 India 0.052
6 Philippines 0.047 India 0.045 China 0.049
7 Cuba 0.037  Philippines 0.044  Philippines 0.045
8 Canada 0.037  Vietnam 0.032  Africa 0.034
9 Germany 0.036 Korea 0.028  Vietnam 0.030
10 India 0.031 Cuba 0.028 Korea 0.028

Note: Author’s own calculation based on Census A8& data sourced from Ruggles et al. (2004). Data
from Census 1960 includes individuals born abrda@inoerican parentas immigrants. Data from all other
years include non-citizen individuals and natueadizitizens as immigrants.

Table 3.5: OLS, FE, and IV Estimates — All Native- Born Women
(1) OLS (2) OLS (3) FE (4) FE (5) IV
Immigrant Share -1.54 -0.88 -2.90 1.56 0.91
(0.18)*** (0.17)x** (0.45)*** (0.31)*** (0.49)*
Year fixed effects No Yes No Yes Yes
State fixed effects No No Yes Yes Yes
Observations 255 255 255 255 255
R-squared 0.12 0.75 0.28 0.92 0.90
First-stage F stat 11.52%**

Note: Author’s own estimates based on data souroad Ruggles et al. (2004). Observations are weidht
by the size of female population aged 15 to 49.Rblstandard errors clustered by state reported in
parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 3.6: FE and IV Estimates — White, Black, and Hispanic Women

(1) FE 2) Iv (3) FE 4) Iv (5) FE (6) IV
White Black Hispanic --------

Immigrant Share 2.20 1.98 1.27 2.85 2.93 -0.51

(0.30)***  (0.46)*** (1.19) (3.43) (1.62)* (3.04)
Year fixed effects Yes Yes Yes Yes Yes Yes
State fixed effects Yes Yes Yes Yes Yes Yes
Observations 255 255 254 254 253 253
R-squared 0.89 0.89 0.75 0.74 0.72 0.70
First-stage F stat 15.63*** 4,14** 13.37***

Note: Author’'s own estimates based on data souroed Ruggles et al. (2004). Observations are weight
by the size native-born female population agedal82 of each racial group. The sample size is 264 f
column (3) and (4) because Vermont has no native tlaild bearing age black women in the 1970 sample
and hence received a weight of zero. Arkansas andhSDakota are dropped in columns (5) and (6)
because there are no native born child bearingHigmanic women in the 1970 sample. Whites and lslack
exclude Hispanic individuals. Robust standard erohustered by state reported in parentheses. £0:@l,

** n<0.05, * p<0.1

Table 3.7: FE and IV Estimates — High, Middle, and Low Educated Women

(1) FE 2) Iv (3) FE 4) Iv (5) FE (6) IV

---- High Educated ----  --- Middle Educated --- --- tow Educated ----
Immigrant Share 1.39 0.74 1.77 1.45 1.14 2.08

(0.34)**  (0.59) (0.54)***  (0.65)** (1.04) (1.34)
Year fixed effects Yes Yes Yes Yes Yes Yes
State fixed effects Yes Yes Yes Yes Yes Yes
Observations 255 255 255 255 255 255
R-squared 0.78 0.78 0.89 0.89 0.67 0.67
First-stage F stat 10.64*** 11.66*** 12.89***

Note: Author’'s own estimates based on data souroed Ruggles et al. (2004). Observations are weight
by the size of native-born female population agbdd 49 of each education level group. Low educated
individuals have at most 11 years of education;dteiééducated individuals have 12 years of educatiah

no post-school education; high educated individhalge at least some college education. Robust atdnd
errors clustered by state reported in parenthésep<0.01, ** p<0.05, * p<0.1
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Table 3.8: IV Estimates —Non-Movers

1) () Q) (4) ) (6) (7)

All White Black Hispanic High Ed. Mid. Ed. Low Ed.
Immigrant Share 1.44 2.24 452 -0.52 0.54 1.54 3.78

(0.60)**  (0.66)*** (4.83) (2.67) (0.56) (0.77)**  X.92)*
Year fixed effects Yes Yes Yes Yes Yes Yes Yes
State fixed effects Yes Yes Yes Yes Yes Yes Yes
Observations 255 255 247 246 255 255 255
R-squared 0.86 0.85 0.63 0.59 0.67 0.85 0.59
Number of states 255 255 247 246 255 255 255
First-stage F stat 15.87** 20.35*** 4.64** 15.16** 16.13*** 15.30*** 15.62***

Note: Author’'s own estimates based on data souroed Ruggles et al. (2004). Observations are weight
by the size of non-moving female population ageddl89. Non-movers are individuals residing in thei
states of birth. Column (3) has 8 observations pedpbecause Alaska, Maine, Montana, New Hampshire,
North Dakota, South Dakota, and Vermont have nivedtorn TFR for non-moving blacks in some years.
Column (4) has 9 observations dropped because &la&tkansas, DC, Maine, North Carolina, North
Dakota, Rhode Island, South Dakota, and Vermong lmvnative-born TFR for non-moving Hispanics in
some years. Robust standard errors clustered by ported in parentheses. *** p<0.01, ** p<0.05,

p<0.1

Table 3.9: Potential Outlier Observations

1) 2 3) (4) (%) (6) (7)
All White Black Hispanic High Ed. Mid. Ed. Low Ed.
DC,2000 DC,2000 DC,2000 DC,2005 AK,1980 AK,1970 AB05
DC,2005 DC,2005 DC,2005 ME, 1970 DC,2000 DC,2000 aDG0
HI,2000 HI,2000 HI1,2000 ND,1990 DC,2005 DC,2005 @5
HI,2005 HI,2005 HI,2005 NH,1970 HI,1970 HI,2000 2000
MS,1970 LA,1970 ID,1970 NV,1970 HI,2000 HI,2005 y2 103
ND,1970 ND,1970 ME, 1990 OH,1970 HI,2005 ND,1970 RIEDS
NE,2005 UT,1980 SD,1980 VA,1970 ME, 1970 RI,2005 ROOS5
SD,2005 VT,1970 UT,2005 VT,1990 MN,1970 UT,1980 NBO
UT,1980 WV,1980 WY,1980 ND,1970 VT,1970
VT,1970 WY,1980 WY,1990 SD,2005 WY,1970
WV,1980 UT,1980
WY,1980 VT,1970

WY,1980

Note: State-year observations listed above havditonal TFR and conditional share of immigrantshe
second stage of IV regression greater than 2 stdmtviations from the mean.
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Table 3.10: IV Estimates — Excluding Outlier Observations

(1) () Q) (4) ) (6) (7)

All White Black Hispanic High Ed. Mid. Ed Low Ed.
Immigrant Share 0.71 1.73 0.32 -0.96 0.41 1.26 1.93

(0.44y (0.34)** (1.62) (3.11) (0.40) (0.54)**  (1.14)*
Year fixed effects Yes Yes Yes Yes Yes Yes Yes
State fixed effects Yes Yes Yes Yes Yes Yes Yes
Observations 243 245 244 245 242 245 247
R-squared 0.92 0.91 0.78 0.72 0.81 0.90 0.70
Number of states 51 51 51 51 51 51 51

First-stage F stat 18.62*** 18.10*** 14.76*** 13.71* 19.61*** 18.40** 18.66***

Note: Author’'s own estimates based on data souroed Ruggles et al. (2004). Observations are weight
by the size of native-born female population aggddl49 of each group. White and black individudds
not include Hispanic individuals. Low educated uiduals have at most 11 years of education, middle
educated individuals have 12 years of educatiom, kRigh educated individuals have some college

education. Outlier observations listed in Table &#® dropped. Robust standard errors clusteredaby s
reported in parentheses. *** p<0.01, ** p<0.05,2¢(Q1," p<0.11
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