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1   Introduction 

The Tibetan language is the main carrier of Tibetan culture; it plays a very important role in 
Tibetan people’s daily communication (Chen 2003). According to a previous investigation, there are 
about 100 organizations which have Chinese-Tibetan translation business in Tibet and about 1,000 
translators who make translation their profession. But the annual amount of Chinese text to be 
translated into Tibetan is more than 50 million Chinese characters every year (Luo et al. 2010). Thus, 
there is a big gap between the translating ability and the market requirement. Machine translation 
technology is an urgent requirement, which contributes to the improvement of translation speed as 
well as its quality. 

In the paper, we propose a Chinese to Tibetan machine translation system with multiple 
translation strategies. The paper is organized as follows: In Section 2 we recall related work on 
machine translation in general and Tibetan related machine translation in particular. In Section 3, 
we introduce the architecture of our machine translation system. The core corpora and technologies 
are explained in Section 4. Then, in Section 5, we experimentally compare the performances of the 
system with some other methods. Section 6 offers some conclusions. 
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2   Related Work 

There are mainly three types of machine translation methods, namely rule-based machine 
translation (RBMT), example-based machine translation (EBMT), and statistical machine 
translation (SMT). Research of Chinese-Tibetan machine translation focused on rule-based 
methods before 2010 due to a lack of parallel corpora and other basic Tibetan language resources 

(Degai 2001; Cai 2005; Zhaluo 2005; Kanzhuo et al. 2006). In recent years, statistical Chinese-
Tibetan machine translation methods are playing a more and more important role. 

Generally speaking, a large rule set is needed in a RBMT system. However, it takes huge 
human resources and requires a high level of language knowledge. An EBMT system takes less 
human resources and requires a lower level of language knowledge. But if we can’t find a very similar 
instance for the input text, the translation can’t be satisfactory. A parallel corpus is essential to a SMT 
system. As long phrase takes more memory and will confront the problem of data sparseness, the 
well-known Moses statistical translation programme sets the limit of phrase length to 7 words or less 
(Koehn 2007). 

Hou (2007) presents an example based Chinese-Mongolian machine translation method. 
The method consists of several parts, including example searching, segment splitting, matching and 
recombining. The method is based on word alignment. It uses word alignment information for 
segment matching, and computing the similarities by the number of matching words and length，
and selects the best example. Kang et al. (2007) proposed a hybrid method which combines a 
statistical method with linguistic rules to extract Chinese multi-word chunks for translation purposes. 

In Chinese-Tibetan machine translation, there are several RBMT systems reported. Cai 
(2005) built a Chinese-Tibetan machine translation system for government documents, which is 
based on dictionary and grammar rule templates. Degai et al. (2001) also built a machine translation 
system based on knowledge rules. Zhaluo (2006) proposed a method to build translation rules for 
complex sentences. Kanzhuo (2006) discussed the classification of verbs, different forms of verbs and 
the changeable regular pattern of verbs when they are in different tenses, and suggested several 
methods to improve the quality of translation. 

There are two crucial problems to solve in Chinese-Tibetan machine translation. First, at the 
sentence level, all Chinese sentences have SVO structure, but Tibetan has SOV structure. So, long 
distant order adjusting is essential in Chinese-Tibetan machine translation. Second, verbs in Chinese 
do not inflect for tense, but in Tibetan a verb may have many variants. For instance, the forms of the 
verb "complete" are listed in Table 1. 

 

 
present 
tense

future 
tense

past 
tense

imperative
mood

inactive voice ȍབ་ བȍབ་ བȍབས་ ȍབས་

active voice འǿབ་ འǿབ་ ǿབ་

Table 1. Forms of the Tibetan verb ‘complete’ 

 

In this paper, we focus on building a Chinese to Tibetan machine translation system with 
multiple translating strategies to improve the translation quality subject to a poor language resource. 
It is expected that the system can find the translation if a sentence itself or a very similar sentence is 
in the parallel corpus, while it uses phrase-based machine translation decoding to generate a 
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translation in the many cases in which no similar sentences can be found, and a dictionary based 
decoding makes the greatest effort to assure that at least one translation is found for every word in 
the sentence. 

3   System Structure 

The proposed system is a combination of three different types of machine translation models, 
namely EBMT model, SMT model and RBMT model, as shown in Figure 1.  

In the training phase of the system, Chinese articles and their translations are collected from 
several government translation organizations. These articles are processed into bilingual sentence 
pairs to form the bilingual sentence level parallel corpus. The sentence pairs are segmented into words 
by ICTCLAS (Zhang 2003) using Chinese and Tibetan word segmentation tools (Liu 2011; Liu 
2012), and indexed to form the EBMT model. The segmented sentence pairs are word aligned and 
used to train the SMT model. Bilingual phrase pairs are extracted from the segmented sentence pairs. 
They form the RBMT model with word pairs from bilingual dictionaries (Zhang 1993; The ethnic 
publishing house 2002). 

 

 
Figure 1. Data flow of the proposed system. 
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In the application phase of the system, as in the input of the system, a Chinese sentence is 
sent to the three sub-systems to be translated. The EBMT decoder segments the sentence into words, 
and trys to find similar sentences in the indexed bilingual sentence pairs by Levenshtein distance 
(Hirschberg 1975). If the EBMT decoder finds a Chinese sentence similar to the input one, and the 
similarity is larger than a predefined threshhold, its Tibetan counterpart is extracted and taken as the 
output of the EBMT sub-system. Otherwise, the input sentence will be sent to the SMT decoder. 
The SMT decoder splits the input sentence into words and phrases, and computes the probability 
for every potential candidate. The probability determines how good each candidate is. The best 
candidate is selected as the output of the SMT sub-system. If the former two decoders cannot offer 
a good enough translation, the Chinese sentence is sent to the RBMT decoder, word to word 
translation is performed with a maximum matching algorithm with a trie structure (Fredkin 1960). 

In the following section, we dicuss the key corpora and technologies in both of the training 
phase and the application phase in detail. 

4   Key corpora and technologies 

4.1 Tibetan word segmentation 

4.1.1 Rule based method 

We design and implement a Tibetan word segmentation system named "SegT". It identifies 
critical words with a fast algorithm while segmenting each Tibetan sentence to chunks with case-
auxiliary words, such as གི, གྱི, ཀྱི, ཡི, གིས, གྱིས, ཀྱིས, and ཡིས. Each chunk is segmented into words by both 
forward maximum matching and backward maximum matching with a Trie tree structure1. It detects 
ambiguities by bidirectional segmentation, and disambiguates making use of pre-determined word 
frequencies, such that the segmentation yielding the more frequent words is selected. 

In the procedure, the structure of each syllable is analyzed to identify abbreviated syllables 
while segmenting each block into words. In Tibetan text, some syllables, including འི, ས, ར, འང, འམ, འོ 
(We call them abbreviation marker (AM) in this paper), can adhere to the previous word without a 
syllable delimiter "tsheg". The combination of these abbreviation markers with their preceding 
syllables produce ‘abbreviated syllables’. For example, when the genitive case word འ ིfollows the word 
Ȅལ་པོ (king), no "tsheg" appears between them and they are fused to form Ȅལ་པོའི (king[+genitive], king's), 
in which པོའི is an abbreviated syllable. When the ergative case word ས follows the word ང་ཚǑ (we), it 
forms ང་ཚǑས (we[+ergative]), in which ཚǑས is an abbreviated syllable. Table 2 shows more examples. 
  

                                                 
1 http://www.chasen.org/~taku/software/darts/ 



Liu et al.: A Chinese to Tibetan machine translation system with multiple translating strategies 

 153

 
word AM result explanation
ང་ ས་ ངས་ Tsheg is omitted.
གལ་ཆེ་ འི་ གལ་ཆེའི་ Tsheg is omitted.
གོ་ འང་ གོའང་ Tsheg is omitted.
ȷ་བ་ འམ་ ȷ་བའམ་ Tsheg is omitted.
ȹ་ འམ་ ȹའམ་ Tsheg is omitted.
དབང་པོ་ȑ་ འོ་ དབང་པོ་ȑའོ་ Tsheg is omitted.
ɞ་མཐའ་ འི་ ɞ་མཐའི་ འ(/a/) and tsheg are omitted. 
ནམ་མཁའ་ འི་ ནམ་མཁའི་ འ(/a/) and tsheg are omitted. 
བཤད་པ་ ར་ བཤད་པར་ Tsheg is omitted.
Ȅལ་པོ་ འི་ Ȅལ་པོའི་ Tsheg is omitted.

Table 2. Examples of Tibetan abbreviated syllables. 

 
In the rule based word segmentation system, Tibetan words are collected from several 

dictionaries, namely "Tibetan Chinese General Dictionary" (Zhang 1993), "The Antitheses 
Chinese-Tibetan Dictionary" (The ethnic publishing house 2002), and "The Antitheses Chinese-
Tibetan Oral Dictionary" (Yu 1983), as well as some digital dictionaries. About 220 thousand words 
are included in the segmenting dictionary. Word frequencies are collected by segmenting a Tibetan 
text corpus with 230 thousand sentences and 2 million words in total, which includes newspaper 
articles, law text, political papers and books. In a previous study, experiments show that the precision 
of the system reaches 96.98% (Liu 2012). 

4.1.2 Statistical based method 

As Statistical based methods detect out of vocabulary items much more effectively than rule 
based methods, we also developed a Tibetan word segmentation tool base on the Conditional 
Random Fields (CRFs) machine learning model. We reformulate Tibetan word segmentation as a 
syllable tagging problem, and propose an approach using conditional random fields (CRFs) for 
Tibetan word segmentation. 

We convert the segmented words in the corpus into a tagged sequence of Tibetan syllables 
(or sub-syllables). We tag each syllable with one of the four tags, B (Begin), M (Middle), E (End) 
and S (Single) depending on its position within a word. Two additional tags, namely ES (End and 
Single) and SS (Single and Single) are used when we take the syllable rather than the sub-syllable as 
the tagging unit (Liu 2011; Liu 2015). For each syllable: 

(1) It is tagged B if it is the left boundary of a word.  
(2) It is tagged M if it is at middle of a word.  
(3) It is tagged E if it is the right boundary of a word.  
(4) It is tagged S if it is a word by itself. 
(5) It is tagged ES if it comes from a multiple-syllable word and an AM. 
(6) It is tagged SS if it comes from a single-syllable word and an AM. 

Then, for the Tibetan sentence in (a), which means (b), it’s segmented into (c) manually. 
Consequently, it’s converted into (d) or (e) by applying the aforementioned tags to form a word 
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segmentation corpus to be used as the training set for the CRFs. Earlier research shows that this 
method achieves precisions higher than 94.43% (Liu 2015). 

(a) ང་ཚǑས་Ʉི་ཚǑགས་རིང་ɾགས་ཀྱི་Ʉི་ལ་དབང་བའི་ལམ་ɾགས་དང་ɬོལ་བȫན་ཐོབ་Ɇོད་ཀྱི་ɬ་དོན་མཐའ་འཁོྱངས་བས་ཡོད། 
(b) We have always followed the principles of socialist public ownership and distribution 

according to work. 
(c) ང་ཚǑ/ ས་/ Ʉི་ཚǑགས་རིང་ɾགས་/ ཀིྱ་/ Ʉི་ལ་དབང་བའི་ལམ་ɾགས་/ དང་/ ɬོལ་/ བȫན་/ ཐོབ་/ Ɇོད་/ ཀྱི་/ ɬ་དོན་/ མཐའ་འཁོྱངས་/ བས་/ ཡོད/ །/  
(d) ང་/B ཚǑས་/ES Ʉི་/B ཚǑགས་/M རིང་/M ɾགས་/E ཀྱི་/S Ʉི་/B ལ་/M དབང་/M བའི་/M ལམ་/M ɾགས་/E དང་/S ɬོལ་/S 

བȫན་/S ཐོབ་/S Ɇོད་/S ཀྱི་/S ɬ་/B དོན་/E མཐའ་/B འཁྱོངས་/E བས་/S ཡོད/S །/S 
(e) ང་/B ཚǑ/E ས་/S Ʉི་/B ཚǑགས་/M རིང་/M ɾགས་/E ཀྱི་/S Ʉི་/B ལ་/M དབང་/M བ/M འི་/M ལམ་/M ɾགས་/E དང་/S 

ɬོལ་/S བȫན་/S ཐོབ་/S Ɇོད་/S ཀྱི་/S ɬ་/B དོན་/E མཐའ་/B འཁྱོངས་/E བ/B ས་/E ཡོད/S །/S 

4.2 Bilingual sentence level parallel corpus building 

Constructing corpora is a basic necessity for Natural Language Processing. For Chinese-
Tibetan machine translation, large scale bilingual parallel corpora are still basic resources which are 
urgently needed. We collected Tibetan text and Chinese text from several translating organizations. 
A bilingual sentence level parallel corpus was built as part of our project, which includes 571 thousand 
bilingual sentence pairs. As shown in Table 3 and Table 4, two versions are included. Set A is a long 
sentence version and Set B is a short sentence version. Each sentence pair in Set A has a complete 
Chinese sentence which ends with a period, while each sentence pair in Set B has a shorter Chinese 
sentence which may end with comma. Both of the sets are used in the machine translation system. 

 

Long 
version 

Chinese 
西藏自治区面积 122 万平方公里, 平均海拔在 4000 米以上, 有着独特
的自然生态和地理环境。

Tibetan 
བོད་རང་ǲོང་Ȝོངས་ཀྱི་ས་ཁྱོན་ལ་Ʉི་ལེ་ǿ་བཞི་མ་ཁྲི་122ཡོད་པ་དང་།
Ȅ་མཚǑའི་ངོས་ལས་མཐོ་ཚད་ཆ་ȡོམས་ʀ་ɥི་4000ཡན་ཟིན་པ་དང་། 
རང་ɏང་གི་ǲེ་ཁམས་དང་ས་གཤིས་ཀྱི་ɺལ་ཁམས་དམིགས་བསལ་ཡིན།

Short 
version 

Chinese 西藏自治区面积 122 万平方公里,
Tibetan བདོ་རང་ǲོང་Ȝོངས་ཀྱི་ས་ཁྱོན་ལ་Ʉི་ལེ་ǿ་བཞི་མ་ཁྲི་122ཡདོ་པ་དང་།
Chinese 平均海拔在 4000 米以上,
Tibetan Ȅ་མཚǑའི་ངོས་ལས་མཐོ་ཚད་ཆ་ȡོམས་ʀ་ɥི་4000ཡན་ཟིན་པ་དང་།
Chinese 有着独特的自然生态和地理环境。
Tibetan རང་ɏང་གི་ǲེ་ཁམས་དང་ས་གཤིས་ཀྱི་ɺལ་ཁམས་དམིགས་བསལ་ཡིན།

Table 3. Long sentence pair and the corresponding short sentence pairs. 

 
 

Domain #Sentence (Set A) #Sentence (Set B) 
Law text 115,299 68,535  
Leader's book  53,292 96,181  
News 26,613 4,270  
Government reports 72,849 102,795  
Dictionary 31,234   
Total 299,287 271,781 

Table 4. Bilingual sentence level parallel corpus. 



Liu et al.: A Chinese to Tibetan machine translation system with multiple translating strategies 

 155

 
The Chinese part of the corpus is processed by some rules and open source tools. Some rules 

are used to segment Chinese text into sentences. A Chinese word segmentation tool named 
“ICTCLAS”2 is used to segment Chinese sentence into words. Tibetan word segmentation methods 
described in the previous subsection are used to segment Tibetan sentence into words. There are also 
two problems to solve. The first is how to find the boundary of a Tibetan sentence. The second is 
how to align Tibetan sentences with Chinese sentences. 

4.2.1 Tibetan sentence boundary detection 

Tibetan sentence boundary detection is a nontrivial problem because punctuation marks in 
Tibetan are not used exclusively to mark sentence breaks, in other words the existence of a 
punctuation marker does not necessarily suggest the boundary of a sentence. In particular, “། (SHAD)” 
is one of the most common and significant punctuation marks in Tibetan, which functions like a 
period, a caesura sign, and a comma.  

Tibetan is an ergative language whose structure is SOV (subjective, objective, and verb), so a 
predicate almost always found at the end of a sentence. Therefore, we choose the predicate to help 
us disambiguate the end-of-sentence patterns. The diverse constituents of predicates can be divided 
into four types:  

(1) Verb. For example: ང་དགེ་Ȃན་ཡིན། 
(2) Verb with Auxiliary. For example: ངས་་རང་བོད་ཡིག་འɐི་ཤེས། 
(3) Verb with Aspect-Evidentially Mark. For example: ངས་ཁེྱད་རང་གི་ɉག་ལས་ལ་གནོད་བǰལ་མ་ཡོང་། 
(4) Verb with Modal Particle. For example: ཁྱེད་རང་ʈ་ས་བ་ཡིན་ནམ། 

We observed from the corpus that in a majority of cases the last word of a Tibetan sentence 
is an auxiliary. Specifically, 78.79% of sentences end with auxiliaries. Considering the importance of 
auxiliaries, we built an Auxiliary List. A Tibetan verb lexicon is also used in our algorithm. They are 
used to find the sentence boundaries in a Tibetan article. A previous paper shows that the method is 
robust and efficient, and its accuracy reaches 99.26% (Zhao 2010). 

  

                                                 
2 http://ictclas.nlpir.org/newsdownloads?DocId=389 
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# positive negative # positive negative
1 Ȭབ། མི་Ȭབ། 16 ཕོད། མི་ཕདོ།
2 ʁིད། མི་ʁིད། 17 འདོད། མི་འདོད།
3 ཤེས། མི་ཤེས། 18 པར་འདོད། པར་མི་འདོད།
4 མཁྱན། མི་མཁྱན། 19 བར་འདོད། བར་མི་འདོད།
5 འོས། མི་འོས། 20 དད། མི་དད།
6 བར་འོས། མི་བ་འོས། 21 པར་དད། པར་མི་དད།
7 པར་འོས། མི་པ་འོས། 22 བར་དད། བར་མི་དད།
8 ɻང་། མི་ɻང་། 23 བȣབ། མི་བȣབ།
9 ɻང་དང་མ་ɻང་། 24 ʀ་བȣབ། ʀ་མི་བȣབ།
10 ཀྱང་ɻང་། 25 ȣ་བȣབ། ȣ་མི་བȣབ།
11 ཆགོ མི་ཆགོ 26 ȭ་བȣབ། ȭ་མི་བȣབ།
12 ཉན་། མི་ཉན། 27 ɻ་བȣབ། ɻ་མི་བȣབ།
13 ལོ། མི་ལ།ོ 28 ར་བȣབ། ར་མི་བȣབ།
14 དགོས། མི་དགོས། 29 ལ་བȣབ། ལ་མི་བȣབ།
15 ȶས། མི་ȶས། 30 དཀའ། དཀའ་མིན།

Table 5.  A part of the Auxiliary List 

 

4.2.2 Bilingual sentence alignment 

A Chinese-Tibetan dictionary with 137,873 items was collected by combining several 
published dictionaries (Liu 2011; Liu 2012; Liu 2015). Bilingual articles are respectively segmented 
into monolingual sentences. They are further segmented into words. As the correspondences of some 
words in Tibetan sentence to their Chinese translations in Chinese sentence exist, a dynamic 
programming algorithm is applied to find the correspondence of the sentences in each pair of 
Bilingual articles. A previous study shows that the aligning precision of this approach is 84.8% (Yu 
2010). We implemented a tool for further proofreading to correct alignment errors (Yu 2012).  

4.3 Bilingual word alignment 

As Bilingual word pairs are core resources in statistical machine translation, each bilingual 
sentence pair is segmented into word sequence pairs and aligned. Word alignment finds their 
correspondences in the target language for the words in the source language. Figure 2 shows a word 
alignment example. In the system, the alignment is denoted by ɑ={1→14;2→1;3→2;4→3;5→4;6→
6,7;7→10;8→11;9→16} 

 

 
Figure 2. Word alignment result of an example sentence pair. 
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In the training procedure of statistical machine translation, the word pairs are extracted and 

the translation probabilities from each word in the source language to each of its correspondences in 
the target language are fitted, which results in the translation model that will be used in the 
translation decoding procedure. 

We also use the Giza++ toolkit 3  (Och 2003), which is widely used in many machine 
translation systems, to enact the word alignment. 

4.4 Bilingual phrase pair extraction 

As mentioned above, we have a Chinese-Tibetan dictionary with 137,873 items. This scale 
is too small for many NLP purposes. In particular, we need many more word or phrase pairs to build 
the dictionary based machine translation sub system. As we have a bilingual sentence level parallel 
corpus, we can extract phrase pairs from it. Such a procedure has two stages.  

4.4.1 Stage 1: extracting Chinese phrases 

A phrase with more than one word is also called Multi Word Expression (MWE). A 
collocation measure is used to find the left and right boundaries of a Chinese phrase. For an adjacent 
pair of words (w1 ,w2), the collocation is defined by the following formula (Nuo 2011): 

,1ݓ)݊݅ݐ݈݈ܽܿܥ  (2ݓ = ,1ݓ)ܫܯܸ  (1ݓ)ܪ(2ݓ +  (2ݓ)ܪ

 
where w1 and w2 represent the occurrence of two words, H(w1) is the entropy of the word w1, and 
VMI(w1,w2) is the average mutual information of the two words (Nuo 2011), defined as follows: 
,1ݓ)ܫܯܸ  (2ݓ = ,1ݓ)ܲ ݈݃(2ݓ ,1ݓ)ܲ (1ݓ)ܲ(2ݓ ∗ (2ݓ)ܲ +  ܲ൫1ݓሬሬሬሬሬറ, ݃2ሬሬሬሬሬറ൯݈ݓ ,1ሬሬሬሬሬറݓ)ܲ 1ሬሬሬሬሬറ൯ݓ2ሬሬሬሬሬറ)ܲ൫ݓ ∗ ܲ൫2ݓሬሬሬሬሬറ൯+  ܲ൫1ݓሬሬሬሬሬറ, ݃2൯݈ݓ ,1ሬሬሬሬሬറݓ)ܲ 1ሬሬሬሬሬറ൯ݓ൫ܲ(2ݓ ∗ (2ݓ)ܲ +  ܲ൫1ݓ, ݃2ሬሬሬሬሬറ൯݈ݓ ,1ݓ)ܲ (1ݓ)ܲ(2ሬሬሬሬሬറݓ ∗ ܲ൫2ݓሬሬሬሬሬറ൯  
 
where P(w1) is the occurrence probability of the word w1, P(w1,w2) is the occurrence probability of 
the adjacent pair (w1,w2), and P(w1, w2തതതത) is the occurrence probability of adjacent pairs starting 
with w1 but followed by any word other than w2. 

For the word sequence of w1w2w3, if we denote x=Collocation(w1,w2) and y= 
Collocation(w2,w3), then, the BindingDegree(x, y) is defined as follow (Nuo 2011): 

,ݔ)݁݁ݎ݃݁ܦ݃݊݅݀݊݅ܤ  (ݕ =  ቊݔ ൗݕ , ݕ ݂݅ ≥ ݕݔ ൗݔ , ݕ ݂݅ <  ݔ

 

                                                 
3 http://www.statmt.org/moses/giza/GIZA++.html 
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So the Collocation(w1,w2) tells whether w1w2 forms a bi-word phrase, while the 
BindingDegree(x, y) tells whether w3 can be appended to the bi-word phrase w1w2 to form a tri-
word phrase w1w2w3. 

4.4.2 Stage 2: extracting the Tibetan correspondences for Chinese phrase 

Generally, if a phrase occurs in the source language in every pair in a certain set of bilingual 
sentence pairs, its translation into the target language occurs also in the same set. When a Chinese 
phrase is extracted, we extract all the sentence pairs which it occurs in to form a candidate sentence 
pair set A. Then, words occurring in every Tibetan sentences in set A are extracted, which forms the 
Tibetan translation of the Chinese phrase.  

4.5 Example based machine translation 

When a Chinese sentence is to be translated, it is segmented into word sequences. If there is 
a similar sentence (or an identical sentence) in the bilingual sentence level parallel corpus, the Tibetan 
counterpart of the sentence pair can be taken as the translation of the Chinese sentence. This is the 
advantage of example based machine translation. 

In the proposed system, for a Chinese sentence, all sentence pairs which have any word in 
common with in the Chinese sentence to be translated are extracted as the candidate set B. Then the 
Levenshtein Distances (Hirschberg 1975) (LD, word as the unit) between the Chinese sentence and 
all those in set B are computed. The similarity of two Chinese sentences CS_A and CS_B as word 
sequences is defined as follows: 

 Sim(CS_A, CS_B)  =  1 – LD(CS_A, CS_B)max(len(CS_A), len(CS_B))  
 
The sentence with the maximum similarity to the input sentence is selected. If the similarity 

is larger than the predefined threshold (0.7 in our system, as  determined by a test on some typical 
sentences), it is selected and the Tibetan counterpart in the sentence pair is taken as the translation 
of the input sentence. 
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4.6 Statistical machine translation 

phrase Candidates Phrase candidates 
我们 ང་ཚǑ ས་ 民族 མི་རིགས་
我们 ང་ཚǑ་ 民族 མི་རགིས་ཁག་
我们 要 ང་ཚǑ ས་ 民族地区 མི་རིགས་ ས་ཁུལ་ གྱི་ 
我们 要 ང་ཚǑ ས་ Ɏ་དགོས་ 民族地区 མི་རགིས་ ས་ཁུལ་ ȭ་ 
我们 要 不断 ང་ཚǑ ས་ ȅན་ཆད་མེད་པ ར་ 民族地区的 མི་རིགས་ ས་ཁུལ་ གྱི་ 
我们 要 不断 ང་ཚǑ ས་ ȅན་མི་འཆད་པ ར་ 民族地区的 མི་རིགས་ ས་གནས་ ཀྱི་ 
要 Ɏ་དགོས་ 地区 ས་ཁུལ་
要 དགོས 地区 ས་ཁུལ་ཁག་ དང་ 
不断 加强 Ɏེད་ȅ ར་ ɿགས་ȹོན་ ཟམ་ མི་ ཆད་པ་ བȄབ་ པ 干部 ལས་Ɏེད་པ་
不断 加强 ར་ ɿགས་ȹོན་ ཟམ་ མི་ ཆད་པ་ བȄབ་ པ 干部 འགོ་ཁྲིད་ལས་Ɏེད་པ 
加强 ɿགས་ȹོན་ 干部队伍 ལས་Ɏེད་པ འི་ དȻང་ཁག་ 
加强 Ɏེད་ɿགས་ 干部队伍 ལས་Ɏེད་པ འི་ དȻང་ȴེ་ 
加强 民族 མི་རིགས་མȬན་Ȍིལ་ ལ་ ɿགས་ȹོན་ 干部队伍建设 ལས་Ɏེད་པ འི་ དȻང་ȴེ་ འɱགས་ǲོང་ Ɏེད་པ
加强 民族 མི་རིགས་མȬན་Ȍིལ་ ལ་ ɿགས་ȹོན་Ȅག་ པ 干部队伍建设 ལས་Ɏེད་པ འི་ དȻང་ཁག་ ལེགས་ ǲོང་ 

Table 6. Each phrase in the sentence has multiple translation candidates. 

 
After word alignment, we can train a SMT model. The probability of any translation 

candidate for a phrase in the source language is stored in the model. The SMT decoder will make 
the decision to select the overall best candidate for each phrase in a sentence to be translated. We 
take an example to explain the procedure. 

Sentence to be translated : 我们 要 不断 加强 民族 地区 的 干部 队伍 建设 。 

English translation: We have to keep strengthening the construction of cadres in ethnic areas. 

The decoder will find multiple candidates for nearly every phrase in the sentence. Table 6 
shows some candidates for some phrases in the sentence to be translated. 

Let’s denote the Chinese sentence by f, and the Tibetan sentence by e, and denote the ith 
phrase in f by fi, and the ith phrase in e by ei. The probability of the Tibetan sentence is the translation 
of the Chinese sentence can be measured by the following formula: 

 ܲ(e|f) = ݔ݁ λథ  )߶݈݃ ݂|݁)୍
ୀଵ  + λெ  log ெ(݁ | ݁ଵ ⋯ ݁ିଵ)||

ୀଵ  
 
Note the ϕ( ݂|݁)  is the translation probability to translate a Tibetan phrase to a Chinese 

phrase, and ܲெ(݁ | ݁ଵ ⋯ ݁ିଵ)  is the probability of how likely the Tibetan phrases forms a Tibetan 
sentence, which is computed by the language modeling technology (Ponte 1998). λ∅ and λெ are the 
weights of the translation model and the language model respectively in the computation, and they 
are determined by training on the bilingual parallel corpus. 
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Figure 3. The candidates form a graph. 

 
As each phrase has many translation candidates and the phases are overlapping, as shown in 

Table 6 and Figure 3. There are many candidate paths from the beginning to the ending of the 
decoding. In the proposed system, the decoder tries to select the best path which has the highest 
probability in terms of the translation model ϕ( ݂|݁) and the language model ܲெ(݁ | ݁ଵ ⋯ ݁ିଵ). 
The corresponding Tibetan phrase sequence is taken as the output of the SMT subsystem. 

For the example above, the SMT sub-system gives the translation: ང་ཚǑ ས་ Ɏེད་ȅ ར་ ɿགས་ȹོན་ ཟམ་མི་ཆད་པ་ 
བȄབ་པ   མི་རིགས་ ས་ཁུལ་ གྱི་ ལས་Ɏེད་པ འི་ དȻང་ȴེ་ འɱགས་ǲོང་ Ɏེད་པ ། 

4.7 Rule based machine translation 

In the rule (dictionary) based machine translation sub system, the bilingual dictionary is 
indexed by a structure call double array trie (Aoe 1989).  

 

 
 

Figure 4. The trie of the key set K 

 
We express the trie structure with an example. For a key set K={“中国”, “中国象棋”, “中间”, 

“上海”, “上浮”} in which the respective members mean “China”, “Chinese chess”, “middle”, 
“Shanghai” (a city), and “floating upward”, the trie is shown in  

Figure 4. In the figure, a node with two circles indicating that it is a terminal node 
corresponding to an acceptance state, which means the end of a known word. 

Previous research has found a method to store the trie in two arrays; this method  makes 
better use of memory while keeping retrieval performance high. We can further decrease the memory 
to store the whole index of the bilingual dictionary by code splitting and code mapping.  

Figure 5 shows the new trie of the key set K. Because some nodes are shared, just like the 
nodes 2 in  

Figure 5 because “中”(4E 2D).and “上”(4E 0A) have a same high byte (4E), it is similar to 
node 13. 
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Figure 5. The new trie of key set K 

 
In each terminal node, a pointer to the Tibetan translations of the Chinese word is indexed, 

which will be used to extract the corresponding translation. With this structure, the forward 
maximum matching method can be performed to translate a Chinese sentence to Tibetan. Backward 
maximum matching method can be performed similarly (Aoe 1989). 

5   System Evaluation 

In this section the performances of the different sub-systems are compared, and the well-
known Moses4  statistical machine translation system is also included in the comparison. 69,756 
sentence pairs are included in the experiments, in which 429 pairs are randomly selected as the test 
set. The other pairs are included in the training set. The domain distributions of the training set and 
test set are listed in Table 7. 

In the proposed system, two SMT sub systems are implemented, the first is maximum 
probability decoding model (MaxProb). The well-known Moses system is also taken as the second 
SMT sub system. Two RBMT sub systems are implemented too, which use Forward Maximum 
Matching (FMM) decoding and Backward Maximum Matching (BMM) decoding respectively.  

The performances of different MT sub-systems are listed in Table 8. The performance data 
are collected on a PowerEdge R710 server with 2 4-core Intel E5620 (2.40 GHz) CPUs and 16 GB 
of memory. All sub systems (including Moses) are running on the same server. The two evaluation 
metrics BLEU4 and NIST are widely used in machine translation research (Papineni 2002; George 
2002). BLEU4 simply calculates the geometric average of n-gram precisions for n=1 to 4 adding 
equal weight to each one, while NIST also calculates how informative a particular n-gram is. 
Obviously, Moses gives the best translations comparing with all sub-systems of the proposed system. 
However, it takes nearly 10 times more time. The EBMT sub-system gives the fewest correct 
translations. The other three sub systems have similar performance in both translation quality and 
time cost. However, 25,512 phrases are extracted by the SMT(MaxProb) sub system, in which 2258 
long phrases are not extracted by Moses with default configuration. So at the phrase level, the recall 
of the SMT(MaxProb) sub system improves the results by 9.71% over Moses. 
  

                                                 
4 http://www.statmt.org/moses/ 



Himalayan Linguistics, Vol 15(1) 

 162

 
 

 Domain # of sentence pair 
Training set Law text 8,595 

Leader's book 25,112 
Government reports 34,610 

Total of training set. 67,327 
Test set Law text 63 

Leader's book 151 
Government reports 215 

Total of test set. 429 
      Total 69,756 

Table 7. Domain distributions of the training set and test. 

 
Table 9 shows the output of different sub-systems for the sentence mentioned in the former 

section. It shows that the EBMT sub system successfully find the sentence itself in the RBMT model 
because it’s included in the training set. The other three sub-systems find translation candidates for 
every phrase in the sentence, but they are arranged in the same order as they are in the Chinese 
sentence rather than in a Tibetan sentence. That is why these sub-systems have a worse translation 
quality than Moses. So, an order adjusting model is essential to a Chinese to Tibetan translation 
system. 

 
MT (sub) 
system 

BLEU4 NIST Time(s)

EBMT 0.0410 3.1472 41
SMT(MaxProb) 0.2168 5.6882 75
SMT(Moses) 0.2771 6.2338 633
RBMT(FMM) 0.2040 5.6235 68
RBMT(BMM) 0.1986 5.5944 67

Table 8. Performances of different MT sub systems. 
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Source 
我们(we) 要(have to) 不断(keep) 加强(strengthening) 民族(ethnic) 地区
(area) 的(‘s) 干部(cadres) 队伍(group) 建设(construction) 。 

English 
We have to keep strengthening the construction of cadres group in ethnic 
areas.

Reference ང་ཚǑ ས་ མི་རིགས་ ས་ཁུལ་ གྱི་ ལས་Ɏེད་པ འི་ དȻང་ཁག་ འɱགས་ǲོང་Ɏེད་ɿགས་  ཆེ་ɻ་   ཟམ་མི་ཆད་པ་  གཏོང་དགོས། 
EBMT ང་ཚǑ ས་ མི་རིགས་ ས་ཁུལ་ གྱི་ ལས་Ɏེད་པ འི་ དȻང་ཁག་ འɱགས་ǲོང་Ɏེད་ɿགས་  ཆེ་ɻ་   ཟམ་མི་ཆད་པ་  གཏོང་དགོས། 
SMT ང་ཚǑ ས་ Ɏེད་ȅ ར་ ɿགས་ȹོན་ ཟམ་མི་ཆད་པ་ བȄབ་པ   མི་རིགས་ ས་ཁུལ་ གྱི་ ལས་Ɏེད་པ འི་ དȻང་ȴེ་ འɱགས་ǲོང་ Ɏེད་པ ། 
RBMT(FMM) ང་ཚǑ ས་ ȅན་ཆད་མེད་པ ར་ མི་རགིས་ ས་ཁུལ་ གྱི་ Ɏེད་ɿགས་ ཆེ་ɻ་གཏོང་ དགོས་ ལས་Ɏེད་པ འི་ དȻང་ȴེ་ ལེགས་ ǲོང་ Ɏ་ȅ འི །
RBMT(BMM) ང་ཚǑ ས་ ɞ་མȬད་ ɿགས་ȹོན་Ȅག་ དགོས་ མི་རིགས་ གྲངས་Ȟང་ ས་ཁུལ་ གིྱ་ ལས་Ɏེད་པ འི་ དȻང་ཁག་ ལེགས་ ǲོང་ ། 

Table 9. A comparison of sub systems’ outputs. 

6   Conclusion 

There is a big gap between the capacity for Chinese to Tibetan professional human 
translation and the market requirement. Machine translation technology is an urgent requirement, 
which contributes to the improvement of translation speed as well as the quality. We made great 
effort to build a Chinese to Tibetan machine translation system and discuss the key corpora and 
technologies in the paper. Experiments show the sub systems output the translation of each phrase 
in the same order as they are in the Chinese sentence rather than in a Tibetan sentence, which leads 
to a low quality translation. So an order adjusting model is essential to a Chinese to Tibetan 
translation system. As the translation quality is not good enough, we will make efforts toward order 
adjusting in the future. A computer aided tool is another requirement to make full use of the output 
of the system, and generates a better translation by interacting with the translator. 
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