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Abstract We present a hybrid geometric-algebraic multigrid approach for
solving Poisson’s equation on domains with complex geometries. The dis-
cretization uses a novel fourth-order finite volume cut cell representation to
discretize the Laplacian operator on a Cartesian mesh. This representation is
based on a weighted least-squares fit to a cell-averaged discretization, which is
used to provide a conservative and accurate framework for the multi-resolution
discretization, despite the presence of cut cells. We use geometric multigrid
coarsening with an algebraic multigrid bottom solver, so that the memory
overhead of algebraic coarsening is avoided until the geometry becomes under-
resolved. With tuning, the hybrid approach has the simplicity of geometric
multigrid while still retaining the robustness of algebraic multigrid. We inves-
tigate at what coarse level the transition should occur, and how the order of
accuracy of the prolongation operator affects multigrid convergence rates. We
also present some converged solutions as examples of how the use of adaptiv-
ity and a cell connectivity graph can affect performance in cases with under-
resolved geometries.
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1 Introduction

We are solving Poisson’s equation with a charge density ρ, written as

∇ · (∇φ) = ρ (1)

for the potential φ. As a discretization, we use a fourth order, cell averaged,
finite volume discretization in preparation ([12], with link to arXiv) for Carte-
sian domains with cut cells (see Figure 1). Because the resulting stencil is
large, higher-order, and spatially varying, traditional algebraic multigrid ap-
proaches would require significant memory overhead, or risk the potential of
poor multigrid performance resulting from aggressive algebraic coarsening ap-
proaches. Thus in this paper, we wish to investigate the factors that affect
geometric multigrid performance of this algorithm and investigate under what
circumstances it is advantageous to use algebraic multigrid.

The use of cut cells for representing complex geometries has been combined
with multigrid solvers and adaptive mesh refinement previously, but usually
at lower order. In [6], a first-order cut cell method was used for complex inclu-
sions with small gaps; the authors demonstrated that extra care must be taken
with the discretization near gaps to maintain good multigrid convergence. An
efficient adaptive mesh first-order cut cell method for Poisson’s equation for
cosmological simulations was shown in [13]; they used a specialized prolonga-
tion operator to improve multigrid convergence. Another paper exploring pro-
longation operators for first-order cut-cells was [8]. There the authors achieved
good multigrid convergence by enumerating prolongation and smoothing oper-
ators for each way the embedded boundary cut finite difference grid lines, and
some benefit was seen with additional smoothings near the boundary. This
Poisson problem routinely appears in projection methods for incompressible
flows, such as [14], but again first-order treatments of boundary conditions
limit the accuracy of the discretization. In a more complex example, in [4] the
steady-state compressible flow was solved using multigrid, noting that thin
boundary layers requiring piecewise linear prolongation, and careful tracking
of connectivity on coarser levels. In many of these references, complicated ge-
ometries, adaptivity, and boundary conditions make multigrid convergence for
cut cell discretizations difficult.

The basis for our work is in first-order finite volume Poisson solvers for em-
bedded boundary calculations. The algorithm described in [17] is widely used
in projection methods [16,20,19,11] and its performance has been investigated
[21]. This algorithm is defined using pointwise data and reduces to the stan-
dard (five-point in two 2D, seven point in 3D) Laplacian discretization away
from the embedded boundary. The current algorithm described in this paper
uses a cell-averaged description of the data and away from the boundary, and
has a much larger and denser stencil (see Figure 2). This stencil is higher-order,
and therefore can have very different multigrid convergence properties.

In complex geometries we expect that, as geometric multigrid coarsens
the domain, the operator evaluated on that coarsened domain can be a poor
approximation to the finer grid operator. This can cause geometric multigrid
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Fig. 1 Stencil support (in green) for a cut cell (in red).

Fig. 2 Stencil support (in green) for a regular (uncut) cell (in red) in two dimensions.

convergence to deteriorate. If we can detect at what resolution geometric coars-
ening will fail to produce an adequately accurate operator, we can stop at this
resolution and use algebraic multigrid as a bottom solver. In this way, we can
retain the performance advantages of geometric multigrid, which include lower
memory overhead and better parallel scaling. For higher order operators, the
low order prolongation used in [17] can produce high frequency errors that
require extra relaxation steps to achieve multigrid convergence.

For our geometric solvers, we use the Chombo software infrastructure [9,
10]. As our algebraic multigrid solver, we interface with PETSc [2,1,3].

1.1 Notation

The spatial discretization starts with rectangular control volumes on a Carte-
sian mesh in 1 ≤ d ≤ D dimensions, with mesh spacing h, and each grid cell
indexed by a multi-index i. Given an irregular domain Ω, we define control
volumes Vi defined on intersection of the Cartesian mesh with Ω. These cells
may be “regular,” meaning they do not contain any part of the domain bound-
ary ∂Ω, or otherwise “cut” by ∂Ω. For a sufficiently small geometric feature,
a cell may be cut into multiple “volumes,” each of which is indexed by Vv, and
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we use this notation generally to index any regular (Vi), cut cell, or multiple
cut cell. The intersections of ∂Ω with the faces of each Cartesian grid volume
are areas A, which again may be one or more faces connecting cells, including
“regular” faces with half-indices i± 1

2 . We also define Ab,v to be the surface of
the boundary ∂Ω contained in volume Vv. We limit the pathologies of these
intersections and small features by assuming that the boundary is resolved at
the finest discretization, where it intersects a given cell face at most once.

Throughout this document, we use the following compact “multi-index”
notation:

(x− x̄)p =

D∏
d=1

(xd − x̄d)
pd

p! =

D∏
d=1

pd!

Given a point in space x̄, and a D-dimensional integer vector p, we define
mp

v (x̄) to be the pth moment of the volume V relative to the point x̄.

mp
v (x̄) =

∫

V

(x− x̄)pdV (2)

The volume Vv of the cell v is simply |V | = mz
v, where z is the zero vector.

We generate our geometric moments using the algorithm described in [18].
Given a sufficiently smooth function ψ, we can approximate ψ in the neigh-

borhood of x̄ using a multi-dimensional Taylor expansion:

ψ(x) =
∑

|q|<Q

1

q!
ψ(q)(x̄) (x− x̄)q +O(hQ), (3)

with the multi-index partial derivative notation

ψ(q) = ∂qψ =
∂q1

∂xq11
. . .

∂qD

∂xqDD
ψ . (4)

We express averages over volumes as

〈ψ〉v =
1

|Vv|

∫

Vv

ψ dV

It is convenient to define a volume fraction κ that is inside Ω as the fraction
of a full cell volume:

κv = h−D|Vv| = h−Dmz
v. (5)

We define a polynomial fit to the Poisson solution, ψ, using the cell-
averaged form of the Taylor series (3)

〈ψ〉v =
1

mz
v

∑
|q|<Q

cqm
q or (6)

Ψ =M c (7)
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in vector form. Finally, if we choose the number stencil points NS > Q points,
the system is over-determined and we can approximate the coefficients c using
weighted least-squares (WLS),

c = (W M)†WΦ , (8)

where the choice of W is such that points further away contribute less to the
lower-order coefficients. Specifically, the weights decrease as x−5 where x is the
distance from the cell or face where the coefficients are needed. (see [12] for
more details on the WLS approximation and stencils). With these coefficients,
we create discrete operators for face-averaged gradients, prolongation, and
other operators required in the multigrid algorithm for the discrete Laplacian
operator, L, all of which use the same approach for incorporating partial cells
and boundary conditions.

1.2 AMR and Multigrid Algorithm

We solve equation (1) on an adaptive block-structured hierarchy. The approach
extends cell-average geometric multigrid V-cycle, as described in [15], to in-
clude higher-order operators on cut-cells. The cut-cells grids are coarsened
geometrically; that is, the coarse grid cell volumes and face areas are obtained
by summing the relevant fine grid quantities. One of the unique properties
of this cell-average approach is the restriction to coarse grids is defined as a
simple volume-weighted average. We choose a level of coarsening at which to
switch from geometric to algebraic multigrid, which uses a PETSC solver [2,
1,3] to solve the matrix formed from the cut-cell Laplacian operator on the
coarsest level.

An outline of the algorithm is given in figure 3 for a single-level calculation.
We repeat this V-cycle iteratively until the residual reaches solution tolerance,
typically machine precision scaled by the condition number of the Laplacian
matrix. Define ns to be the number of iterations of the smoothing operator,
S(R). The restriction operator A (for “averaging”), and the prolongation op-
erator P are defined in §1.3. Nmax is the grid refinement at the finest level,
Nmin is the refinement at which we switch to algebraic multigrid.

For AMR calculations, the algorithm can somewhat more complicated if the
refinement ratio is greater than two but is exactly the same if the refinement
ratio is two (see [15] for details). All our refinement ratios are two.

1.3 Multigrid Operators

For multigrid applied to linear operators like (1), we may use a residual-
correction formulation. For a given charge distribution ρ and an approximation
to the solution φl we define a residual of iteration l to be Rl = ρ−L(φl), and
then solve for a correction δl such that

L(δl) = Rl
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1. Descending leg of V-cycle.
1a. Compute residual at finest level.
RNmax

= ρ− L(φNmax
)

for N = {Nmax, Nmax/2, Nmax/4...Nmin}
1b. Smooth the correction.

δN = S(R)
1c. Recompute residual and restrict (average) to the next level.

RN = RN − L(δN ))
RN/2 = A(RN )

2. Solve L(δNmin
) = RNmin

using algebraic multigrid
3. Ascending leg of V-cycle

for N = {2Nmin, 4Nmin...Nmax}
3a. Prolong correction from coarser level

δN+ = P (δN/2)
3b. Smooth correction.

δN = S(R)
4. Correct the solution.

φNmax
+ = δNmax

Fig. 3 Algorithm for multigrid V-cycle. We repeat this iteratively until the residual reaches
solution tolerance. S is the smoothing operator applied ns times, A is the restriction (averag-
ing) operator and P is the prolongation (interpolation) operator, Nmax is the grid refinement
at the finest level, Nmin is the refinement at which we switch to algebraic multigrid.

and an improved solution φl+1 = φl + δl.

1.3.1 Smoothing

Our smoothing operator S is pointwise Gauss-Seidel relaxation with eight
color ordering in three dimensions, four color ordering in two dimensions.
See figure 5 for an illustration of the colors. This is required because of the
stencil’s corner coupling, but this coupling decays rapidly with distance, so
8- or 4-color approaches are sufficient but preferable to standard red-black
ordering. We chose this over other techniques, such as block smoothers, because
of the large stencil and variability near the boundary, which would reduce
their effectiveness and increase memory overhead. Each GS smoothing step
is performed through the whole domain for each color in succession and the
correction is updated in place. Figure 4 illustrates the relaxation algorithm
δ = S(R). The relaxation parameter λi is a function of space given by

λi = 0.5/wi

where wi is the diagonal coefficient of the Laplacian operator.

1.3.2 Restriction

We restrict the residual from finer to coarser levels using volume-weighted
averaging. Given a coarser volume Vc which is created by the graph-connected
coarsening of a set of fine volumes Vf , the restriction RN/2 = A(RN ) operator
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for (l = 1, ns)
for each color c ∈ CD:

Compute R = ρ− Lφ over whole domain.
for (i ∈ Ω)

if( ∀d ∈ {1, D}, (id mod (2)) == (cd mod (2)))
δi+ = λi(Ri − L(δ)i)

Fig. 4 Algorithm for smoothing δ = S(R) at a given resolution. CD is the set of colors for
dimension D (see Figure 5). ns is the number of smoothing steps.

2C C1

C0 C3

y

x

Fig. 5 Colors for GS relaxation. In two dimensions C = {(0, 0), (1, 1), (0, 1), (1, 0)}.

at i takes the form

RN/2,c = A(RN )c =

∑
v∈Vf

κvRv

∑
v∈Vf

κv
.

Because we are using cell averaged quantities, this restriction is exact if the
fine values are exact, and the coarsened volume is defined as the sum of the
fine. As mentioned in [22] (§2.7-8), multigrid for cell-average operators does
not use the same restriction approach as nodal or Galerkin operators, but can
be as effective with the correct combination of smoothing and higher-order
prolongation operators.

1.3.3 Prolongation

Given a coarse volume Vc which is created by the graph coarsening of a
set of fine volumes {v : Vv,f ∈ Vc}, our prolongation operator produces
the increment to the fine correction interpolated from the coarse correction
(δf,N+ = P (δN/2)f ). Previous investigations (for example [21]) use piecewise-
constant prolongation (P (δN/2)f = δN/2), which still works well because high-
frequency errors from this interpolation are quickly damped by the smoother,
S. However for higher order operators, the accuracy of the prolongation scheme
can affect multigrid convergence [7,22].

To try to quantify this effect for our cut-cell discretization, suppose we
wish to have a prolongation operator of accuracy O(hQ). Using equation (8),
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we express the correction at a coarse cell as local polynomial with coefficients
C. Integrating over the volume, we get

〈δ〉v =
1

mz
v

∑
|q|<Q

cqm
q
v (9)

Using all the coarse volumes within our stencil (see Figure 1), we make a
system of equations using equation (9) as each element of the system. All the
moments are relative to a common x0 (the center of the target cell). This whole
process is identical to how the polynomial coefficients are calculated from (8)
in [12]. We then use these coefficients, along with the moments for each fine
cell to calculate 〈δ〉f .

1.3.4 Coarse-fine boundaries

At coarse-fine AMR boundaries, a similar operator is used to set “ghost cell”
values that are needed by the fine-grid operator. Because these take into con-
sideration both the change in grid spacing and the cut cell boundary, the
domain boundary may cross refinement levels. To maintain conservation be-
tween levels, coarse cell face fluxes are defined as the sum of fine-grid fluxes,
as in [15]; coarse-grid residuals are updated with these fine flux values when
going down the V-cycle in geometric multigrid.

2 Results

We define our multigrid convergence rate C at V-cycle iteration l to be the
ratio between the former cycle’s residual max-norm and the current cycle’s:

Cl =
||R||l

||R||l−1
.

where ||R||l is the L∞ norm of the residual at iteration l. We define Ceff

to be the convergence rate into which multigrid settles; this settling typically
takes 3-7 cycles. We investigate how convergence rate and time to solution are
changed by three solver parameters: the order of prolongation, the number of
relaxation iterations, and the coarsest resolution of the V-cycle. We also study
the performance implications of using adaptive meshes. Considering the in-
teractions between these parameter choices, for each geometry and resolution,
we only explore a few of these combinations. The present sample problems
are intended to isolate and illustrate the individual parameter choice effects,
without having to exhaustively explore the parameter space.
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Prolong Order Ceff Time to solution
0 1./2.2 1.22
1 1./4.2 0.67
2 1./3.8 0.68
3 1./4.4 0.66
4 1./4.4 0.60

AMG - 2.68

Table 1 Multigrid convergence rates for the regular grid of 128x128. Two smoothings were
used, and we switched to algebraic multigrid when the V-cycle reached 16x16. Using only
algebraic multigrid takes 2.68 seconds to solve.

Prolong Order Ceff Time to solution
0 1./7.7 1.02
1 1./10.4 0.90
2 1./11.5 0.76
3 1./11.8 0.75
4 1./11.8 0.74

AMG - 2.47

Table 2 Multigrid convergence rates for the domain {(x, y) ∈ [0, 1]2 : (x−0.5)2+(y−0.5)2 ≥
0.212}. For the V-cycle, eight smoothings were used and the V-cycle was stopped at 16x16.
Using only algebraic multigrid, the time to solution is 2.47 seconds.

2.1 Prolongation Order Effects

First, we demonstrate that a higher-order prolongation operator can improve
multigrid convergence for problems with embedded boundaries.

To show this, we baseline the effect of prolongation order in the absence
of embedded boundaries. We solve Poisson’s equation on [0, 1]2 with homoge-
neous Dirichlet boundary conditions and a uniform charge density ρ = 1. Table
1 shows multigrid convergence rates and time to solution as the prolongation
order P is varied between 0 and 4 for a regular single-level grid of size 128×128.
For the V-cycle, the number of smoothings was set to two, and algebraic multi-
grid was used once the V-cycle had coarsened the grid to h = 1/16. Although
convergence rates are not ideal, linear prolongation (P = 1) shows much bet-
ter rates than piecewise-constant prolongation (P = 0) for this higher-order
stencil.

Improvement due to higher-order prolongation (P > 1) is much more mod-
est; this is in agreement with our experience with lower-order finite volume
operators as in [11]. These higher convergence rates also translate to better
solution times as P increases.

Next we solve the above problem (Poisson’s equation with homogeneous
Dirichlet boundary conditions and the uniform charge density ρ = 1) on the
domain {(x, y) ∈ [0, 1]2 : (x − 0.5)2 + (y − 0.5)2 ≥ 0.212} to investigate t
effect of prolongation order for an example embedded boundary calculation.
The grid is single-level and of size 128× 128. Eight smoothings were used for
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Number of smoothings Ceff Time to solution
2 1./1.8 1.08
3 1./2.5 0.81
4 1./3.4 0.76
5 1./4.6 0.74
6 1./6.3 0.71
7 1./8.6 0.68
8 1./11.7 0.74

AMG - 2.38

Table 3 Multigrid convergence rates for the domain {(x, y) ∈ [0, 1]2 : (x−0.5)2+(y−0.5)2 ≥
0.212}. For the V-cycle, fourth-order prolongation was used, and the V-cycle was stopped
at 16x16. The AMG time to solution is 2.38

the V-cycle, and algebraic multigrid was used when the V-cycle hit a grid
refinement of h = 1/16.

Table 2 shows the multigrid convergence rates and time to solution for
this example for prolongation orders of P = 0...4. The convergence rates be-
have similarly to the regular grid case: increasing the order P from 0 to 1
greatly improves the convergence rate (and hence the time to solution), but
the convergence rates only improve slightly as P is increased further.

2.2 Relaxation effects

Now we investigate how much increasing the number of smoothings ns during
relaxation improves multigrid convergence. This is a well-known result for grids
without embedded boundaries. Here, we verify this fact for our higher-order
method with embedded boundaries.

Similar to the prolongation study, we solve Poisson’s equation on the do-
main {(x, y) ∈ [0, 1]2 : (x − 0.5)2 + (y − 0.5)2 ≥ 0.212}. with homogeneous
Dirichlet boundary conditions and the uniform charge density ρ = 1. Alge-
braic multigrid is used when the V-cycle reaches a refinement of h = 1/16. In
this study, we use a fourth-order prolongation operator.

Table 3 shows how multigrid convergence improves with increased ns. Time
to solution, however, initially decreases with ns due to higher convergence rate
but starts to increase because of the extra work required per V-cycle. In all
cases, the time to solution was less than half the time to solution of algebraic
multigrid (AMG).

2.3 V-Cycle depth effects

We now investigate how the resolution of the coarsest level in the V-cycle
(Nmin in Figure 3) influences multigrid convergence. Previous experience sug-
gests that the grid size at the coarsest resolution must be fine enough to
minimally resolve the geometric features of the domain for multigrid to con-
verge.
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Nmin ζ Ceff Time to solution
16 0.4 DNC –
32 0.8 DNC –
64 1.6 1./5.4 5.28
128 3.2 1./5.4 6.59

AMG - - 8.62

Table 4 Typical multigrid convergence rates with geometry described in Figure 6 on a grid
of 256x256. “DNC” signifies that multigrid did not converge. The space between boundaries,
δ, is fixed at δ = 0.025. The parameters are fixed at r = 0.225 and W = 1. The AMG time
to solution is 8.62. Eight smoothing iterations and fourth-order prolongation were used.

Our geometric description for this example is shown in Figure 6 (the do-
main is the region outside of the circles). The domain width W equals 1. The
charge density is set to ρ = 1, and homogeneous Dirichlet boundary conditions
are used on the boundaries. The grid is single-level with size 256× 256.

To get multigrid convergence, the distance δ between the boundaries must
be resolvable by the coarsest domain grid spacing hmin = 1/Nmin. We demon-
strate this through two studies.

In our first study, we fix δ = 0.025, and vary Nmin, the size of the coarsest
level in the V-cycle. In the second study, we fix Nmin = 16 and vary δ (by
varying the radius r of the circles). In both studies, the V-cycle uses a fourth-
order prolongation operator with 8 smoothings.

The ratio

ζ =
δ

hmin

measures how well the geometry is resolved on the coarsest level of the V-cycle.
When ζ < 1, the geometry is not well-resolved. Table 4 shows the multigrid
convergence rates and time to solution in the first study. Table 5 shows the
multigrid convergence rates and time to solution in the second study. These
tables verify that multigrid doesn’t converge for ζ < 1, but has reasonable
convergence for larger ζ. Moreover, multigrid convergence improves when the
geometry is better resolved. For this geometry and discretization, this indicates
that a minimum grid spacing of the features is required for geometric multigrid
to converge.

Table 5 also compares the time to solution for algebraic multigrid versus
our hybrid multigrid method. These results suggest that sometimes algebraic
multigrid may reduce the time to solution slightly.

2.4 Adaptivity and Performance

In this section, we present some converged solutions as examples of how adap-
tivity can affect multigrid performance. The geometry and charge distribution
are described in figure 7. Homogeneous Dirichlet boundary conditions are pre-
scribed on the boundaries.
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δ ζ Ceff Time to solution AMG time to solution
0.025 0.4 DNC – 8.54
0.0625 1.0 DNC – 10.33
0.1 1.6 1./13.3 7.90 9.25
0.15 2.4 1./13.3 9.62 7.95
0.2 3.2 1./34.7 10.24 8.77

Table 5 Typical multigrid convergence rates with geometry described in Figure 6 on a grid
of 256x256. “DNC” signifies that multigrid did not converge. The space between boundaries
is denoted δ. Nmin = 16, 8 smoothings were used and fourth-order prolongation was used.

r δ
h

W

Fig. 6 Geometric description for V-cycle depth investigation.

In our study, we fix the finest level of the AMR grid to be 512 × 512,
and we vary Nc, the resolution of the coarsest AMR level. In each example,
the V-cycle uses fourth order prolongation, eight smoothings, and algebraic
multigrid is used when the V-cycle coarsened resolution is h = 1/16.

Table 6 shows the multigrid convergence rates and time to solution as we
vary Nc. The convergence rates are constant between the examples, suggesting
that the number of levels do not affect the convergence rate. The time to
solution for one and two levels is much higher than that for three or four
levels. Surprisingly, the time to solution for the run with Nc = 64 is higher
than the time to solution for the run with Nc = 128. This is because the finest
grid when Nc = 64 covers more of the domain than the finest grid for Nc = 128
(see Figures 8 and 9). We use the grid generation algorithm described in [5].
This algorithm is complex and the number of points it produces is difficult to
predetermine.
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Fig. 7 Geometric description for the AMR investigation.The computational domain is the
region in white. The embedded boundary is the intersection of four circles. One circle has
center (1, 1) and radius 0.2. The other three circles have centers (1.1732, 0.9), (0.8268, 0.9),
and (1, 1.2), and all three have radii of 0.1. The charge density consists of two circular
uniformly distributed charges (shown in red and blue). The positive charge distribution
(in red) has center (1.75, 1.75), radius 0.1, and a total charge of 10. The negative charge
distribution (in blue) has center (0.2, 0.2), radius 0.1, and a total charge of -10.

Nc Ceff Time to solution
64 1./1.9 4.77
128 1./1.9 3.96
256 1./1.9 11.05
512 1./1.9 37.15

Table 6 Multigrid convergence rates for the AMR example described in §2.4. The finest
AMR level is 512x512. The base resolution is NcxNc. The V-cycle used 8 smoothings, and
the V-cycle switched to algebraic multigrid at 16x16. We used fourth order prolongation.

3 Conclusions

We have presented an adaptive mesh multigrid algorithm for solving Poisson’s
equation using a fourth-order Cartesian grid, embedded boundary discretiza-
tion. We show that higher order prolongation operators and more smoothings
can both help multigrid convergence, especially when portions of the boundary
are under-resolved on coarser geometric multigrid levels. We also show that the
V-cycle convergence is best when the transition from geometric multigrid to an
algebraic coarsening approach is done at a resolution that captures significant
boundary features.

Immediate future work will include other operators, such as Helmholtz
and variable-coefficient elliptic operators. An extension of this work to include
jumps (as in [11]) on the interior of the domain will be important for equa-
tions in conservation form spanning multiple materials. Further optimization
of the algorithm may include smoothing operators that focus additional effort
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Fig. 8 Grid configuration and solution for the adaptivity study when the coarsest AMR
level Nc = 128.

near the domain boundary, but use inexpensive regular grid smoothers in the
interior of the domain.
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