
UC Irvine
UC Irvine Previously Published Works

Title
On Phase Noise Suppression in Full-Duplex Systems

Permalink
https://escholarship.org/uc/item/6hv2b6vq

Journal
IEEE Transactions on Wireless Communications, 14(3)

ISSN
1536-1276

Authors
Ahmed, Elsayed
Eltawil, Ahmed M

Publication Date
2015

DOI
10.1109/twc.2014.2365536

Copyright Information
This work is made available under the terms of a Creative Commons Attribution License, 
availalbe at https://creativecommons.org/licenses/by/4.0/
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/6hv2b6vq
https://creativecommons.org/licenses/by/4.0/
https://escholarship.org
http://www.cdlib.org/


1

On Phase Noise Suppression in Full-Duplex

Systems

Elsayed Ahmed, and Ahmed M. Eltawil

Abstract

Oscillator phase noise has been shown to be one of the main performance limiting factors in full-

duplex systems. In this paper, we consider the problem of self-interference cancellation with phase

noise suppression in full-duplex systems. The feasibility of performing phase noise suppression in

full-duplex systems in terms of both complexity and achieved gain is analytically and experimentally

investigated. First, the effect of phase noise on full-duplex systems and the possibility of performing

phase noise suppression are studied. Two different phase noise suppression techniques with a detailed

complexity analysis are then proposed. For each suppression technique, both free-running and phase

locked loop based oscillators are considered. Due to the fact that full-duplex system performance highly

depends on hardware impairments, experimental analysis is essential for reliable results. In this paper, the

performance of the proposed techniques is experimentally investigated in a typical indoor environment.

The experimental results are shown to confirm the results obtained from numerical simulations on two

different experimental research platforms. At the end, the tradeoff between the required complexity and

the gain achieved using phase noise suppression is discussed.

Index Terms

Full-duplex, phase noise suppression, self-interference cancellation, phase locked loop, free-running

oscillators.

I. INTRODUCTION

Due to the tremendous increase in wireless data traffic, full-duplex transmission was introduced

as a promising duplexing mechanism that could potentially double the spectral efficiency of

wireless systems. The main limitation impacting full-duplex transmission is managing the strong

self-interference signal imposed by the transmit antenna on the receive antenna within the same
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transceiver. To double the spectral efficiency, full-duplex systems should be able to mitigate

the self-interference signal to below the receiver noise floor. Throughout the literature, several

combinations of self-interference cancellation schemes have been proposed [1]-[13] aiming to

mitigate the self-interference signal below the receiver noise floor. However, several experimental

results [1]-[8] have demonstrated that, using conventional hardware, complete self-interference

elimination is highly challenging, mainly due to a combination of hardware imperfections,

especially radio circuits’ impairments.

In order to identify the system limitations, several recent publications [7]-[9] have considered

the problem of self-interference cancellation in full-duplex systems to investigate the impact of

radio circuit impairments on the cancellation capability. More specifically, in [9] an analytical

model that includes transmitter and receiver phase noise, quantization noise, and receiver AWGN

noise is introduced. The results show that among the mentioned three impairments, transmitter

and receiver oscillator phase noise is the main bottleneck that limits self-interference mitigation

capability. In [7] an experimental framework using the Wireless Open-Access Research Platform

(WARP) [15] is used to investigate the main cause of performance bottlenecks in current full-

duplex systems. The results show that the key bottleneck in current systems is the phase noise

of the transmitter and receiver local oscillators. In addition to phase noise, other experimental

results [8] show that when using very low phase noise transceivers (e.g. test instruments),

transmitter nonlinearity becomes the main performance limiting factor. As a conclusion, among

the various radio frequency (RF) circuits’ impairments, oscillator phase noise and transmitter

nonlinearities are found to be the main self-interference cancellation limiting factors in full-

duplex systems.

Giving it limiting impact on performance, phase noise reduction is one of the main design

targets for full-duplex system designers. Phase noise could be reduced by either designing high

quality, low phase noise oscillators (which is highly impractical ) or by performing phase noise

estimation and suppression. In this work, we analytically and experimentally investigate the

problem of phase noise estimation and suppression in full-duplex systems in the presence of both

transmitter and receiver oscillator phase noise. First, we study the impact of oscillator phase noise

on full-duplex orthogonal frequency division multiplexing (OFDM) systems. For practical system

considerations, both free-running and phase locked loop (PLL) based oscillators are considered.

Second, in addition to the frequency-domain technique proposed by the authors in [14], we pro-
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pose another reduced complexity time-domain phase noise estimation and suppression technique.

Detailed complexity comparison between the two proposed techniques is introduced. Third, the

effect of channel estimation error on the phase noise estimation performance is discussed. Fourth,

a real-time experimental framework is used to confirm the conclusions derived from the numerical

analysis. For additional diversity, the experimental results are obtained using two different

research platforms (e.g. WARP [15], and USRP [16]). Finally, the overall system performance is

investigated to study the feasibility of using phase noise estimation and suppression techniques

in full-duplex systems in terms of achieved gain and required complexity.

Generally, the presence of phase noise in OFDM systems introduces common phase error

(CPE) and intercarrier interference (ICI) [17]-[18]. Most of the current self-interference can-

cellation schemes compensate only for the CPE and ignore the ICI effect, which limits the

amount of cancellable self-interference power to the ICI power level. Therefore, improving self-

interference cancellation capability requires the ICI signal to be estimated and suppressed. In

fact, conventional half-duplex ICI suppression techniques [17]-[19] could be used in full-duplex

systems with the following two exceptions; first, in full-duplex systems, while suppressing the

ICI associated with the self-interference signal, the signal-of-interest is considered as an unknown

noise signal. Second, in full-duplex systems, the self-interference signal is known at the receiver

side, thus eliminating the need to use decision feedback techniques to obtain the transmitted

signal.

Since the ICI suppression amount depends on the accuracy of the estimated ICI signal, which

is proportionally related to the computational complexity; the main challenge in full-duplex

systems is achieving sufficient ICI suppression at reasonable computational complexity. The

analysis shows that in full-duplex systems, two main factors affect the achieved ICI suppression

amount; first, the fact that the signal-of-interest is considered as a noise signal during the ICI

estimation process significantly degrades the quality of the estimated ICI signal, especially in the

cases where the signal-of-interest power is higher than the ICI signal power. Second, the results

also show that using different oscillator types (e.g. free-running or PLL based oscillator) affect

the achieved ICI suppression amount, mainly due to the different phase noise power spectral

density shapes in different oscillator types.

In full-duplex systems, typically analytical and numerical analysis are not sufficient for ac-

curate conclusions; mainly due to the significant dependence of the performance on hardware
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impairments, which are very challenging to accurately model. Thus, numerical analysis confirmed

by experimental analysis is the best way to study full-duplex systems. In this work, following

the numerical analysis, an experimental framework with different research platforms is used to

investigate the performance of the proposed phase noise estimation and suppression techniques

in typical indoor environments. The experimental results are shown to confirm the conclusions

derived from the numerical analysis.

The remainder of this paper is organized as follows. In Section II, the signal model is presented.

The proposed phase noise estimation and suppression techniques are introduced in Section III.

Analysis and discussions are presented in Section IV. Finally, section V presents the conclusion.

Notation: We use (∗) to denote convolution, (.)H to denote conjugate transpose, E[.] to denote

expectation. We use boldface letters (A) for matrices, A(m,n) to denote the element on the mth

row and nth column of the matrix A, and diag(A) to denote a diagonal matrix whose diagonal

is constructed from the vector A.

II. SIGNAL MODEL

In this section, a signal model for full-duplex systems including the transmitter and receiver

phase noise is introduced. For sufficient self-interference suppression in full-duplex systems,

one or more self-interference cancellation schemes should be used. Self-interference cancellation

schemes could be divided into three main categories: (i) passive suppression, (ii) RF cancellation,

and (iii) digital cancellation. In passive suppression, the self-interference signal is suppressed

in the propagation domain before it is processed by the receiver circuitry. Passive suppression

could be achieved using antenna separation and/or shielding [1]-[2], directional antennas [10]-

[11], or careful antenna placement [3]. In RF cancellation [8], a copy of the transmitted RF

signal is used to mitigate the self-interference signal at the low-noise amplifier input. In digital

cancellation techniques [1], [8], [9], the self-interference signal is canceled in the digital domain

by leveraging the fact that the transceiver knows the signal it is transmitting. Typically, digital

cancellation is used to remove the residual self-interference after passive or RF cancellation.

Figure 1 illustrates a block diagram for a full-duplex OFDM transceiver using passive sup-

pression followed by digital self-interference cancelation. At the transmitter side, the base-band

signal is modulated using an OFDM modulator and then up-converted to the carrier frequency

fc. The oscillator at the transmitter side is assumed to have a random phase error represented by
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Fig. 1. Block diagram of full-duplex OFDM transceiver.

φt(t). At the receiver side, the received signal consists of the self-interference (the signal from the

transmitter in the same transceiver) and the signal-of-interest (the signal to be decoded) down-

converted from the carrier frequency to the base-band. The down-conversion mixer is assumed

to have a random phase error represented by φr(t). The base-band signal is then converted to the

frequency domain using Fourier transform. In the frequency domain, the self-interference signal

is estimated and subtracted from the received signal. Finally, the output of the self-interference

cancellation block is equalized and demodulated to restore the transmitted data.

The received base-band time domain signal can be written as

yn =
[(
xIne

jφt,In ∗ hIn
)
+
(
xSne

jφt,Sn ∗ hSn
)]
ejφ

r
n + zn, (1)

where n is the sample index, xI , xS are the transmitted self-interference signal and signal-of-

interest respectively, φt,I , φt,S are the self-interference and signal-of-interest transmitter phase

noise processes, φr is the receiver phase noise process, hI , hS are the self-interference and

signal-of-interest channels, and z is the receiver noise.

Performing Discrete Fourier Transform (DFT) on both sides of (1) we get

Yk =
N−1∑
m=0

N−1∑
l=0

XI
l H

I
mJ

t,I
m−lJ

r
k−m︸ ︷︷ ︸

Y Ik

+
N−1∑
m=0

N−1∑
l=0

XS
l H

S
mJ

t,S
m−lJ

r
k−m︸ ︷︷ ︸

Y Sk

+Zk

= Y I
k + Y S

k + Zk, (2)

where k is the subcarrier index, N is the total number of subcarriers per OFDM symbol, Y I
k , Y S

k
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represents the self-interference and signal-of-interest parts of the received signal, Zk is the Fourier

transform of the receiver noise, and J i, i ∈ [(t, I), (t, S), r] represents the DFT coefficients of

the phase noise signal calculated as

J ik =
N−1∑
n=0

ejφ
i
ne−j2πnk/N . (3)

In experimental results published in [4], [5] it was shown that for full-duplex systems with a

strong self-interference line-of-sight component, the self-interference channel follows a Rician

distribution with a very large Rician factor (e.g. 25dB to 35dB), and thus can be considered as

a frequency-flat channel over wide frequency bands. In the analysis portion of this paper, for

simplicity, we assume a frequency-flat channel while developing the signal model. Accordingly,

Equation (2) can be simplified as

Yk =
N−1∑
l=0

XI
l H

I
l

N−1∑
m=0

J t,Im−lJ
r
k−m + Y S

k + Zk =
N−1∑
l=0

XI
l H

I
l J

c
k−l + Y S

k + Zk, (4)

where J c is the DFT coefficients of the combined transmitter and receiver phase noise calculated

as the circular convolution of J t,I and Jr.

Rewriting (4) in a more detailed form we get

Yk = XI
kH

I
k J c0︸︷︷︸
CPE

+
N−1∑

l=0,l 6=k

XI
l H

I
l J

c
k−l︸ ︷︷ ︸

ICI

+Y S
k + Zk, (5)

where J c0 is the DC coefficient that acts on all subcarriers as a CPE, and the second term

represents the ICI associated with the self-interference signal. The time-domain representation

of (5) can be written as

yn = (xIn ∗ hIn)jcn + ySn + zn, (6)

where jcn = ej(φ
t,I
n +φrn) is the time domain representation of the combined phase noise process.

In order to proceed with the analysis, a closed form model for the phase noise process

is required. In this paper, we consider the two commonly used oscillator types; free-running

oscillators and PLL based oscillators. In free-running oscillators the phase noise could be modeled

as a Wiener process [20] where the phase error at the nth sample is related to the previous

one as φn = φn−1 + α, where α is a Gaussian random variable with zero mean and variance

σ2 = 4π2f 2
cCTs. In this notation Ts describes the sample interval and C is an oscillator dependent
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parameter that determines its quality. The oscillator parameter C is related to the 3dB bandwidth

f3dB of the phase noise Lorentzian spectrum by C = f3dB/πf
2
c . As shown in [17], the phase

noise auto-correlation for free-running oscillators is calculated as

E
[
ejφme−jφn

]
= E

[
ej∆φmn

]
= e

−4π2f2c CTs|m−n|
2 . (7)

In PLL based oscillators, as shown in figure 2, the voltage controlled oscillator (VCO) output

is controlled through a feed-back loop that involves a phase detector and low-pass filter (LPF).

The purpose of the feed-back loop is to lock the phase of the VCO output with the phase of a

high quality reference oscillator. As shown in [21], the PLL output phase noise can be modeled

as Ornstein-Uhlenbeck process with auto-correlation function calculated as

E
[
ej∆φmn

]
= e

−4π2f2c
2 (CTs|m−n|+2

∑n0
i=0(µi+vi)(1−e−λiTs|m−n|)), (8)

where (n0, µ , v, λ) are PLL specific parameters that are function of the PLL loop filter design1.

Phase 

detector
LPF VCO

1/N

Reference 

Oscillator

Fig. 2. PLL based oscillator.

III. SELF-INTERFERENCE CANCELLATION WITH PHASE NOISE SUPPRESSION

According to (5), total self-interference cancellation requires both the CPE and the ICI compo-

nents to be suppressed. Conventional digital self-interference cancellation schemes only consider

the suppression of the CPE component and neglects the ICI component, which limit the amount

of cancellable self-interference power to the ICI power level. In this section, we introduce

1See [21] for detailed description on how these parameters are calculated.
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two different phase noise estimation and suppression techniques that are used to enhance self-

interference cancellation capability in full-duplex systems.

Generally, self-interference cancellation requires the knowledge of both transmitted self-interference

signal (XI) and self-interference channel (HI). Since it is transmitted from the same transceiver,

the transmitted self-interference signal is assumed to be known at the receiver side. An accurate

estimation for the self-interference channel (HI) as well as the signal-of-interest channel (HS)

could be obtained using orthogonal training sequences sent at the beginning of each transmission

frame.

A. Frequency-domain phase noise estimation and suppression

In this technique, the DFT coefficients of the phase noise process (Jk) is estimated in the

frequency-domain, and then used to suppress both the CPE and ICI components. The estimation-

suppression process consists of four main steps;

• Estimating the DC coefficient (J c0).

• Suppressing the CPE component by subtracting XI
kH

I
kJ

c
0 from the received signal.

• Estimating the remaining phase noise coefficients (J ci , i 6= 0).

• Suppressing the ICI component by reconstructing the signal
∑N−1

l=0,l 6=kX
I
l H

I
l J

c
k−l then sub-

tract it from the received signal.

For the DC coefficient estimation, the least square (LS) estimator is used as follows

J c0 =
1

Nu

Nu−1∑
k=0,k∈U

Yk
XI
kH

I
k

, (9)

where U is a set that contains the pilot positions within the OFDM symbol, and Nu is the number

of pilot subcarriers. After estimating the DC coefficient, the CPE component is subtracted from

the received signal in (5) as follows

Yk −XI
kH

I
kJ

c
0 =

N−1∑
l=0,l 6=k

XI
l H

I
l J

c
k−l + Y S

k + Zk. (10)

In order to perform ICI suppression, the remaining coefficients of J c have to be estimated.

Based on (10), the problem of estimating J c is considered as a linear estimation problem, where

J c is a parameter vector distributed by Gaussian noise and the signal-of-interest (Y S). For an
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estimation order M (where M is the number of coefficients to be estimated), Equation (10) can

be written in a matrix form as


Bl1

Bl2

:

Blp

 =


Al1 ... Al1+M

Al2 ... Al2+M

: : :

Alp ... Alp+M





J cM/2

:

J c1

J−1
c

:

J c−M/2


+


Y S
l1

Y S
l2

:

Y S
lp

+


γICIl1

γICIl2

:

γICIlp

+


Zl1

Zl2

:

Zlp

 , (11)

where Bk = Yk − XI
kH

I
kJ

c
0 , Ak = XI

kH
I
k , and γICI is the residual ICI beyond the estimation

order M . The set [l1 l2 ... lp] has to be of length ≥M in order to solve (11) for M unknowns.

Summarizing (11) in a compact form we get

B = AJc + η, (12)

where η represents the effective noise that combines all of the signal-of-interest, the residual

ICI, and the receiver noise. Using (12), the minimum mean square error (MMSE) estimate of

Jc is given by

Jc = WB, (13)

W = RJJA
H(ARJJA

H +Rηη)
−1, (14)

where RJJ represents the correlation matrix of the vector Jc, and Rηη represents the correlation

matrix of the vector η.

Using equation (3), the (p,q) element of the correlation matrix RJJ can be calculated as

RJJ(p,q) = E
[
JpJ

∗
q

]
=

1

N2

N−1∑
m=0

N−1∑
n=0

E
[
ej∆φmn

]
e−j2π

N
(pm−qn), (15)

where E
[
ej∆φmn

]
is calculated as in (7), (8) for free-running and PLL based oscillators.

Assuming that the data symbols and the receiver noise are not correlated, the correlation

matrix Rηη can be written as

Rηη = diag(E
[∣∣YS

l1

∣∣2]+ E
[∣∣γICI

l1

∣∣2]+ σ2
z , ........,E

[∣∣∣YS
lp

∣∣∣2]+ E

[∣∣∣γICI
lp

∣∣∣2]+ σ2
z ), (16)
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where σ2
z is the receiver noise variance, E

[∣∣γICIli

∣∣2] is the power of the residual ICI at subcarrier

li calculated as [13]

E
[∣∣γICIli

∣∣2] = N−1∑
p=0,p>|M |

RJJ(p,p), (17)

and E
[∣∣Y S

l1

∣∣2] is the power of the received signal-of-interest at subcarrier li. For simplicity,

E
[∣∣Y S

l1

∣∣2] can be approximated to the average received signal-of-interest power as follows

E
[∣∣Y S

li

∣∣2] = E
[∣∣XS

li
HS
li

∣∣2] = E
[∣∣HS

li

∣∣2] , (18)

where the transmitted signal are assumed to be M-QAM modulated with a unity average power.

At the end, the phase noise vector Jc is constructed by placing the M estimated coefficients in

their corresponding positions and placing zero elsewhere.

In the ICI cancellation phase, the ICI component is reconstructed as

ICIk =
N−1∑

l=0,l 6=k

XI
l H

I
l J

c
k−l, (19)

and then subtracted from the received signal.

Regarding the computational complexity, the most computation consuming part in the dis-

cussed frequency-domain technique is the calculation of the weighting matrix W which involves

matrix inversion. Although the correlation matrix RJJ is a symmetric matrix, however, due to

the fact that A is a general matrix with no special properties, the matrix (ARJJA
H +Rηη) is

also a general MxM matrix, which sets the complexity of such technique to O(M3). The high

complexity order will limit the use of such technique to small M cases which directly affects

the accuracy of the estimated phase noise vector and thus the amount of suppressed ICI power.

In addition to matrix inversion, reconstructing the ICI component involves a convolution

process of order O(NM), which also limits the use of such technique to systems with a small

number of subcarriers N . For complexity reduction, a lower complexity time-domain phase noise

estimation and suppression technique is proposed in the following subsection.

B. Time-domain phase noise estimation and suppression

refering back to (6), since the self-interference channel HI and the self-interference signal XI

are known, a time-domain MMSE estimator could be used to solve (6) for the unknown vector
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jc that is distributed by Gaussian noise and the signal-of-interest (yS). For an M order MMSE

estimator, equation (6) can be written in a matrix form as


yl1

yl2

:

ylp

 =


al1 0 ... 0

0 al2 ... 0

: : :

0 0 ...alp





jcM/2

:

jc1

j−1
c

:

jc−M/2


+


ySl1

ySl2

:

ySlp

+


zl1

zl2

:

zlp

 , (20)

or in a compact form as

y = ajc + ζ, (21)

where an = xIn ∗hIn, ζ represents the effective noise vector that combines Gaussian noise z, and

signal-of-interest yS. The set [l1 l2 ... lp] has to be of length ≥M in order to solve (21) for

M unknowns.

Comparing (21) with (12) we note that in the time-domain technique, the matrix a is a diagonal

matrix and the noise vector ζ contains only the Gaussian noise z, and the signal-of-interest yS.

However, in the frequency-domain technique, A is a full matrix and the noise vector η has an

additional term (γICI) which is the residual ICI beyond the estimation order M . The reason

is that the phase noise is a multiplicative process in the time-domain which means that the

received signal at time n is only affected by the phase noise at that time instant, while, in the

frequency-domain, due to the ICI effect, the received signal at each subcarrier is affected by the

phase noise at that subcarrier and all other subcarriers.

Using (21), the MMSE estimate of jc is given by

jc = wy, (22)

w = Rjja
H(aRjja

H +Rζζ)
−1, (23)

where Rjj represents the time-domain correlation matrix of the vector jc, and Rζζ represents

the correlation matrix of the vector ζ. The (m,n) element of the correlation matrix Rjj can be

calculated as

Rjj(m,n) = E [jmj∗n] = E
[
ej∆φmn

]
, (24)
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where E
[
ej∆φmn

]
is calculated as in (7), (8) for free-running and PLL based oscillators respec-

tively. The noise correlation matrix Rζζ can be calculated as in (16) with the exception that

γICI = 0 in the time-domain problem.

In cases where M < N (the number of estimated samples is less than the overall number of

samples per OFDM symbol), the remaining un-estimated samples could be set to the value of

one. However, for better estimation quality, the estimated samples are linearly interpolated to

get an estimate for the phase noise at the un-estimated time positions. For lower interpolation

errors, the estimation positions [l1 l2 ... lp] are chosen to be equally-spaced in the time-domain.

For the cancellation phase, the self-interference signal is reconstructed in the time-domain as

yIn =
(
xIn ∗ hIn

)
jcn, then subtracted from the received signal.

From a performance perspective, two main advantages make the time-domain technique ex-

pected to outperform the frequency-domain technique; first, in the frequency-domain technique,

the remaining ICI beyond the cancellation order is considered as a noise term that negatively

affects the estimation quality. However, in the time-domain technique there is no ICI effect.

Second, the linear interpolation performed in the time-domain technique results in a good estimate

for the un-estimated samples beyond the estimation order, thus improving the overall estimation

performance.

In terms of complexity, the complexity of the proposed time-domain technique is at least one

order of magnitude lower than the complexity of the frequency-domain technique. In more details,

the complexity advantage of the time-domain technique is a result of three main factors; first,

In the calculation of the weighting matrix (w), the time-domain phase noise correlation matrix

Rjj is a real symmetric matrix and a is a diagonal matrix which results in (aRjja
H +Rζζ)

−1

being a symmetric matrix with an inversion complexity order O(M2) instead of O(M3) in the

frequency-domain technique. Second, in the cancellation phase of the time-domain technique,

the self-interference signal is reconstructed using O(N) multiplication process instead of the

O(NM) convolution process used in the frequency-domain technique. Finally, performing time-

domain phase noise interpolation helps to achieve better performance at a lower estimation order

(M ), and thus reduces the complexity.

On the other hand, performing time-domain MMSE estimation requires additional inverse

discrete fourier transform (IDFT) process to calculate an = IDFT (XI
kH

I
k). For N = 2m,

the complexity of the IDFT process is O(N log2N). Performing time-domain phase noise
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interpolation is an additional O(N) process that does not exist in the frequency-domain technique.

As a conclusion, table I summarizes the computational complexity of both time-domain and

frequency-domain techniques.

TABLE I

COMPLEXITY ORDER OF TIME-DOMAIN AND FREQUENCY-DOMAIN PHASE NOISE ESTIMATION AND SUPPRESSION

TECHNIQUES

Frequency-domain technique Time-domain technique

Estimation Phase O(M3) O(M2) For matrix inversion +

O(N log2 N) to calculate an = IDFT (XI
kH

I
k)

Cancellation Phase O(NM) O(N) for Interpolation +

O(N) for Cancellation

IV. ANALYSIS AND DISCUSSIONS

In this section, the performance of the proposed phase noise estimation and suppression

techniques is experimentally and numerically investigated under different operating conditions.

Both free-running and PLL based oscillators are considered. In addition, the effect of channel

estimation error on performance is also investigated. The performance of the proposed techniques

is compared to the case where no phase noise suppression is performed, showing the potential

gain achieved by using such phase noise suppression techniques. Following the analysis, the

feasibility of using phase noise estimation and suppression techniques in full-duplex systems is

discussed in terms of achieved gain and required complexity.

A 20MHz wireless LAN system is used as a framework for the analysis. The system is

assumed to operate in a full-duplex mode, where the wireless terminals are transmitting and

receiving at the same time, using the same carrier frequency. The transmitted frame consists of

orthogonal training sequences used for channel estimation purposes, followed by data OFDM

symbols with 64 subcarriers in each symbol. Each OFDM symbol contains 4 pilot subcarriers

used for CPE estimation. The carrier frequency fc is set to 2.4GHz with a system bandwidth

of 20MHz. The indoor TGn channel model D [22] is used to model the self-interference and

signal-of-interest channels. The self-interference and signal-of-interest channel’s Rician factors

are set to 30dB and 3dB respectively.
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At the receiver side, the orthogonal training sequences transmitted at the beginning of each

frame are used to obtain an estimate for the self-interference as well as the signal-of-interest

channels. The channel is estimated at each training symbol, and then averaged over all training

symbols to obtain a more accurate channel estimate. The channel is estimated once per frame,

and assumed to be constant within the frame duration.

In the analysis, the self-interference cancellation gain is used as a performance metric. Self-

interference cancellation gain is defined as the incoming self-interference power divided by the

remaining self-interference power after performing all cancellation and suppression processes.

Generally, self-interference cancellation gain is used as a measure of how much self-interference

suppression does the cancellation technique achieve. For more clarity, following is the definition

of terms used in this section; 1) self-interference to signal-of-interest ratio (ISR) is defined

as the ratio between the incoming self-interference power and the signal-of-interest power. 2)

Total phase noise induced ICI power (PICI) is defined as the total power of the ICI component

relative to the received self-interference power in dBc units. As an example, an ISR of −40dB

and PICI of −30dBc means that the signal-of-interest and the ICI component are below the self-

interference signal by 40dB and 30dB respectively, it also means that the ICI power is higher

than the signal-of-interest power by 10dB.

A. Time-domain Vs frequency-domain phase noise suppression

In this subsection, the proposed reduced complexity time-domain phase noise estimation and

suppression technique is compared to the frequency-domain technique. A free-running oscillator

and exact channel knowledge are assumed in this analysis. However, the PLL based oscillator

and channel estimation error effects are studied separately in the following subsections.

Figure 3 shows the performance of time- and frequency-domain techniques at different can-

cellation orders (M ), and different ISR values with a total ICI power of −50dBc. It has to be

noticed that M = 0 means that only the CPE component is suppressed, and no ICI suppression

is performed. In fact, suppressing the CPE component only is exactly what most of the existing

digital self-interference cancellation schemes are doing. The conclusions from this analysis are

multifold; first, as described in section III, performing only CPE suppression limits the amount

of cancellable self-interference power to the ICI power level (i.e. −50dBc in our case). Second,

according to (12), (21) the variance of the noise vectors η and ζ are directly proportional to
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Fig. 3. Self-interference cancellation gain for time- and frequency-domain phase noise estimation and suppression techniques

at PICI = −50dBc, with free-running oscillator.

the signal-of-interest power, therefore, increasing the signal-of-interest power (i.e. decreasing the

ISR) increases the estimator noise variance, thus degrading the estimator performance. Finally,

in addition to its complexity advantage, the proposed time-domain technique achieves better

performance (∼1dB more cancellation gain) compared to the frequency-domain technique. The

performance superiority of the time-domain technique is mainly due to the linear interpolation

performed using the estimated samples to get an estimate for the remaining samples in each

OFDM symbol.

B. Free-running Vs PLL based oscillators

As a matter of fact, most of the current wireless system transceivers use PLL based oscillators;

mainly due to its phase stability compared to the continuous phase drift in free-running oscillators.

In order to understand the effect of using PLL based oscillators on the proposed phase noise

estimation and suppression techniques, first we investigate the main differences between free-

running and PLL based oscillators.

First, in free-running oscillators the phase error is modeled as a Wiener process [20] with

a continuous phase drift. However, in PLL based oscillators [21], the feed-back loop tends
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to stabilize the output phase error which results in very small CPE compared to free-running

oscillators. Therefore, in case of using PLL based oscillators the CPE estimation could be omitted

or estimated over long time periods. Second, as shown in [20], [21], generally the phase noise

power spectral density (PSD) has a low pass shape with a decay rate proportional to 1/f 2
o

(fo is the frequency offset from the main carrier). However, in PLL based oscillators, due to

the existence of the loop filter, the phase noise PSD of the output Flatter over the bands of

interest. Figure 4 [21] shows a typical example for the phase noise PSD in free-running and

PLL based oscillators2. From an OFDM perspective, in the free-running oscillator case, the

subcarriers centered around the carrier frequency will have large phase noise power, and this

power will decay fast when you go towards the edge subcarriers. On the other hand, in PLL based

oscillator case, the phase noise power starts at a lower value and decays slower than free-running

oscillators. Figure 5 shows the phase noise power per subcarrier for both free-running and PLL

based oscillators with the same total in-band phase noise power. The question to consider is how

does this impact the performance of the proposed techniques?MEHROTRA: NOISE ANALYSIS OF PLLs 1313

Fig. 3. PSD of a PLL output with a first-order filter.

output coincides with the open-loop VCO output for high offset
frequencies.

B. PLL With a First-Order Filter

For this case, and are related by the following equa-
tion:

where is the corner frequency of the low-pass filter. Equa-
tion (6) can therefore be written as

where and,5 as before, .
The eigenvalues of the matrix are given by

For this PLL, it can be shown that

The resulting output spectrum around the first harmonic is
shown in Fig. 3. The loop filter corner frequency is chosen to be
10 rad/s. All other parameters are the same as in Section IV-A.
Note that the addition of the loop filter introduces a bump in

5This scaling also helps the numerical stability of this computation.

Fig. 4. CPPLL spectrum.

the flat portion of the spectrum. This bump becomes more
pronounced as the bandwidth of the loop filter is decreased.
Also the PSD is lower than in Fig. 2 for the flat portion of the
spectrum. The phase noise performance at 10rad/s offset is

104 dBc/Hz.

C. Charge Pump PLL (CPPLL)

The phase detectors described in Sections IV-A and IV-B
suffer from the limitation that the phase difference between the
input and the VCO output is not zero in steady state. Zero phase
error can be accomplished by using an integrator after the linear
phase detector (also known as the charge pump phase detector).
However, this degrades the stability of the loop. This stability
is recovered by introducing an additional zero in the charge
pump transfer function. The filter is realized in practice by using
the series combination of a capacitor and a resistor. The charge
pump can be modeled by a linear transfer function of the form

where is the zero frequency. After some re-
arranging, (6) can be written as

where and are defined as before.
The resulting output spectrum around the first harmonic is

shown in Fig. 4 using the same parameters as in Section IV-B.
Note that, as the offset frequency is reduced, the output PSD ini-
tially follows the VCO spectrum, flattens out at a certain level,
drops and then starts following the reference signal spectrum.
At 10 rad/s offset frequency, the PSD is103 dBc/Hz.

The above charge pump suffers from a critical effect. Since
the charge pump drives the series combination of a resistor and a
capacitor, each time a current is injected into the filter, the con-
trol voltage experiences a large jump which is detrimental for
the transient behavior of the VCO [22]. Therefore, a second ca-
pacitor is usually placed in parallel to the series combination of
the resistor and capacitor to suppress the initial step. The overall
charge pump can be modeled by a linear transfer function of the

Fig. 4. PSD for free-running and PLL based oscillators [21], free-running is the dashed lines and PLL is the solid line

2In Figure 4 [21], the legend ”Reference” and ”VCO Open Loop” refers to free-running oscillators and ”PLL VCO” refer to

PLL based oscillator.
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Fig. 5. Phase noise power per subcarrier for free-running and PLL based oscillators at PICI = −40dBc.

In the frequency-domain estimation technique, at a given estimation order (M arround the

DC subcarrier), the power of the estimated phase noise will be larger in the case of free-running

than PLL based oscillator. Therefore, the ICI suppression amount will be higher in the case

of free-running oscillators. In addition, for small cancellation orders (M ), the remaining ICI

power beyond the estimation order will be smaller in case of free-running as compared to the

PLL based oscillator, which means lower noise variance, and thus better estimation quality in

the case of free-running oscillators. As a conclusion, using PLL based oscillators degrades the

overall cancellation performance. Figure 6a shows the performance of the frequency-domain

estimation technique using free-running and PLL based oscillators. The results show that using

free-running oscillators approximately doubles the achieved ICI suppression amount compared

to the case where PLL based oscillators are used.

For the time-domain estimation technique, the flatness in the phase noise PSD is equivalent to

lower correlation between time-domain samples. Since the time-domain estimation technique

uses linear interpolation to get an estimate for the remaining phase noise samples beyond

the estimation order, lower time correlation means higher interpolation errors and thus lower

estimation quality. Figure 6b shows the performance of the time-domain estimation technique
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(b) Time−domain technique
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(a) Frequency−domain technique

ISR=30dB, Free−Running Osc.
ISR=40dB, Free−Running Osc.
ISR=50dB, Free−Running Osc.
ISR=30dB, PLL Based Osc.
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Fig. 6. Self-interference cancellation gain for free-running and PLL based oscillators using frequency- and Time-domain phase

noise estimation techniques at PICI = −40dBc.

using free-running and PLL based oscillators. The results also show that using PLL oscillators

degrades the ICI suppression performance. On the other hand, comparing figure 6a and 6b we

notice that even with PLL based oscillators, the time-domain technique still outperforms the

frequency-domain technique.

C. Effect of channel estimation error

In practical systems, exact channel information is not available at the receiver side. Rather,

the channel has to be estimated, which typically results in some channel estimation errors

added to the received signal. In this analysis, we numerically investigate the effect of the

channel estimation on the self-interference cancellation performance. Since the self-interference

channel is involved in the estimation of both CPE and ICI components, the overall cancellation

performance will be negatively affected by the channel estimation error. Figure 7 shows the

effect of the channel estimation error on the overall cancellation performance. The results show

that channel estimation errors could results in a total of ∼1.5dB loss in the overall cancellation

performance. It has to be noticed that, first, the performance of the ICI suppression technique is

degraded by only 0.5dB and the other 1dB arises due to degradation in the estimation of the CPE
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component (compare the performance loss at M = 0 and M = 32 in figure 7). Second, at least

1dB performance degradation exists even with no ICI suppression (case with M = 0), which

means that conventional self-interference cancellation techniques are also affected by the channel

estimation errors. Finally, despite the channel estimation errors, performing ICI suppression still

improves the overall cancellation performance.
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Fig. 7. Self-interference cancellation gain for PLL based oscillators with time-domain phase noise estimation technique at

PICI = −50dBc, using estimated and exact channels.

D. Experimental analysis

In full-duplex systems numerical analysis is necessary to investigate all different aspects and

alternatives. However, numerical analysis is not sufficient mainly due to the lack of accurate

modeling of hardware impairments and wireless channels, especially in the near-field where

transmit and receive antennas within the same transceiver are placed. For that reason, performing

experimental analysis is essential in full-duplex systems.

In this paper, a real time experimental frame work was constructed to investigate the per-

formance of the proposed phase noise estimation and suppression techniques. For analysis

diversity, two commonly used open access wireless platforms (e.g. WARP and USRP) are used

in the analysis. Figure 8 shows the experimental setup, where a full-duplex communication link



20

is established using two research platforms namely node-A and node-B. Each node has one

transmitter and one receiver connected to a separate antenna3. The transmitter base-band data

is created using a PC and transferred to the platform through Ethernet cable. The platform

converts the base-band data to pass-band and sends it over the air. At the receiver side, the

platform receives the data and down-converts it to base-band. The down-converted data is then

processed by the PC to obtain the results. Both platforms are configured to transmit and receive

at the same time using the same carrier frequency. Based on the datasheet, both WARP and

USRP platforms are using PLL based oscillator for the up- and down-conversion process. In the

experimental analysis, the performance is evaluated at different ISR ratios. At the beginning of

each transmission frame, orthogonal training sequences are sent for channel estimation proposes.

The training sequences are also used to measure the ISR ratio at the receiver input.

First, in order to validate our experimental setup, our results are compared to the experimental

results reported in [1]. In [1] the WARP platform is used to characterize the cancellation capabil-

ity of different self-interference cancellation techniques under different antenna configurations.

The cancellation techniques used in [1] only consider the suppression of the CPE component,

therefore, it has to be compared with our results at M = 0. Figure 9 shows the cancellation

performance of the digital self-interference cancellation technique in [1] compared to our digital

self-interference cancellation technique at M = 0.

Fig. 8. Experimental setup using USRP platform.

3note that one antenna and circulator could be used instead of two antennas.
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Fig. 9. Experimental results at M = 0 compared to the experimental results in [1].
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Fig. 10. Self-interference cancellation gain for frequency-domain phase noise suppression technique using WARP and USRP

platforms.

Now we investigate the performance of the proposed phase noise estimation and suppression

techniques. Figure 10 show the achieved self-interference cancellation gain at different ISR
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Fig. 11. Experimental Vs numerical results for frequency-domain phase noise suppression at PICI = −33dBc, using USRP

platform.

values for the proposed frequency-domain cancelation technique running over WARP and USRP

platforms respectively. The results confirm the conclusions derived from the numerical results,

where performing ICI suppression improves the cancellation performance (up to 3dB more

cancellation) especially at high ISR values. The results also show that the USRP platform

achieves better performance than the WARP platform, which means that the quality of the RF

circuits and connectors used in the USRP may be better than those used in the WARP platform.

In order to measure the accuracy of the numerical analysis presented earlier in this section, the

system model is simulated using the same system parameters used in the USRP platform, and

the results are then compared to the experimental results. As shown in Figure 11, the simulation

results highly matches the experimental results with <0.2dB error. With this matching, all the

conclusions derived from the numerical analysis are now confirmed.

E. Overall system performance and discussions

Generally, as shown in the previous analysis, phase noise suppression could achieve a max-

imum of 6dB more self-interference cancellation with free-running oscillators (reduced to 3dB

in case of PLL based oscillators), which is considered a small gain compared to the required
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computational complexity (O(M2),M = 32). Not only that, but this gain is further reduced

with the decrease of the ISR. Three main reasons explain the low gain achieved, and the high

complexity required for phase noise estimation and suppression in full-duplex systems; first,

the most important reason is that phase noise in full-duplex systems has to be estimated in the

presence of the unknown signal-of-interest, which significantly affects the estimator performance,

especially at high signal-of-interest powers. Second, phase noise is a fast time-varying process

that needs to be estimated at every sample and at every subcarrier (i.e. high complexity). Finally,

in practical systems where PLL based oscillators are used, and due to the phase noise spectrum

flatness, achieving high suppression gains require the phase noise coefficients to be estimated

at all OFDM symbol subcarriers, which results in significant complexity especially in OFDM

systems with a large number of subcarriers.

The previous discussion raises the following important questions; In practical scenarios does

phase noise suppression improve the overall system performance? If yes, by how much?, and

is it worth the extra complexity? In order to answer these questions, we investigate the overall

system performance of a common practical system in typical operating conditions.

Assume a 20MHz WiFi system with a 20dBm transmit power, −90dBm noise floor, and

−40dBc total in-band phase noise power (i.e. PICI = −40dBc). As discussed in section II, in

practical full-duplex systems, a combination of different self-interference cancellation techniques

is used. In our example, a 60dB combined passive and RF self-interference suppression gain is as-

sumed [8]. Following the passive and RF suppression, the proposed self-interference cancellation

and phase noise suppression techniques are used for digital cancellation. After self-interference

cancellation, the overall signal to interference plus noise ratio (SINR) is calculated. The SINR

is then used as a performance metric to characterize the overall system performance. The full-

duplex system performance is compared to the corresponding half-duplex system performance

at different signal to noise ratios (SNR). The SNR is defined as the signal-of-interest power

divided by the noise floor (i.e. SNR of the corresponding half-duplex system). Figure 12, shows

the overall SINR for both half-duplex and full-duplex systems. The performance is evaluated

using a PLL based oscillator. The channel information is estimated at the beginning of each

transmission frame.

In this example, the signal is transmitted at 20dBm power; the RF cancellation has 60dB gain,

which results in a received self-interference power of -40dBm (after passive suppression). The ICI
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Fig. 12. Overall SINR for time-domain phase noise suppression technique at different SNR values with 60dB passive self-

interference suppression and PICI of −40dBc, using PLL based oscillator and estimated channel.

power is −40dB below the self-interference, that is −80dBm. The system is simulated at SNR

ranging from 0 to 30dB, which corresponds to signal-of-interest power ranging from −90dBm to

−60dBm respectively (the noise floor is −90dBm). First, without ICI suppression (M = 0), the

remaining self-interference power will be limited by the ICI power level (−80dBm in this case).

As a result, the full-duplex system noise floor will be increased to −80dBm, resulting in a 10dB

difference in SINR between full- and half-duplex performance. The results in Figure 12 also

show that the maximum ICI suppression gain is achieved at low SNR scenarios; this is where the

ICI power is greater than the signal-of-interest power. However, the achieved suppression gain

(e.g. ∼2.5dB) is not enough to fill the gap between the full-duplex and half-duplex performance.

As a conclusion, we see that phase noise is a main performance limiting factor in full-

duplex systems. Generally, phase noise power could be reduced either by designing good quality

oscillators, or using estimation and suppression techniques such as the proposed techniques.

Phase noise has two main effects; CPE and ICI. Elimination of the CPE component is essential

and very simple. However, the elimination of the ICI component is a very challenging and

complexity consuming process. The gain achieved by performing ICI suppression is relatively

small compared to the required complexity. Furthermore, the ICI suppression gain decreases
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significantly at high SNR scenarios, mainly due to the presence of the signal-of-interest during

the estimation process. On the other hand, using free-running oscillators approximately double the

achieved ICI suppression gain compared to PLL based oscillators. However, due to its continuous

phase drift, free-running oscillators might be useful only in short packet systems.

V. CONCLUSIONS

In this paper, the problem of phase noise estimation and suppression in OFDM full-duplex

systems is analytically and experimentally investigated. The effect of phase noise on full-duplex

systems is studied showing that phase noise in full-duplex systems causes two main effects; CPE

and ICI. A frequency-domain and a lower complexity time-domain ICI suppression techniques

are proposed. The feasibility of performing ICI suppression in full-duplex systems is investigated

in terms of required complexity and achieved gain. Both free-running and PLL based oscillators

are considered. The results show that ICI suppression in OFDM based full-duplex systems is a

very challenging and complexity consuming problem. More specifically, the results show that at

a complexity of order O(322) a maximum of 6dB more self-interference cancellation is achieved

compared to the case where no ICI suppression in performed. This gain is reduced to 3dB when

PLL based oscillator is used, mainly due to the flatter spectrum of the phase noise in PLL

oscillators. Furthermore, the results show that this gain is conditioned; it can be achieved only

at low SNR scenarios where the phase noise power is greater than the signal-of-interest power.

However, at high SNR scenarios, ICI suppression does not add any gain. As a conclusion, since

phase noise is one of the main limiting factors in full-duplex systems, phase noise suppression

should be considered. Phase noise suppression could be achieved by either designing high quality

oscillators or using estimation and suppression techniques. However, the analysis in this paper

show that the gain achieved by phase noise suppression is relatively small compared to required

complexity, especially in practical systems where PLL based oscillators are used.
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