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. D L H d' • C Gl h " J M U ... t d' J Th' . tt . . en rJ.e ,.. as ausser, .' . l'lOSS, '. an, • J.rJ.on ~ 

Lawrence Radiation Laboratory 
University of California 

Berkeley, California 94720 

April 1969 

ABSTRACT 

The spin-:-flipprpbability in the excitation of the first 2+ states in 

54Fe and 56Fe has been studied at' 19.6 MeV using the (p ,p 'y) coiricidence 

techniClue. Diff~rential cross sections have also be~nmeasured at this energy .. 

The spin-flip data for 54Fe and 56Fe are Cluite similar, in contrast to 

asymme.try data from Saclay which show distinct differences between the two 

nuclei. Collective-model mmA calculations generally underestiIllate "4he 

magnitude of the spin-flip probability at forward angles and predict too little 

structure. Simple microscopic-model calculations give improved agreement with 

the spin flip data only when the terms arising from spin transfer of one are 

significant. These. terms had little effect· on the predicted cross sections 

and asymmetries. 

* Work performed under the auspices of the U.S. Atomic Energy Co:mmission. 

t . 
Present address: Centre d'Etudes Nuc16aires, Saclay, France. . 

ttp :.' t ddr ermanen a ,ess: Centre d' Etudes Nucle'aires, Sac lay , France. 
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I. INTRODUCTION 

S 
I. 

pin~dependent effective forces in the inelastic scattering of' nucleons 

are generally not well understood, even phenomenologically. Cross sections 

aCe), asymmetries A(e), polarizations pee), and spin-flip probabilities see) 

are sensitive to these forces in different ways. They .can be written: 

A(e) aCe) a++(e) + a+Je) a:..+(e) a (e) 

pee) a(e) a++(e) + a __ I_(e) 0'+_(8) a «() ) , ( I. ) 

sCe) 0'( e) == a+Je) + a _+(~) 

Here a (e), e.g., is the absolute differential cross section for sc~ttering 
+-

from an initial state with incident nucleon spin projection +1/2 to:afinal 

state with outgoing nuc.leon spin projection -1/2 on the z axis. The 

quantities a(e), A(e), p(e), and See) all involve independent combinations of 

the a .. (e) partial cross sections. We report here measurements of the cross 
lJ 

section and the spin-flip probability in the excitation of the first 2+ states 

in 54
Fe and 56Fe . The energy of the incident protons was 19.6 MeV. Existing 

1 measurements of the cross sections and asymmetries for these two nuclei showed 

interesting and unexplained differences at 18.6 MeV; 
, 2 

recent measurements at 

19.6 MeV confirm these differences. Our theoretical analysis includes the 19.6 
" I 

MeV asymmetry data as well as the present cross-section and spin-flip'results. 

The spin-flip probability arises from various interfering processes. 

A corresponding transfer of spin angular momentum to the target nuclehs may 
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occur- (L:=l) , but there are also contributions from phenomena without spin 

transfer (L:~O). The usual macroscopic model involves only E=O type lnter-

actions and predicts similar spin-flip probabilities for transitions in 

neighboring nuclei. In a more. detailed description, e.g. in a microscopic 

one, all processes may contribute and differences can occur. 

Therelati ve spin-flip probability for 54Fe has been measured before, 

at 11 MeV;3 several isotopes of Cr, Ni, and Zn have also been m~asured at 
: 4 

that energy. The University of Washington\group has obtained absolute 

b "b 01 0 t 0 f 12C d 24Mg" 5 d th h d 0 0 f pro all les or an • an ey ave ma e an extenslve serles 0 

6 measurements on the nickel isotopes at energies from 10-15 MeV. A measurement 

on 58Ni at 20 MeV has recently been reported. 7 The experiments at energies 

below 20 MeV do reveal rather large differences among the nuclei studied, but 

these cannot be directly attributed to a failure of the macroscopic model 

since compound-nucleus contributions are apparently important. Measurements on 

12C and 28Si at energies between 25 and 42 MeV have also been reported.,g,9 

All these measureme~ts, including the present one, use the (p,p'y) 

correlation method first explored by Schmidt et al. 5 When the gamma detector 

is placed along the normal to the reaction plane defined by the incoming and 

outgoing protons, coincident protons and gamma rays of the appropriate "energy 

define excitation of only the m = ± 1 magnetic substates of the 2+ ntate. 

(The z-axis is chosen along the normal to the reaction plane.) From the Bohr 

Theorem
lO 

it follows that the signs of the z·-component of the spin of the inci-

dent and outgoing particles are opposite, i. e. ,. that spin flip has occlll~red. 

The experimental method is discussed in detail in Sec. II. 
1 

The ,results 

of the expertment are presented in Sec. III together with a discussion c:f the 
I 



'. 

-3- ·UCRL-18826 

errors involved. These results are analyzed in Sec. IV via both macroscopic 

and microscopic models. Section V is a summary with concluding re~arks. 

II.· EXPERIMENTAL METHODS 

The spin-flip experiment was performed in a cave which is prE!'sently 

set up specifically for experiments involving gamma-ray detection . The beam 

from the Berkeley 88-·inch cy~lotron was focused by a quadrupole doublet and 

bent 56° 1:lY a switching magnet onto a set of vertical and horizontal slits 

(the analyzing slits) in the cyclotron vault area. The analyzing pow~r of the 

swi tching masnet gave a beE:.r" resolution of about 15 keV. The beam then passed 

through an eisht-foot concrete and iron shielding wal~, was bent another 12° 

and finally focused at the target by a second quadrupole doublet; the beam 

spot was 1.5 rom wide and 3 mmhigh. Only the analyzing slits were used to 

define the beam. We chose to use a 39. 2-MeV H2 + bean to obtain 19. 6-~~eV 

protons so that particles scattered from the analyzing slits would be deflected 

away from the target area by the second bending magnet. 

The scattering chamber was a rectangular aluminum box 24:1 long and 

8" wide and deep with a removable lid. The beam passed close to a thin (75 l.I) 

tantalum window along one side of the box. A Faraday cup which was split 

vertically along its center line ~as used to monitor the beam current and 

alignment. Equal currents were maintained in each half of the Faraday cup to 

insure a constant position of the beam spot. The b,eam position on the target 

was periodically checked with the aid of a thin scintillating target and a 

closed;-circui t television system. The Faraday cup, which was 7 feet from the 

target, was shielded by a 30" x 36" aluminum cylinder ; the cylinder was lined 

". ~' 
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'\-lith a cadmium sheet and filled '\-lith borated paraffin. The end of the shield 

near the scattering cha.'l1ber '\-las faced '\-lith 4!fof lead. 

The targets ,\-lere evaporated self-supporting isotopically enriched 

1 6 
metallic foils of 5 ~Fe and 5 Fe. Various targets '\-Tere used with thicknesses 

. 2 
ranging from 200 to 800 llg/cm. The only significant cont&'Tlinants i'lere carbon 

and oX'jgen which could be readily identified. Four targets were mounted on a 

wheel; each could be rotated about the beam center lirie in both the horizontal 

and vertical planes to any desired angle. 

The gamma rays were detected with a 40 cm3 coaxial germanium detector, 

positioned so that the axis of symmetry passed through the beam spot 'on the 

target. This '\-las de~ined as the z axis of the correlation . Most of the 

results were obtaine,d vTi th the mid-plane of the counter 12 cm from the target, 

although a few runs were taken at smaller and greater distances. The best 

resolution achieved in pre-run tests was 3.8 keV for 60co , but 'the resolution 

obtained during the actual eXyeriment was about 6 keV due to high counting 

rates (tv 20,000 cts/sec) . No gain shifts as large as 1 keV were observed 

during the experiment. 

The gamma detector viewed the target through the 75 II tantalum' chamber 

window mentioned previously; in addition a 1 mm tantalunl absorber was placed 

between the target and detector for preferential absorption of Iml energy 

gamma rays. The absolute efficiency of the detector was measured in the actual 

experimental configuration by inserting radioactive sources in the target 

holder. For this purpose we used a set of calibrated g8Jmna sources obtained 

from the International Atomic Energy Agency. The solid angle-efficiency fa6tor 

, "6 -4 54 4 ' -4 for the ful1-cnere;y peak vlas, measured to be 2. 2 x 10. for Fe a.rtd .25 x 10 

'. 
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for,56Fe . (This corresponds, t,o detector efficiencies of about 6% and 10% 

respectively.) The half angle subtended by the mid':"'plane of the detector 

was about 7· 5°. 

Two independently movable particle counters were used, one above, and 

one below the beam line and both arranged so that the planes defined by the 

center of the proton counters ahd the beam axis were perpendicular to the 

axis of the gamma detector. The counters were 3 rom thick Si(Li) detectors, 

cooled to about - 40°C by flexiblE! straps connected to a liquid-nitrogen cold 

finger. An aluminum absorber (i2 11) was placed in front of each counter to 

stop knock-on electrons and to reduce the light sens:Ltivityof the counters. 

Counter collimators of dimension 0.188" x 0. 239" were located 1.2" from the 

cehter of the target. The dimensions correspond to a solid angle of 0.02 sr 

and scattering acceptance angles of 11. 4° in the scattering plane and 5.6° 

perpendicular to it (in the z direction). Using both counters the angular 

'range'from 35° to 150° co:uld be covered;, the range from 90° - 95° was' 

accessible to both qounters for purposes of checking 'efficiencies. 'The expe:d­

mental,resblutionat countingr.ates from 8000 to 20,000 cts/sec was 100 keV; 

most of this was !due to' kinematic broadening. 

A. Electronics 

A simplified block diagram of the electronics system is shown~ in Fig. 1. 

,The central feature is the high-rate amplifier systerrl for each counter. These 

systems, designed by Goulding, Li:tnMs, and Pehl,ll consist of a high-rate 

pre--amplifier, a high-rate linear ~plifier employing pole-zero cancellation, 

a pile-:-up rejector, and a linear gate. The linear amplifier produces a fast 

output' (ru50 ns rise time) for fast timing and pile,':"'up rejection purposes, and. 
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a slow output for energy analysis. The slow output has an approximately 

gaussian shape which has a rise time of 3 IJ.sec for the germanium detector and 

1 j.lsec for the particle detectors. The pile-up rejector eliminates any signal 

whose height is changed because another signal is detected almont in coincidence 

with it. Pulses which are not discarded produce a "valid outll:>ignal which, 

in the present system, is combined with the total coincidence s_gnal to open 

the linear gate for both gamma and proton signals. 

The fast outputs of the linear· amplifiers were amplifie(L further, 

shaped,and fed into fast discriminators. The outputs of the tiro proton fast 

discriminators were mixed and used to provide a start pulse for ? tiffie~ 

to-ampli tude converter (TAC); the stop puIs e was provided by a : :imilar signal 

from the gamma counter. The output of the TAC was amplified, f,!d through a 

linear gate, and stored in a 400-channel RIDL analyzer. The TAl; was operated 

on a 1 j.lsec time scale; since the cyclotron frequency was about 10 MHZ, its 

spectrum showed 8 - 9 well-separated peaks. One of these (the "true" peak) 

contained true and chance events; the others contained only chance events (Fig. 

2). The total time resolution was about 32 ns (FWHM of one of -;he peaks). 

In order to convey the information of the TAC spectrum to the t: 'ipleslow 

coincidence, single channel analyzers (SCA' s) were set about th,! true peak 

and four of the chance peaks. The outputs were then mixed through "OR" cir-:­

cuits to provide the time input to the slow coincidence unit. lldditional iqputs 

were provided by SCAts set to encompass the regions of interest in the proton 

and gamma spectra, and by valid output signals from the pile-up rejectors. 

When all of the criteria were met, viz, SCA and pile-up-rej ecto]~ for either of 

the proton counters and for the gamma counter and a time signal from one of the 
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five selected intervals, a main-gate output opened the linear gate for the 

gamma, proton, and time signals. To insure proper overlap of the input signals 

to tlie slow coincidence, all the SCA outputs were timed by strol)es from the 

fast discriminators. Scalers were used to monitor various points of the circuit. 

Valid pairs of gamma and proton signals were fed into a' Inultiplexed 

4096-ch~nnel successive approximation ADC.
12 , i 

In addition logic signal? were 

provided which identified the proton counter producing the event and which 

characterized the event as occuringin the true peak or in a ch~.nce peak. The 

analog and logical information was sent via an'interrupt mode irto a storage 

buffer in an on~line PDP-5 computer. During the period of digitization and 

storage (about 400 ~secs), an inhibit gate prevented opening of the main gate. 

After each 1250 events the data buffer was emptied onto magnetic: tape. 

It was essential to be able to monitor the progress of the experiment 

in order to i~sure the proper functioning of all parts of the system and to 

deteri\line when enough data had been collected. To accomplish uts, four additiori-
, 

al logic signals were generated by SCA' s set about the elastic E.ndfirst exci ted-

state energy peaks for both proton counters. The four gamma spe,ctra specified' 

by these logic signals were generated and separately stored by the on-line 

computer, program and were displayed on an oscilloscope. A light pen was used 

to extract portions of these display spectra. 

In order to normalize the coincidence data, it was necessary to preserve 

• ' the non-coincidence (singles) proton spectra. This was done by providing 

secondary branches in the circul t for the proton signals. These signals were 
'~ 

scaled dOVi-n 'by a factor of 5 to 50, depending on the counter ane:le, to provide 

sui table counting rates for storage in RIDL 400-channel analyzers. 
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A monitor proton counter was used as a check on the berun integration. 

In addition, the elastic peak in this spectrUlll was scaled down by a factor 

of 100 to 1000 and used to t!'igger a pulser; hence, the frequen(!y of the pulser 

was proportional to the beam intensity. This pulser then fed a(!curately timed 

pairs of pulses to the proton and gamma pre-amp inputs. These pairs of pulses 

passed through the entire circuit in the same manner as real coincidence 

events and were stored on tape as such. The pulser voltages were selected in 

such a way as to overlap with no proton counts (the pulser peak was slightly 

above the elastic peak) and few gamma counts (the pulser peak WE.S set at the 

high energy end of the spectrum). Drifts of the pulser voltage~: would have 

indicated gain shifts of the electronics, but none were found. More importantly, 

the nUlllber of observed pulser events stored in the two-dimensior..al array was 

a direct measure of the dead-time and pile-up losses in the ent:ire system. 

Since these losses were usually about 40-50% of the input count::, it was crucial 

to know this quantity precisely. At a gamma counting rate of 2 x 104 counts/ 

sec, 70% of these losses came from gamma pile-up rejection, ~ 2(% from proton 

pile-up rejecti<':lll, ~ 8%' from the TAG, and ~ 2% 'from the ADC. 

In order to perform the analysis of the coincidence experiment, a run 

was taken to obtain differential cross sections for 54Fe and 56Fe at 19.6 MeV 

with gbod resolution and geometry. Two 3 mm thick Si(1i) detectors were used; 

they were cooled to - 35°C by thermoelectric devices and equipped with 

electrostatic electron-suppression plates. The two counters subtended solid. 

angles of 1.7 x 10-4 sr and yielded resolutions of 30 keV. The total beam 

was measured in a Faraday cup and checked with a fixed position monitor. The 

total absolute error in extracting the elastic and inelastic cross section is 

• 



• 

-9- UCRL-18826 

estimated to be less than 10%; the largest uncertainty is due to measurement 

of the target t,hickness. Relative errors are less than 2%. , 

III. DATA REDUCTION AND RE8l~T8 

The number of coincident counts (R) can be related to the spin-flip 

probability 8(e) by the following expression in the limit of infinitesimal 

solid angle: 

(2) 

where e is the proton scattering angle, e is the gammadetecGor efficiency, 

Qy is the solid angle subtended by the gamma detector, W isa calculable 

geometrical factor which is equal to 5/2 for a point counter, a~d N is the 

total number of counts in the particle counter arising from excitation of the 

2+ state. In practice this expression becomes: 

s(e} = (:~Y ) Vila] -B(e} 

where T is the measured number of counts in the true time pea{, C is the 

measured number of chance C01L."lts and a is the relevant scalin;s factor between 

T andC. The contribution due to non spin-flip processes whi~h arises from 

the finite solid angles used is labeled B(e). Assuming POiSSOl .distributions, 

the statistical error associated with each datum is then: 

(4 ) 
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this is the error we will quote. The statistical errors in the other measured 

quanti ties, such as e or N, are not significant; the errors "ilere almost 

invariably dominated by the error in T. 

Two different procedures were used to eValuate the numb'~r of coincidence 

events, T or C. The first was to sum over a small region of the two-dimensional 

array that contained only the 2+ proton peak and the full-ene:~gy ga.rJJ!na peak 

(FEP): The efficiency of the gamma detector could be directly :~nterpolated 

from our calibration curve. The second procedure included gamma counts in the 

FEP and Compton distribution down to, but not including, the annhilation peak 

at 511 .keV. The e:t:ficiency for this method of summation was obtained in the 

following way. The total number of counts (R) incoincidence with the 2+ 

proton peak was evaluated for each method of summation. Then trlese quantities 

were summed over all angles in order to obtain the ratio of the total number 

of coD.nts in the Compton + FEP region to those in the FEP alone. This results 

in a 5% statistical error in the overall normalization. 

The full spectrum summation increases the efficiency by a factor of 

8.5 for the 1.409-MeV state of 54Fe . The final results are obtE.ined by this 

method. Comparison of the two methods fer 54Fe showed, within Errors, the 

56 " 
same results. For Fe the summations were over only the FEP. 

AI~ernative procedures were available for obtaining C, the number .of 

chance ceunts. The most straightforward was to sum the number of counts in 

coincidence with the elastic preten events over the same gamma energy region 

as for the real events. The scale factor, a, determined in this way is just 

the ratio of non-coincident elastic to inelastic proton events. It was usually 

statistically advantageous, hewever, to obtain C exactly as forT Qut from 

:'. 
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the four time-del~ed chance peaks. However, due to very rapid beam-intensity 

fluctuations (mtcrostructure) a was not 4, but varied from 3.6 to 3.9. The 

value of a was determined by summing the gamma spectrum in cO:.ncidence with 

elastic events from 520 keY to above the FEP. Again, the comparison of these 

two methods yields statistically identical results. The singles proton 

spectra, scaled down to eliminate analyzer dead-time effects, were recorded 

for both counters in all runs. At 'forward and backward angles the number of 

singles events could be extracted directly from these spectra. At intermediate 

angles, the 2+ peak was obscured by elastic events from carbon and oxygen 

target contaminants. At these angles, the ratio between inelastic and·'elastic 

events was determined from the previously measured cross sections by averaging 

over the angular acceptance of the proton counters. Where it was possible to 

check~ this indirect method agreed with the direct determination to within 10%. 

The admixture of the non-spin-flip contribution B( e) .ras calculated 

to be generally about 0.02 if the reasonable assumption was, made ,that all such 

ampli tudes are equally probable and that coherent effects were flmall. Maximum 

violation of these assumptions would change B(e) by less than a factor of 

two. At two angles (45° and 95°) fbI' 54Fe , B( e) was directly measured by both 

increasing and decreasing the gamma counter solid angle by a fador of,two. 

These measurements are consistent within statistics with the ca:_culation. 

The values of 8(e) for the first 2+ 
, 54 ", 56 
states of Fe and Fe are 

shown in Figs. 3 and 4 along with theoretical predictions which will be discuss-

ed later. It is apparent that the large differences between the ,asymmetries 

for the two states are not reflected in these data:. In addition ,to the large 

angle peak also seen in other work,3-9 both distributions showa:maximum'at 
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54 70°; these features are more pronounced in Fe where the stati3tical 

precision is better. 

Figures 5 and 6 show the asymmetries for the first 2+ states of 54Fe 

56 . 2 
and Fe respectively obtained with 19.6 MeV polarized protons :Lt Saclay. 

These data are quite similar to those measured at 18.6 MeV 1 susgesting that 

compound-nucleus contributions are not important. The small as:m@etry at 

30° and 90° for 56Fe is found also for L=2 transitions in the nickel isotopes, 

1 52· 50 . 
whereas large asymmetries at these angles were observed for ~r and Tl. 

5l+ 56 Cross sections for the two states in Fe and Fe also have different 

shapes; they are shown in Figs. 7 and 8. The cross section for 54
Fe decreases 

less rapidly with increasing angle than does the 56
Fe cross sec·;ion. 

IV. ANALYSIS. 

A. .Q.pticalModel 

The predictions of see) in a collective-model analysi:; are quite 

sensitive to the optical parameters chosen, in particular, to the depth of the 

spin-orbit potential and to a lesser extent to the parameters o~the imaginary 

potential. For this reason we have made ~ rather extensive sea:~ch of parameter 

space to determine the degree to which the best-fit parameters are fixed on 

the basis of 
2 X . For both nuclei cross section and polarizatilmdata at 

19.6 MeV were analyzed. 

The optical potential used had the standard form: . 

U(r) 
d h 2 -1 d . 

= -V f(r,rr,ar ) - 4ia.. W
D 

-d f(r,r. ,a.) + (--) V Q·o r -d' f(r,r ,a ) 
~ r l l m c so r so so 

IT 

' .. 
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The Coulomb potential of a uniformly charged sphere was added t.) U(r); the 

functions f(r,r ,a) are of the Wood-Saxon form. A modified 'fersion bf the r r 

UCLA code SEE~3 was used to minimize X2 which is defined as: 

2 2 I i 
X = Xp 4- at 

L 
( i _ O'i )2 

2 at ex 
(6) Xo' = 

E.2 
i J. 

(pi _ pi )2 

2 L t ex 
Xp = E.2 

i 
J. 

The subscripts t and ex refer to the values of the theoretical and 

experimental qua~tities, respectively, at each point i. The E. are the 
J. 

experimental errors. Unless stated otherwise, we have taken the errors to 
I 

be a ponstantpercentage of the cross section at each angle (usually 3%); for 

the polarization, the quoted experimental errors were used (ranging from 

.. ± .01 at forward angles to ± .03 at backward angles). 

In accordance with previous analyses in this energy region, we have 

generally used a pure surface imaginary well and only a real spin-orbit well. 

The addition of a small volume term (1. 5 MeV) improves the fit only slightly 

and "has a negligible effect on the inelastic predictions. The imaginary spin-

orbit well was found to be close to zero in the analysis of 18.6 MeV elastic 

scattering;14 we have found that this remains true at 19.6 MeV and have 

therefore omitted it in the analysis. 



-14- UCRL-18826 

In addition to V, W
D

, and V
so

' the geometrical parame;ers of' all three 

potentials were used as variables in the fit to the cross section and polarization 

data. The usual procedure was to use only a few parameters at L time as 

variables in order to more easily assess the improvement in the fit due to 

each. 

Several parameters (all except r , a , V, a) were gridc,ed over a sizable 
s s 

range while 2 X was minimized at'each point. This allowed the explicit 
2 

X 

dependence of the gridded parameter tb be displayed and lessened the possibility 

of missing any local minima. 

The results of this procedure indicated no significant difference in 

, 54 56 
any of the geometrical parameters between Fe and Fe; thus we adopted the 

average set given in Table I. These are close to those used by Kossanyi­

Demay and de Swiniarski
14 

for the analysis of 18.6 MeV proton scattering. 'A 

real radius of L 19 F seems" quite adequate for both nuclei; any restriction of 

this parameter to values smaller than 1.17 F or larger than 1.,25 F results 

in a considerably poorer fit. The real diffuseness remains close to 0.7 F for 

a wideivariety of parameter situations. An imaginary radius which is larger 

than the real radius results in a significant improvement in the fit; this is 

consistent with previous work. 14 ,15 For the present data, value:; of at least 

1. 3 F,are required. The diffuseness of the imaginary well is fomd to be 

consistently smaller than the real diffuseness. The spin-orbit .r'adius was 

found to be consistently about 10% less than the real radius in ,3, wide variety 

f t . t· h b - f 14,16 o 'parame er conflgura lons; t is, of course) has . een observed ,)e ore. 

The spin-orbit diffuseness is rather poorly ·fixed between 0.35 and 0.5 F. 
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Using the average geometrical parameters and searching)nly on V, 

. 54 56 WD, Vso we find significant differences between Fe and Fe only in the depth 

of the imaginary p6tential. The final parameters are given in 'rable I; the 

corresponding fits are showri in Figs. 9:-12. The polarization d:~ta are fit 

quite well (especially for 54Fe ) while the cross-section fits are only fair. 

It is of interest to note that in the back-angle region, where the fits are 

poor, there are considerable differences between the 54Fe and 56Fe cross 

sections. Thus the similarity in optical potentials is somewha·~ misleading. 

Attempts were made to improve the agreement with the ba,:!k-angle cross 

section points by increasing their corresponding weighting fact,)rs. However, 

this decreases the quality of the fit generally and results in only a slight 

difference in optical parameters. 

In parameter searches using only cross-section data, we found that it 

54 I 56 is possible to obtain quite good fits for both Fe and Fe if r. is 1.4 F. 
]. 

This also requires that WD be about 16 MeV, which is significantly larger 

than the values found in previous analyses; a. was usually about 0.35 F. The 
]. 

polarization fits which are produced by such parameters are ver;r poor and 

allow one t'o eliminate these solutions. We mention this only to illustrate 

the dangers of parameter searches using only differential cross·-section data. 

As we have mentioned the prediction of 8(8) in terms of a collective 

model'DWBA analysis is sensitive to the spin-orbit potential. To examine the 

extent to which these parameters are determined by the present analysis, we 

have fixed the well depth V for 54
Fe at 1 MeV on either side of the minimum 

so 

and searched on all the other parameters. The parameters resulting from this 

procedure are given in Table II. The corresponding fits to the elastic data 
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for the three spin-orbit well depths are shown in Figs. 9-10. ~:'he effect of 

such parameter adjustments on the predicted inelastic quantitien will be discus-

sed in the following section. 

B. Collective Model 

. The collective model has long been used to interpret differential cross 

sections and polarizations for states assumed to be vibrational. The inelastic 

transition is considered to be caused by the deformation of the optical 

potential; deformations of both the real and imaginary potentials are included. 

b f ' . th 1·· f .. 17,1 t It has also ,een ound necessary, l.n e ana YSl.S 0 asymmetry c.ata, 0 

include a deformed spin~orbi t term in the inter/iLction. The fornl of this term 

. 18 is not yet standard. . 

The most extensive treatment of the spin-orbit de format jon has been 

given by S~erif and Blair. 19 Starting with the Thomas form of the spin-orbit 

potential which can be derived from the impulse approximation, they show that 

the resulting deformed spin-orbit term can be written as follows: 

where 

U = U (1) + U (2) 

h 2 1 el elf 
U (1) = (;C) V 1(8,cp) 

elr ~O 
• Q 

so r 
( 7a) 

7T so 

h 2 elf 
o TI7 1 ] U (2) = (~) V 1(8,cp) X \l so elR i 

7T so 

Rand 1(8,cp) are parameters of the deformed spin-orbit potential: 
so 

R (9,cp) = RO (1 + 1(9,cp)) so, so (8) 
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1(8,<1» = L <XAll YAll (e,cjJ) 

All 

f 
1 [1 + exp(r - R fa )]­

so so 
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( 10) 

The term U. (2) contains non-radial components of the €:radient operator 

d ·· . d t t F' 1" 1 1 ,17 an 1.S qU1.te compl1.cate 0 evalua e. or this reason ear 1.er ana yses 

using a deformed spin-orbit potential neglected U (2). In the model of Sherif 

and Blair, the effect s of both U (1) and U (2) are included; i. e., the full 

Thomas term is used. 

For the analysis of the 'data, a computer program writter: by H. Sherif 

which includes the effects of deformation of the entire optical potential was 

used. For the spin-orbit deformation, options were available fer using. the 

full Thomas term (FT), U (1) deformation only, or a non-deformed 

spin-orbit potential (NDSO). Coulomb excitation was included in all calculations. 

Figures 3 and 4 show the collective-model fits to see) for the first 

2+ states of 54Fe and 56Fe using the optical parameters in Table I. For these 

data, no one of the three types of spin-orbit deformation is clearly preferred. 

For 54Fe all give a rather rough account of the data (i.e., they predict large 

see). at back angles) but none fit well. There is some improvement in the pre-

. dicted magnitude of the back-angle peak when one includes a deformed spin-orbit 

term .. For 56Fe the fit is SOlnewhat better, particularly at back angles. For 

both ~uclei, however, all predictions fail to account for an additional peak 

'1 
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The fits to the asymmetries for these states are shown :n Figs. 5 and 

6. The fit to the 54
Fe data is poor; however, a sUbstantial improvement is 

made by the inclusion of a deformed spin-orbit term, and even fllrther improve-

ment is obtained when the FT term is used. The three types of calculations 

for the 56Fe asymmetry are nearly identical to those for 54Fe . In this case, 

howev~r, the measured asymmetries are smaller and the FT calcult:.tions produces 

a quite good fit. Similar results were obtained at 18.6 MeV where the 54
Fe 

asymmetry was fitted poorly and the 56
Fe asymmetry was fitted ra.ther well. 

1 

The fits to the differential cross sections are shown ir. Fig. 7-8. 

In general these precictions show little sensitivity to the spir-orbit defor-

mation.. Again there is the problem of fitting experimental distributions which 

are rather different with theoretical curves which are quite similar. It is 

seen that the phase is predicted well but the decrease of the cross section 

with angle is fitted poorly in both cases. 

In order to determine to what degree the collective-model predictions 

are made ambiguous by uncertainties in the spin-orbit potential we show· the 

inelastic predictions with the optical parameters of Table II i:r:Figs .. 13-15; 

thes~ were calculated with the spin~orbit strength for 54Fe fixed at 4, 5, and 

6 MeV. The predicted s(e) is very sensitive to V ; this ha~ been observed 
so 

in previous work on 58Ni .1 The solution with V = 4 MeV agrees with the data 
so 

at back angles but fails elsewhere. For the cross-section and asymmetry 

predictions there is little difference among them. 

The calculited v.alues of s(e) are less sensitive to the imaginary 

potential. Calculations for 54
Fe were performed with two sets cf optical 

parameters with '''D fixed at 7 and 9 MeV respect:l.vely.The chief 
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difference between the two predictions is in the back angle maxtmum which· 

decreases from 0.36 to 0.32. 

C. Micr6scopicModel 

The simplified nucleon-nucleon interaction which has no:~mally been 

d ·· . d 1 1 1 t' 20. d d use ~n m~croscop~c-mo e ca Cll ,a ~ons l.nclu es a spin-depen ent term which 

can induce transitions with L=l. The ~teraction is written: 

V(r .. ) 
~J 

(11) 

In the present calculations, g( /rij /) was assumed to be of gau:;sian form 

wi th a range of 1. 85 F. The sign and strength of V 1 in this E~ffective 

interaction are not well established. If it is large enough, alld L=l 

transfer is important, the poor resuits of the collective-model treatment 

described above might be explained. If only L=O excitations are important, 

previous work indicates that this version of the microscopic model cannot explain 
.. 54 ('6 

the differences in asymmetries and cross sections for Fe and'> Fe. Because 

the wave functions of the two states are not known ,however, on:.y simple con­

figurations were considered. l 

The present microscopic analysis is hampered by the same difficulty. 

54 Since there are twenty·-eight neutrons in Fe, the predominant <:onfiguration 

of the first 2+ state is presumably (7T f7/2);~; other config\Lrations are 

sufficiently important, however, that the value21 of B(E2) is almost nine 

single-particle units. Since r=l transfer is forbidden in tr~.nsi tions which 

'. ,involve simply recoupling .the angular momentum of two nucleons, contributions 

of L=l to the excit~tion of the 2+ state in 54Fe must come entirely from 



-20- UCRL-18826 

admixed configurations.· These are probably .many of the same configurations 

which predominate in the 2+ state of 56Fe . There the neutron shell is no 

longer closed, the energy of the first 2+ state is lower, ·and B(E2) is 

b t f t . 1 t· 1 °t 21 a ou our een slng e-par lC e unl s. 

In order to estimate the possible effects of E=l transfer, calcula-

tion~ were first performed for simple particle transitions with V and 
o 

V
l 

both fixed at 65 MeV. They were carried out with the code of Glendenning; 

harmonic-oscillator wave functions were used for the bound states. Predictions 

of 8(e) for 54Fe are shown in 'Fig. 16. The curve calculated for pure 
.. 

recoupling of f7/2 particles resembles the collective-model fit. The other curves 

. cle~ly show much larger probabilities at forward angles and vary markedly, 

depen'ding on tl1e<configurations. It is interesting that peaks in 8(e) are 

generally predicted near 70° and 105°, the location of the small peaks in the 

measured 8(e). The predictions of the asymmetries and cross sections show 

a less marked, but still definite dependence on the configUrations assumed 

and on the magnitude of V
l

. Calculations of ·8(e) for these same transitions 

with Vl set to zero resemble the collective model predictions and depend 

little on the configuratio'n. In this case, the asymmetry and cross section 

are more configuration-dependent than 8(e). 

Examples of calculations with V
l 

set to the more typical value of 

30 MeV are shown in Fig. 17. The 2+ wave function here has been assumed 

2 
to have components 0.707(f7/2)2+ and 0.707(f7/2,f5/2)2+. The ground state 

2 
was pure (f

7
/ 2 )0+. Particle waVe functions were used instead of hole wave 

functions for convenience. Calculations with admixtures of other configurations 

give similar results. The predicted values of 8(e) are now smaller at 

I ., 
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forWard angles due to the reduction in strength of V
l

. The four curves 

in Fig. 17 illustrate the effects of changing the relative sign of the two 

components of the wave function and the sign of V
l

. The'positive sign in 

the wave function increases the predicted value of a(e), i.e., this choice leads 

to collective enhancement. It corresponds to the two lower curves in Fig. 17. 

The .smaller values of s(e) reflect mainly the larger values of a(e) 

because most'of the collective enhancement occurs in a++(e) and a (e), the 

non-spin-flip terms. Although none of these choices provide a good fit to 

the asymmetry data, the choice of a positive V
l 

and a positive relative sign 

in the wave function seems slightly favored. The cross section and asymmetry 

fits thus select the lowest s(e) curve. Since realistic wave functions for 

54Fe are. not available, it did not appear useful to attempt a detailed fit to 

the experimental s(e) by adjusting parameters of the microscopic interaction. 

Nevertheless Fig. 17 clearly shows the role of E=l terms in the forward­

angle structure of s(e). 

The partial cross sections predicted with the above choice of signs are 

shown in Fig. 18. Inspection of this and several similar plots have led to 

several general conclusions. The fits to the experimental a(e), although 

slightly dependent on the details of the microscopic calculation, are not, in 

general, worse than those obtained with the collective model. The spin-flip 

cross section, not just the probability, is enhanced at back angles. Calculations 

which include only the E=O term reduce the spin-flip cross section at forward 

angles by a factor of 2-3, but leave the back-angle peak relatively unaffected. 

This peak disappears, however, when only E=l terms are included. The cross 

section is mostly due to the sum of a++(e) and a (e) and the asymmetry 
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is due mainly to the difference between these same two terms. F.xcept for the 

back-angle peak where the 'spin-flip and non-spin-flip cross sections are of 

comparable magnitude, the spin-flip cross sections provide onl~r minor modifications 

to cr( e) and A( e) • Specifically, inclusion of the L:=l terror;, although 

indicated by the small-angle spin-flip data, have no significant effect on 

cr (e-) and A( e) • 

V. SUMMARY 

Spin-flip probabilities and cross sections for the excitation of the 

first 2+ states in 54Fe and 56Fe have been measured for inelastic proton 

sc~ttering at 19.6 MeV. These data and asymmetry data from Saclay have been 

analyzed with both macroscopic and microscopic DWBA models; neither gives a 

good account of all the data. 

With, the collective model, the fits to the differential cross sections 

are reasonably good;, however, the slopes of the'curves are different for the 

two states and these are not reproduced. The differences between the magnitudes 

of the asymmetries likewise are not reproduced. These failures are not sur-

prising in view of the nature of the collective model. Differences would have 

to arise from very different optical parameters for the two nuclei and there 

. . f .. h l' Oth 1 7 ,8 h 1S no eV1dence or th1S 1n t e present ana YS1S. er ana yses ave 

shown that the back angle peak in the spin-flip probability for 58NicOuld 

be reproduced rather well by collective model DWBA predictions with or without 

a deformed spin-orbit term. We also find this to be true; however, the back-angle 

peak in 54
Fe is fitted less well than in the other nuclei. In addition, the 

structure of see) is more complex than predicted by the collective analysis. 

'. 
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Since accurate wave functions for the two nuclei were not avnilable, 

the microscopic analysis could only indicate the results which might be 

expected from a more complete calculation. If the admixtures of configurations 

other than (f7/2);~ are sufficiently large, the calculations indicate that 

S (e) at forward angles can be fit with a reasonable choice of V l' The ratio 

of Y/V 0 must be proportionately larger than about 0.5 to have a significant 

effect on the predicted see) )-2 
if, as expected, the (f7/2 +2 configuration has 

a probability larger than about 0.5, which it had in our sample case. The 

shape of see) depends only slightly on the particular configuration admixtures 

and on· their relative phases when the (f7/2J;f configuration is predominant. 

How~ver, if other configurations dominate, as would be expected for 2+ states 

other than the lowest, and if Vl/V
o 

is large enough, then entirely different 

see) patterns are predicted. The shapes then depend sensitively on the 

relative amplitudes and phases of different configurations. 

54· 56 
It remains puzzling that the spin-flip probabilities for Fe and Fe 

are quite similar, while the asymmetries and cross sections are different. 

Whatever reaction mechanism or coherence property of the wave functions is 

responsible for these differences must not affect see). This might be 

possible if, e.g., the spherical spin-orbit poten.tial alone could account for 

the measured S (e), but this is not indicated by our analysis. It is also 

possible, of course, that contributions due to nucleon-nucleon tensor and spin-

orbit forces, could bring about the required differences. Since these forces, 

again, affect mostly the cr +_ and cr .+ terms, our results suggest that they 

alone would not resolve the puzzle. Calculations which incorporate these 

forc.es, and which include space-exchange terms as well, have recently become 

! I 
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22 ' 
possible. A comparison of the predictions of such a code with the present 

results-should prove interesting. 
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FIGURE CAPl'IONS 

Fig. 1. Simplified block diagram of the electronics. 'rhe lien vy lineD -.i.nd,ic;l"i.;c 

,the paths of the analog signals from the two proton counters and the ganUtLU 

counter. 

Fig.' 2. Pulse-height spectrum from the TAC. The start puls,= came from a 

proton fast discriminator; the stop pulse came from the g3.mma fast 

discriminator. The SCAls were set so that 0.40 < E < 3.5 MeV. The large 
'Y 

peak is the true peak; the other peaks correspond to chance coincidences. 

Fig. 3. Spin-flip probability see) for 54
Fe . The curves are collective-

model DWBA predictions with three types of spin-orbit terms: Full Thomas 

term (solid); U (1) only, Eq. (7a), (dotted); and non-deformed spin-orbit 

(dashed) . 

Fig. 4. Spin-flip probability see) for 56
Fe . The curves are collective-

model DWBA predictions as described for Fig. 3. 

, 54 (' ) Fig. 5. Asymmetry for Fe, measured at Saclay Ref. 2 . Tle curves are 

collective-model DWBA predictions as described for Fig. 3. 
56 Fig. 6. Asymm~tryfor Fe, measured at Saclay (Ref. 2). The curves are 

c'ollective-model DWBA predictions as described for Fig. 3. 

Fig. 7. Differential cross section for 54Fe . The curves are collective-model 

DWBA predictions as described for Fig. 3. 

Fig.S. 
56 ' 

Differential cross section for Fe. The curves are collective-model 

DWBA predictions as described for Fig. 3. 

Fig. 9. The ratio of the elastic scattering cross section for 54Fe to the 

Rutherford cross section. The solid curve is an optical-model fit using 

the best fit parameters of Table 1. The dotted and dashed curves ,are 
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fits using the parameters of Table II with V fixed at 4 MeV and 6 
so 

MeV respectively. 

Fig. 10. The polapiz"ation in elastic scattering (Ref. 2) from 5
4
Fe . The 

curves are optical-modei fits with the parameters of Tables I and II. 

The curves are identified in Fig. 9. 

Fig. 11. The ratio of the elastic scattering cross section for 56Fe to the 

Rutherford cross section. The curve is an optical-model fit with the 

parameters of Table I. 

Fig. 12. The polarization in elastic scattering (Ref. 2) from 56Fe .. 
; 

The curve is an optical-model fit with the parameters of Table T. 

Fig. 13. Collect i,ve-model predictions of S( 8) with the optical parameters 

of Table II. These were ~btained by fixing the spin-orbit well depth 

at 4 (dotted), 5 (solid), and 6 MeV (dashed). 

Fig. 14. Collective-model predictions of the asymmetry with the optical 

parameters of Table II. The curves are identified as in Fig. 13. 

Fig~ 15. Collective-model predictions of the differential cross section 

with the optical parameters of Table II. The curves are identified as 

in Fig. 13. 

Fig. 16. Microscopic model predictions of S(8) for 54Fe . For all these 

curves, Vo = VI = -65-MeV. The ground-state was assumed to be 

2 2 
(f

7
/ 2 )O+' The 2+ state was assumed to be: (f7/)2+ [-], 

:' " ? 
(f7/ 2 ,f5/ 2 )2+ [-----], (f7/ 2 ,P3/2)2+ [--], {.707 (f7/ 2 )2+ + 

.707 (f7/2'P~/2)2+}[' .... ], {.707 (f7/2)~+ - .707 (f7/ 2 ,P3/2)2+} 

[_._._] 
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Fig. 11. Microscopic model predictions o£ see) 54 for Fe. 

UCHL-18826 

For these curves 

v 0 is -65 MeV, V 1 is ± 30 MeV. The ground state was assumed to be 

(f1/2)~~' The 2+ state was assumed to be: 

1/12 (f1/2)~+ ± 1/12 (f1/ 2 ,f5/ 2 )2+ . 

Fig. 18. Microscopic predictions of the partial cross sections (cf.Eq. (1)) 

for 54Fe.For these calculations V is -65 MeV and V is +30 MeV. The 
o 1 

wave function is assumed to be: 
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Table I. Best fit optical model parameters 54 for Fe ani 56Fe . 
.. -==2::2..-:: 

V WD 
V r r. r a a. a 

so r l.. so r 1 so 
(MeV) (MeV) (MeV) (F) (F) (F) (F) (F) (F) 

54Fe 50.51 7.94 5.06 1.19 1.3l 1.075 0.70 0.55 0.40 

56Fe 50.48 8.83 5.12 1.19 1.31 1.075 0.70 0.55 0.40 
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Table II. Best fit parameters for 54Fe with fixed V . so 
- --:-='--... - '="--==-=::=.::z=:=--==~'~==-":::::=::'='.~ .. ~== 

V WD V r r. r a a. a so r 1. s 1 so 
(MeV) (MeV) (MeV) (F) (F) (F) (F) (F) (F) 

0;, 

49.89 8.83 4.00 1.19 1.34 1.06 0.73 0.50 0.22 

50.51 7.94 5.06 1.19 1.31 1.075 0.70 0.55 0.40 

48.82 8.04 6.00 1.22 1.30 1.13 0.66 0.54 0.45 

.. 
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LEGAL NOTICE 

This report was prepared as an account of Government sponsored work. 
Neither the United States, nor the Commission, nor any person acting on 
behalf of the Commission: 

A. Makes any warranty or representation, expressed or implied, with 
respect to the accuracy, completeness, or usefulness of the informa­
tion contained in this report, or that the use of any information, 
apparatus, method, or process disclosed in this report may not in­
fringe privately owned rights; or 

B. Assumes any liabilities with respect to the use of, or for damages 
resulting from the use of any information, apparatus, method, or 
process disclosed in this report. 

As used in the above, "person acting on behalf of the Commission" 
includes any employee or contractor of the Commission, or employee of 
such contractor, to the extent that such employee or contractor of the 
Commission, or employee of such contractor prepares, disseminates, or pro­
vides access to, any information pursuant to his employment or contract 
with the Commission, or his employment with such contractor. 
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