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ABSTRACT OF THE DISSERTATION

Deformations of the Scalar Curvature and the Mean Curvature
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Hongyi Sheng

Doctor of Philosophy in Mathematics
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Professor Richard Schoen, Chair

On a compact manifold with boundary, the map consisting of the scalar curvature in the

interior and the mean curvature on the boundary is a local surjection at generic metrics

[19]. We prove that this result may be localized to compact subdomains in an arbitrary

Riemannian manifold with boundary, as motivated by an attempt to generalize the Rieman-

nian Penrose inequality in dimension 8. This result is a generalization of Corvino’s result

[15] about localized scalar curvature deformations; however, the existence part needs to be

handled delicately since the problem is non-variational. For non-generic cases, we give a

classification theorem for domains in space forms and Schwarzschild manifolds, and show

the connection with positive mass theorems.
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Chapter 1

Introduction

In special relativity, a flat spacetime is modeled by Minkowski spacetime R1,3 endowed with

the non-degenerate symmetric quadratic form

ḡ0 = −dt2 +
3∑

i=1

(dxi)2,

where t = x0 is the temporal coordinate, and xi’s (i = 1, 2, 3) are the spatial coordinates.

We say that the metric ḡ0 has signature (−,+,+,+), for ḡ0 has one negative eigenvalue and

three positive eigenvalues.

Einstein’s general relativity is a theory of gravity compatible with special relativity. Unlike

Newtonian physics, gravity is a consequence of the curvature of the spacetime rather than

being considered as a force. There are three fundamental hypotheses in the theory of general

relativity (cf. [55, Section 4.3]):

(H1) The spacetime is a 4-dimensional time-orientable Lorentzian manifold (N4, ḡ);

(H2) A freely falling test massive body travels along time-like geodesics;
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(H3) Einstein’s equation holds:

G := Ric(ḡ)− 1

2
R(ḡ)ḡ = 8πT, (1.1)

where G is called the Einstein curvature tensor, T is a symmetric (0, 2)-tensor, called

the stress-energy-momentum tensor, representing a continuous matter distribution in

the spacetime, Ric(ḡ) is the Ricci curvature tensor, and R(ḡ) is the scalar curvature of

ḡ.

When T = 0, (1.1) is called the vacuum Einstein equation, and can be reduced to Ric = 0.

Historically, Einstein discovered the vacuum equation before writing down the full equation.

The beauty of general relativity is that this simple formula explains gravity better than

Newton’s theory and is completely consistent with large scale experiments.

If we consider (M3, g) as a space-like hypersurface of (N4, ḡ) with second fundamental form

k, then (1.1) together with the Gauss and Codazzi equations implies

µ :=
1

16π

(
Rg − |k|2g + (trg k)

2
)
,

J :=
1

8π
div (k − (trg k)g) ,

where Rg is the scalar curvature of the metric g, µ is the local energy density, and J is the

local current density. These two equations are called the constraint equations for M3 in N4.

There is also a very natural condition in general relativity called dominant energy condition,

which says that the speed of energy flow of matter is always less than the speed of light.

This assumption of nonnegative energy density everywhere in N4 implies that we must have

µ ≥ |J |g (1.2)
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at all points onM3 [44]. An important special case is whenM is totally geodesic, i.e., k = 0,

and such M is called a time-symmetric slice. Then the dominant energy condition (1.2)

becomes a positivity condition on scalar curvature

Rg ≥ 0. (1.3)

1.1 Schwarzschild spacetime

The first solution of the Einstein equation (1.1) (with T = 0) was obtained by Schwarzschild

in 1916. The Schwarzschild solution is an important example to consider when discussing

the notion of total mass and its related properties, e.g., the positive mass theorem and the

Penrose inequality. For m > 0, define the Schwarzschild spacetime metric with mass m to

be

ḡm := −
(
1− 2m

r

)
dt2 +

(
1− 2m

r

)−1

dr2 + r2dξ2S2 (1.4)

in standard spherical coordinates. Note that the singularity at r = 2m is only a coordinate

singularity, and the metric can be extended to all of R × (R+ × S2), but the spacetime

does contain the first example of a black hole singularity at r = 0. In the weak field

regime (r → ∞), the behavior of a test mass in the Schwarzschild spacetime agrees with the

behavior of a test mass in the Newtonian theory of gravity of an isolated point mass m at

the origin (cf. [55, Section 6.2]). Thus, the parameter m is interpreted as the total mass

of the Schwarzschild spacetime. If m < 0, the metric ḡm is incomplete; if m = 0, ḡm = ḡ0

is simply the Minkowski metric, which can be viewed as a special case of the Schwarzschild

solution.

The spacetime is spherically symmetric, and the induced Riemannian metric gm on the time-

slice {t = 0}, which is often called the Riemannian Schwarzschild metric, is a time-symmetric
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solution to the vacuum constraints. This spacelike Schwarzschild slice is actually a complete

Riemannian manifold, as near r = 0 the metric is asymptotically flat. It can also be shown

that the only spherically symmetric, asymptotically flat solutions to the constraint R(g) = 0

are isometric to these Schwarzschild slices [32]. Under the coordinate transformation r =

ρ(1 + m
2ρ
)2, we can see that the Riemannian Schwarzschild metric is conformally flat

gm =

(
1− 2m

r

)−1

dr2 + r2dξ2S2 =

(
1 +

m

2ρ

)4 (
dρ2 + ρ2dξ2S2

)
, (1.5)

where dρ2 + ρ2dξ2S2 is the Euclidean metric in spherical coordinates.

Actually this discussion extends to Rn (n ≥ 3). Note that the Schwarzschild metric has an

analogue in higher dimensions, given by metrics which are conformal to the flat metric on

Rn\{c}:

gS(m,c)(x) =
(
1 +

m

2rn−2

) 4
n−2

δ

in standard coordinates with r = |x− c|. Here c is the center-of-mass parameter. As above,

we again find that these are the only spherically symmetric, asymptotically flat solutions to

the vacuum constraint equations.

1.2 Asymptotic flatness and ADM mass

In general relativity, one often is interested in studying the properties of isolated systems.

Since gravity is attractive, it is physically reasonable to believe that matter is concentrated

in some bounded regions, e.g., galaxies. When studying the structure of a condensed star far

away from others, we may approximate it by an isolated system and study the problem as

if the star were suited in a spacetime which becomes flat. Asymptotic flatness characterizes

the property that in an isolated system the gravitational field becomes weak and thus the

spacetime is asymptotic to the flat Minkowski spacetime near infinity.
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In particular, we are interested in Riemannian manifolds that are asymptotically flat.

Definition 1.1. A manifold Mn is called asymptotically flat (with ℓ ends) if there is a

compact subset K ⊂ M such that M\K consists of finite number of connected components

M1, . . . ,Mℓ, called infinite ends, each of which is diffeomorphic to Rn\B̄ for a closed ball B̄

in Rn such that under these diffeomorphisms

gij = δij +O
(
|x|−p

)
, |x| |∂gij|+ |x|2

∣∣∂2gij∣∣ = O
(
|x|−p

)
for some p > n−2

2
. We also require the scalar curvature R to satisfy

|R| = O
(
|x|−q

)
for some q > n.

For example, the Riemannian Schwarzschild manifold is asymptotically flat.

In general relativity, one is also interested in understanding the nature of the behavior of mass

and energy. However, defining an energy satisfying the conservation law in general relativity

is very different from pre-relativistic theories. The strategy of integrating local energy density

over the background space does not work, and the primary reason is that gravitational field

ḡ describes both the spatial property and the dynamical aspect of the spacetime. Einstein’s

equivalence principle asserts that there is no observer who can be insulated by the influence

of gravity, and thus there is no canonical gauge-free decomposition of ḡ into a background

part and a dynamical part. This leads to lack of local energy in general relativity. Moreover,

integrating the local energy of matter T over a space-like hypersurface is not enough, since

the gravitational field also contributes to the total energy. For instance, in the Riemannian

Schwarzschild manifold with metric gm, T is everywhere zero, but the total mass should be

m.
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Thanks to the definition of asymptotic flatness, it is now possible to define the notion of

total mass of an isolated system measured by an observer at infinity. Motivated by the

comparison between Schwarzschild spacetime and Newtonian model in weak field regime, if

the Riemannian metric g on time-slice is asymptotic to Schwarzschild at an infinite end, i.e.,

gij =

(
1 +

m

2|x|

)4

δij +O(|x|−2),

one may expect the total energy measured at this infinite end to be m. More generally, for

an asymptotically flat manifold, R. Arnowitt, S. Deser and C.W. Misner [3] introduced the

total mass at any infinite endMp, now often called the ADM mass, which is defined in terms

of how fast the metric becomes flat at infinity:

mADM (Mp, g) =
1

16π
lim
σ→∞

3∑
i,j=1

∫
Sσ

(∂xigij − ∂xjgii) νjdµ,

where Sσ is the euclidean sphere of radius σ in the x coordinates, and the unit normal ν

and volume integral are with respect to the euclidean metric. Such total energy is gauge

invariant [5]. Similarly, we can define the ADM mass for n-dimensional asymptotically flat

manifold:

mADM (Mp, g) =
1

2(n− 1)ωn−1

lim
σ→∞

n∑
i,j=1

∫
Sσ

(∂xigij − ∂xjgii) νjdµ,

where ωn−1 = Vol(Sn−1).

1.3 The positive mass theorem

The positive mass theorem can be thought of as a first attempt at understanding the relation-

ship between the local energy density of a space-time and its total mass. In physical terms,
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the positive mass theorem states that an isolated gravitational system with nonnegative lo-

cal energy density must have nonnegative total energy. The idea is that nonnegative energy

densities must “add up” to something nonnegative, which is very natural. For simplicity,

let us first consider the Riemannian case where the manifold M3 has only one infinite end.

In 1979, Schoen and Yau [43] proved the following positive mass theorem for Riemannian

manifolds (M3, g) using minimal surfaces:

Theorem 1.2 (The Riemannian Positive Mass Theorem, Schoen-Yau). Let (M3, g) be an

asymptotically flat Riemannian manifold satisfying Rg ≥ 0. Then mADM ≥ 0 and equality

holds if and only if (M3, g) is isometric to (R3, δ).

Recall that the dominant energy condition is equivalent to Rg ≥ 0 in time-symmetric slice.

In fact, the proof in [43] would also give the Riemannian positive mass theorem in dimensions

up to 7. Then in 1981, Witten [56] gave another proof using spinors.

In 1981, Schoen and Yau [45] showed the space-time version of the positive energy theorem:

Theorem 1.3 (The Positive Energy Theorem, Schoen-Yau). Let (M3, g, k) be an asymp-

totically flat initial data set satisfying the dominant energy condition. Then EADM ≥ 0 and

equality holds if and only if (M3, g, k) can be embedded in Minkowski spacetime R1,3.

Focusing on the Riemannian case, there are also a lot of generalizations of the positive

mass theorem later on. For example, Miao [39] as well as Shi-Tam [47] showed the positive

mass theorem for compact manifolds with boundary, Almaraz-Barbosa-de Lima [1] proved

a positive mass theorem for asymptotically flat manifolds with a non-compact boundary,

and many people have made contributions to varirous versions of positive mass theorems for

asymptotically hyperbolic Riemannian manifolds (see e.g. [33,35,57]). We will take a closer

look at some of these generalizations in Section 3.2.

Recently in 2017, Schoen and Yau [46] proved the Riemannian positive mass theorem in any
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dimensions:

Theorem 1.4 (The Riemannian Positive Mass Theorem, Schoen-Yau). Let (Mn, g) be an

asymptotically flat Riemannian manifold satisfying Rg ≥ 0. Then mADM ≥ 0 and equality

holds if and only if (Mn, g) is isometric to (Rn, δ).

1.4 The Penrose inequality

The Penrose inequality can be thought of as a second attempt at understanding the rela-

tionship between the local energy density of a space-time and its total mass. It states that

if an isolated gravitational system with nonnegative local energy density contains a black

hole of mass m, then the total energy of the system must be at least m. In some sense, the

Penrose inequality can also be viewed as a refinement of the positive mass theorem.

In 1973, Roger Penrose proposed the Penrose inequality as a test of the cosmic censor

hypothesis [42]. The cosmic censor hypothesis states that naked singularities do not develop

starting with physically reasonable nonsingular generic initial conditions for the Cauchy

problem in general relativity. If naked singularities did typically develop from generic initial

conditions, then this would be a serious problem for general relativity since it would not be

possible to solve the Einstein equations uniquely past these singularities. Singularities such

as black holes do develop but are shielded from observers at infinity by their horizons so that

the Einstein equations can still be solved from the point of view of an observer at infinity.

Let us assume M3 has zero second fundamental form in N4, then apparent horizons of black

holes in N4 correspond to outermost minimal surfaces of M3. For a chosen end of M3, an

outermost minimal surface is a minimal surface which is not contained entirely inside another

minimal surface with respect to this end. As an example, consider the Schwarzschild manifold

(R3\{0}, gS). It has an outermost minimal sphere at r = m/2.

8



Conjecture 1.5 (Penrose). The total mass of a space-time which contains black holes with

event horizons of total area A should be at least
√

A
16π

.

An important special case in Riemannian geometry is now known as the Riemannian Penrose

inequality. This inequality was first established by G. Huisken and T. Ilmanen [36] in 1997

using the inverse mean curvature flow for a single black hole and then by H. Bray [8] in 1999

for any number of black holes, using the technique of a conformal flow.

Theorem 1.6 (The Riemannian Penrose inequality, Bray). Let (M3, g) be a complete,

smooth, asymptotically flat 3-manifold with nonnegative scalar curvature, total ADM mass

m, and an outer minimizing horizon (with one or more components) of total area A. Then

m ≥
√

A

16π

with equality if and only if (M3, g) is isometric to a Schwarzschild manifold outside their

respective outermost horizons.

In Bray’s proof, he constructed a conformal flow (M3, gt). The horizon is the boundary of

an exterior Dirichlet Problem and the solution of the Dirichlet Problem gives the conformal

factor. Along the flow, the horizon is moving towards infinite, the area of the horizon is

a constant, and the mass is decreasing. Note that the positive mass theorem [43] plays a

very important role in proving the mass is decreasing along the flow. Finally, the flow will

converge to the Schwarzschild manifold, and this gives us the Riemannian Penrose inequality.

Later in 2009, H. Bray and D. Lee [9] generalized Bray’s result to dimension up to 7.

Theorem 1.7 (The Riemannian Penrose inequality in dimensions less than eight, Bray-Lee).

Let (Mn, g) be a complete asymptotically flat manifold with nonnegative scalar curvature,

where n < 8. Fix one end. Let m be the mass of that end, and let A be the area of an outer-

minimizing horizon (with one or more components). Let ωn−1 be the area of the standard
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unit (n− 1)-sphere. Then

m ≥ 1

2

(
A

ωn−1

)(n−2)/(n−1)

.

Furthermore, if we also assume that M is spin, then equality occurs if and only if the part

of (M, g) outside the horizon is isometric to a Riemannian Schwarzschild manifold outside

its unique outer-minimizing horizon.

Later, the spin assumption in the rigidity part was removed by combining results of Bray-Lee

[9] and McFeron-Székelyhidi [38].

As for now, the Riemannian Penrose inequality in dimensions higher than 8 is still open.

1.5 Minimizing hypersurface

The Plateau’s problem investigates those surfaces of least area spanning a given contour. It

is one of the most classical problems in the calculus of variations.

Problem 1.8 (Plateau Problem). Given a closed (m − 1)-dimensional surface Γ ⊂ RN ,

find an m-dimensional surface S of least area among surfaces with ∂S = Γ.

The original formulation is attributed to the Belgian physicist Plateau, although it was

considered earlier by Lagrange. The problem itself and its various generalizations have found

fundamental and interesting applications in several mathematical and scientific branches.

Federer and Fleming’s theory of integral currents [25] successfully solved the existence prob-

lems in all dimensions and codimensions. On the other hand, we are particularly inter-

ested in the regularity problems of area-minimizing hypersurfaces in Riemannian manifolds.

In fact, many people, including Fleming, De Giorgi, Almgren, Federer, Simons (see e.g.

[2, 20,21,23,24,26,49,52]), have made contributions to the following famous result:
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Theorem 1.9. Let U ⊂ Rn+k be open and N be an (n+ 1)-dimensional oriented embedded

C2 submanifold of Rn+k with (N̄\N) ∩ U = ∅, N ∩ U ̸= ∅. Suppose T = ∂[[E]] ∈ Dn(U)

is an integer multiplicity mass minimizing current in N ∩ U , with E ⊂ N ∩ U an Hn+1-

measurable subset. Then sing T = ∅ for n ≤ 6, sing T is locally finite in U for n = 7, and

Hn−7+α(sing T ) = 0 ∀α > 0 in case n > 7.

In particular, singularities on hypersurfaces are isolated in dimension 8 and may be perturbed

away [31]. Later Smale [54] constructed a local deformation to perturb away the singularities.

To be more precise, the set of metrics g0 such that (M8, g0) has a unique smooth embedded

area minimizing hypersurface Σ in its homology class, is dense in the space of smooth metrics,

thus any metric can be perturbed by a local deformation to such a metric. This means, for

generic metrics on M , the minimizing hypersurface Σ in its homology class is smooth.

Theorem 1.10 (Smale). Let N be a smooth, compact, 8-dimensional manifold with non-

trivial H7(N,Z). For k = 3, 4, · · · , let Mk denote the class of Ck metrics on N . For

α ∈ H7(N,Z), α ̸= 0, define the subclass Fk
α ⊂ Mk to be the set of metrics such that

g ∈ Fk
α if and only if there is a smooth area minimizing (relative to g) 7-dimensional, integer

multiplicity current T homologous to α. Then Fk
α is generic in Mk.

1.6 Localized deformation

Localized deformations, in contrast to global deformations (e.g. conformal deformations),

play an important role in gluing constructions and have already been studied in many differ-

ent settings. In 2000, Corvino [15] used a variational approach to prove a local surjectivity

result for the scalar curvature operator.

Theorem 1.11 (Corvino). Let Ω ⊂ M be a compact domain in a Riemannian manifold

(Mn, g0). Assuming certain generic conditions, for any compactly supported deformation S
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of R(g0) in Ω, there is a metric g such that R(g) = S in Ω, and g ≡ g0 outside Ω.

Here by generic condition, we mean kerL∗ is trivial in H2
loc, where L is the linearization of

the scalar curvature operator and L∗ is its formal L2-adjoint. This localized scalar curvature

deformation was obtained much in the spirit of the Fischer-Marsden’s paper [27], where they

used a Hodge-type elliptic splitting theorem along with the implicit function theorem. In fact,

L∗ has injective symbol, so by elliptic theory, the appropriate Sobolev function space splits

as ranL ⊕ kerL∗. Hence the generic condition which is sufficient to show local surjectivity

is that L∗ has trivial kernel. However, Corvino’s proof required a bit more delicate analysis

to produce a solution with compact support.

Later, Corvino and Schoen [18] proved a local surjectivity result for the full constraint map.

Chruściel and Delay [14] introduced finer weighted spaces and derived a systematic approach

to localized deformations for the constraint map in various settings. Recently, Corvino and

Huang [17] presented localized deformations without assuming that initial data sets are

either vacuum or have the strict dominant energy condition, using a new modified constraint

operator, and obtained new gluing applications. However, to the best of our knowledge,

nobody has yet considered localized deformations which simultaneously prescribe the interior

and the boundary. In Chapter 2, we will introduce our main result of localized deformations

of the scalar curvature and the mean curvature, which is a generalization of Corvino’s result.

1.7 Motivation of the main theorem

Finally, we would like to introduce some motivations of the main theorem, which will be

discussed in Chapter 2.

As for now, the Riemannian Penrose inequality in dimensions higher than 8 is still open. One

of the main difficulties in constructing the generalized Bray’s conformal flow in all dimensions
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is that the outer minimizing hypersurfaces may not be smooth when n ≥ 8, as mentioned in

Theorem 1.9. However, singularities on hypersurfaces are isolated in dimension 8 and may

be perturbed away. So we first tried to generalize the conformal flow in dimension 8, using

Smale’s result to smooth out the singularities on the horizon.

Even though Smale’s result is very useful, it cannot be directly applied to the conformal

flow. To be more precise, let (M8, g) be a smooth, complete, eight-dimensional manifold.

Smale [54] constructed a local conformal perturbation of the metric which pushed the new

minimizing hypersurface to one side of the previous one, thus by Hardt-Simon’s result [31],

the new hypersurface is smooth. The problem comes, however, that the perturbation will

also change the scalar curvature in a small region near the hypersurface. So even though

the scalar curvature was non-negative everywhere at first, it may not be the case after the

perturbation, which makes it hard to apply the result of the positive mass theorem [44]. In

order to overcome this problem, we modify Smale’s perturbation and construct a smooth

outer-minimizing hypersurface, and at the same time, ensure that the scalar curvature is

non-negative everywhere outside the hypersurface.

Let us start with a simpler case where (M8, g0) is a smooth, complete, eight-dimensional

manifold with a uniquely area minimizing boundary Σ0, and g0 is asymptotically flat and

scalar flat. First we use Smale’s result [54, Lemma 1.4] to get a smooth hypersurface Σ1 in

(M, g1).

Lemma 1.12 (Smale). Let n = 7. Given g0 ∈ Mk, with unique minimizing current T0

homologous to α, and given ϵ > 0, there exists g ∈ Fk
α with ∥g − g0∥k < ϵ.

Because Smale’s perturbation is local and small, Σ1 is also nearby. But after the perturbation,

the scalar curvature could be negative somewhere. We used a localized scalar curvature and

mean curvature deformation to overcome this problem: we construct a new metric g2 nearby

such that the corresponding scalar curvature is 0 in a local region Ω and the mean curvature
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Figure 1.1: Smale’s perturbation and localized deformation

of Σ1 is also 0. The mean curvature condition tells us that Σ1 is mean convex, which ensures

that the new minimizing hypersurface Σ2 in (M, g2) lies outside of Σ1. Finally, because Σ2

is also very close to Σ0, we can apply Hardt-Simon’s result [31] again to conclude that Σ2 is

smooth. At this point, we have constructed a smooth minimizing hypersurface Σ2 of M and

meanwhile, g2 is asymptotically flat and scalar flat outside of Σ2.

This deformation technique allows us to perturb a singular horizon to a non-singular horizon

and to construct Bray’s conformal flow in dimension 8, which will eventually lead to a proof of

the Riemanninan Penrose inequality in dimension 8. Additionally, the deformation technique

itself is also very useful and has some further applications in general relativity. We will take

a closer look at it in Chapter 2.
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Chapter 2

Preliminaries

2.1 Basic notation

Let Ω denote a compactly contained subdomain with boundary of a smooth manifoldMn (n ≥

3). We will specify regularity conditions on the boundary as needed, and we will generally

assume ∂Ω is at least C2. We list here some notation and function spaces.

• Ric(g) = Rij and R(g) = gijRij denote the Ricci and scalar curvatures, respectively, of a

Riemannian metric g on M ; we use the Einstein summation convention throughout.

• Let dµg denote the volume measure induced by g, and dσg the induced surface measure

on submanifolds.

• Let D and ∇ denote the Levi-Civita connections of (Ω, g) and (∂Ω, ĝ), respectively, with

ĝ the induced metric on the boundary.

• S(0,2) denotes the space of symmetric (0, 2)-tensor fields.

• Hk denotes the subspace of S(0,2) consisting of those measurable tensors which are square

15



integrable along with the first k weak covariant derivatives; with the standard Hk-inner

product induced by the metric g, Hk becomes a Hilbert space. Hk is defined similarly for

functions, and the spaces Hk
loc(H

k
loc) are defined as the spaces of tensors (functions) which

are in Hk(Hk) on each compact subset.

• Mk(k > n
2
) denotes the open subset of Hk of Riemannian metrics, and Mk,α denotes the

open subset of metrics in Ck,α.

• Let ρ be a smooth positive function on Ω. Define L2
ρ(Ω) to be the set of locally-L

2 functions

f such that fρ
1
2 ∈ L2(Ω). The pairing

⟨f, g⟩L2
ρ(Ω) =

〈
fρ1/2, gρ1/2

〉
L2(Ω)

makes L2
ρ(Ω) a Hilbert space. Define L2

ρ(Ω) similarly for tensor fields.

• Given k ∈ N. Let Hk
ρ (Ω) be the Hilbert space of L2

ρ(Ω) functions whose covariant deriva-

tives up through order k are also L2
ρ(Ω), i.e. the following norm is finite

∥u∥Hk
ρ (Ω) :=

k∑
j=0

∥∥Dju
∥∥
L2
ρ(Ω)

Define Hk
ρ similarly for tensor fields.

2.2 Linearized equations and integration by parts for-

mula

Let Ω be a compact smooth n-manifold with smooth boundary Σ. Now let us consider the

variation of metrics gt = g0 + ta on Ω. We note the linearization Ṙ of the scalar curvature

16



operator is given by [7, 27]:

Ṙ(a) = −∆g0 (trg0 a) + divg0(divg0 a)− ⟨a,Ricg0⟩g0 .

Now we want to calculate the linearization of the mean curvature of Σ. Consider the inclusion

map

F = i : Σ → Ω; x = (x1, · · · , xn−1) 7→ F (x) = (F 1(x), · · · , F n(x))

Note that the inclusion map and local coordinates are invariant under the variation. Then

the induced metric on Σ is

ĝij(t) = gαβ(t)
∂Fα

∂xi
∂F β

∂xj

where i, j = 1, · · · , n− 1; α, β = 1, · · · , n; and we have

˙̂gij =
d

dt

∣∣∣∣
t=0

(g0 + ta)αβ
∂Fα

∂xi
∂F β

∂xj
= aαβ

∂Fα

∂xi
∂F β

∂xj

Let ν(t) be the outer unit normal (w.r.t. gt) to Σ. We choose a local field of frames e1, · · · , en

in Ω such that restricted to Σ, we have ei = ∂F/∂xi, en(t) = ν(t). Then


∥ν(t)∥2gt = gαβ(t)ν

α(t)νβ(t) ≡ 1

⟨ν(t), ei⟩gt = gαβ(t)ν
α(t)eβi ≡ 0 (i = 1, · · · , n− 1)

Differentiating them on both sides and evaluating at t = 0, we will get


2g0αβ ν̇

ανβ + aαβν
ανβ = 0

g0αβ ν̇
αeβi + aαβν

αeβi = 0

(2.1)
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If we write

ν̇ = cν + ciei,

then from (2.1) we will get


−1

2
a(ν, ν) = ⟨ν̇, ν⟩g0 = ⟨cν, ν⟩g0 = c

−a(ν, ei) = ⟨ν̇, ei⟩g0 =
〈
cjej, ei

〉
g0

= cj ĝij

So

ν̇ = −1

2
a(ν, ν) ν − ĝija(ν, ej) ei

The second fundamental form hij is

hij(t) = −⟨ν(t), Deiej⟩gt = −gαθ(t)νθ(t)
(
∂2Fα

∂xi∂xj
+ Γα

βγ(t)
∂F β

∂xi
∂F γ

∂xj

)

where the Levi-Civita connection Γα
βγ = 1

2
gασ (∂βgγσ + ∂γgβσ − ∂σgβγ). Without loss of gen-

erality, we may assume ∂αg
0
βγ ≡ 0, then

Γ̇α
βγ =

1

2
gασ (∂βaγσ + ∂γaβσ − ∂σaβγ)

Thus,

ḣij = −a(ν,Deiej)−
〈
−1

2
a(ν, ν)ν − ĝkla(ν, el)ek, Deiej

〉
g0

− g0αθ ν
θ 1

2
gασ (∂βaγσ + ∂γaβσ − ∂σaβγ) e

β
i e

γ
j

= −a(ν,Deiej)−
1

2
a(ν, ν)hij + ĝkla(ν, el) ⟨ek, Deiej⟩g0

− 1

2
νσ (∂βaγσ + ∂γaβσ − ∂σaβγ) e

β
i e

γ
j
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By the Gauss-Weingarten Formulae,

Dα
ei
ej −∇α

ei
ej =

∂2Fα

∂xi∂xj
+ Γα

βγ

∂F β

∂xi
∂F γ

∂xj
− Γ̂k

ij

∂Fα

∂xk
= −hijνα

Dα
ei
ν =

∂να

∂xi
+ Γα

βγ

∂F β

∂xi
νγ = hij ĝ

jl∂F
α

∂xl

we can rewrite the first three terms of ḣij as

I + II + III = −a(ν,Deiej)−
1

2
a(ν, ν)hij + ĝkla(ν, el)

〈
ek, Γ̂

p
ijep − hijν

〉
g0

= −a(ν,Deiej)−
1

2
a(ν, ν)hij + a(ν, el)Γ̂

l
ij

= a(ν, elΓ̂
l
ij −Deiej)−

1

2
a(ν, ν)hij

= a(ν, hijν)−
1

2
a(ν, ν)hij

=
1

2
a(ν, ν)hij

So

ḣij =
1

2
a(ν, ν)hij −

1

2
νσ (∂βaγσ + ∂γaβσ − ∂σaβγ) e

β
i e

γ
j

Finally, the linearization Ḣ of the mean curvature operator is

Ḣ = ḣij ĝ
ij − hij ĝ

ik ˙̂gklĝ
lj

=

(
1

2
a(ν, ν)hij −

1

2
νσ (∂βaγσ + ∂γaβσ − ∂σaβγ) e

β
i e

γ
j

)
ĝij − a(ek, el)h

kl

= −1

2
(2∂βaγσ − ∂σaβγ) ν

σeβi e
γ
j ĝ

ij +
1

2
a(ν, ν)H − ⟨a, h⟩ĝ

We note that

ν(ĝij) = ν ⟨ei, ej⟩g0 = ⟨Dνei, ej⟩g0 + ⟨ei, Dνej⟩g0 = ⟨Deiν, ej⟩g0 +
〈
ei, Dejν

〉
g0

= 2hij
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and

ν(ĝij) = −ĝikν(ĝkl)ĝlj = −ĝik(2hkl)ĝlj = −2hij

So

1

2
∂σaβγν

σeβi e
γ
j ĝ

ij =
1

2
ν(aβγe

β
i e

γ
j )ĝ

ij − aβγν(e
β
i )e

γ
j ĝ

ij

=
1

2
ν(a(ei, ej))ĝ

ij − a(Dνei, ej)ĝ
ij

=
1

2
ν(a(ei, ej)ĝ

ij)− 1

2
a(ei, ej)ν(ĝ

ij)− a(hikĝ
klel, ej)ĝ

ij

=
1

2
ν(trĝ a) + a(ei, ej)h

ij − a(el, ej)h
jl

=
1

2
ν(trΣ a)

and

−∂βaγσνσeβi e
γ
j ĝ

ij = −ei(aγσνσeγj )ĝij + aγσν
σei(e

γ
j )ĝ

ij + aγσei(ν
σ)eγj ĝ

ij

= −ei(a(ν, ej))ĝij + a(ν,Deiej)ĝ
ij + a(Deiν, ej)ĝ

ij

= −ei(a(ν, ej))ĝij + a(ν,∇eiej)ĝ
ij − a(ν, hijν)ĝ

ij + a(el, ej)h
jl

= − divΣ a(ν, ·)− a(ν, ν)H + ⟨a, h⟩ĝ

where divΣ a(ν, ·) = ⟨∇eia(ν, ·), ej⟩ ĝij. Thus,

Ḣ = − divΣ a(ν, ·)− a(ν, ν)H + ⟨a, h⟩ĝ +
1

2
ν(trΣ a) +

1

2
a(ν, ν)H − ⟨a, h⟩ĝ

=
1

2
ν(trΣ a)− divΣ a(ν, ·)−

1

2
a(ν, ν)H

As a summary, we have the following proposition:

Proposition 2.1. The scalar curvature map is a smooth map of Banach manifolds, as a

map R : Ml+2(Ω) → H l(Ω) (l + 2 > n
2
+ 1), or R : Mk+2,α(Ω) → Ck,α(Ω) (k ≥ 0). The
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linearization Lg of the scalar curvature operator is given by

Lg(a) = −∆g (trg a) + divg(divg a)− ⟨a,Ricg⟩g

in the above spaces.

The mean curvature map is a smooth map of Banach manifolds, as a map H : Ml+2(Ω) →

H l+ 1
2 (Σ) (l + 2 > n

2
+ 1), or H : Mk+2,α(Ω) → Ck,α(Σ) (k ≥ 0). The linearization Ḣ of the

mean curvature operator of Σ is given by

Ḣ(a) =
1

2
ν(trΣ a)− divΣ a(ν, ·)−

1

2
a(ν, ν)H

in the above spaces.

The next step is to derive an integration by parts formula between L and its formal L2-adjoint

L∗, i.e. ∫
Ω

L(a)u =

∫
Ω

⟨a, L∗u⟩+ Bdry

where

L∗(u) = − (∆gu) g +Hess(u)− uRicg

and

Bdry =

∫
Σ

∑
α

u(Dαanα − ∂n(tr a))−
∫
Σ

∑
α

(anα∂αu− un tr a)

=

∫
Σ

∑
i

u(Diani +Dnann − ∂n(trΣ a)− ∂nann)−
∫
Σ

∑
i

(ani∂iu− un trΣ a)

Note that in Fermi coordinates Dnen = 0, so

Dnann = ∂nann − 2a(en, Dnen) = ∂nann
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Since

∑
i

Diani =
∑
i

(∂iani − a(en, Diei)− a(Dien, ei))

=
∑
i

(∂iani − a(en,∇eiei)) +
∑
i

a(en, hiien)−
∑
i,j

a(hijej, ei)

= divΣ a(ν, ·) + a(ν, ν)H − ⟨a, h⟩ĝ

we then have

Bdry =

∫
Σ

∑
i

u(Diani − ν(trΣ a)) +

∫
Σ

u divΣ a(ν, ·) +
∫
Σ

uν trΣ a

=

∫
Σ

2u

(
−1

2
ν(trΣ a) + divΣ a(ν, ·) +

1

2
a(ν, ν)H

)
−
∫
Σ

u ⟨a, h⟩ĝ +
∫
Σ

uν trΣ a

= −
∫
Σ

2uḢ(a)−
∫
Σ

u ⟨a, h⟩ĝ +
∫
Σ

uν trΣ a

Proposition 2.2. We have the following integration by parts formula:

∫
Ω

L(a)u dµg =

∫
Ω

⟨a, L∗u⟩ dµg +

∫
Σ

(
−2uḢ(a)− u ⟨a, h⟩ĝ + uν trΣ a

)
dσg.

2.3 Weight function

Let Ω denote a compactly contained subdomain with boundary of a smooth manifold Mn.

Unless noted, we assume the boundary is smooth. Let Σ ̸= ∅ be a smooth (n − 1)-

submanifold, where Σ is a part of ∂Ω. For example, one can think of Ω as a ball and

Σ as the upper hemi-sphere.

We would like to define a weight function ρ on Ω∪Σ whose behavior near ∂Ω\Σ is determined

by the distance to ∂Ω \Σ. Let dg(x) = dg(x, ∂Ω \Σ) be the distance to ∂Ω \Σ with respect

to g; the boundary is assumed to be a smooth hypersurface, so near ∂Ω \ Σ, d is as regular
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Figure 2.1: Weight function

as g. We will work with uniformly equivalent metrics in a bounded open set U0 in the space

of Cm(Ω̄)(m ≥ 2) Riemannian metrics such that ∥dg∥Cm is uniformly bounded near ∂Ω \Σ.

Let VΩ = {x ∈ Ω ∪ Σ : dg(x) < r0 for some g ∈ U0} be a thin regular collar neighborhood of

∂Ω \ Σ. There is r0 ∈ (0, 1
2
) sufficiently small so that a neighborhood of VΩ is foliated by

smooth (as regular as the metric g is) level sets of dg and that dg(x) ≤ 1
2
for all x ∈ VΩ and

g ∈ U0.

We will define 0 ≤ ρ ≤ 1 to tend monotonically to zero with decreasing distance to the

boundary ∂Ω \ Σ, and use the weight ρ−1 which blows up at the boundary ∂Ω \ Σ to form

weighted L2-spaces of tensors, which by design will be forced to decay suitably at ∂Ω \ Σ.

Let us follow Corvino-Huang [17] to define an exponential weight function. Let 0 < r1 < r0

be fixed. Define a smooth positive monotone function ρ̃ : (0,∞) → R such that ρ̃(t) = e−1/t

for t ∈ (0, r1) and ρ̃(t) = 1 for t > r0. For N > 0, let ρg be the positive function on Ω defined

by

ρg(x) = (ρ̃ ◦ dg(x))N .

We will eventually fix N to be a suitably large number.

We also denote Ωϵ ⊂ Ω as the region where dg > ϵ for some small ϵ ≥ 0, so that Ωr0 ⊂ Ω is

a region where ρg = 1.
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2.4 Weighted Hölder spaces

In this section, we define the weighted Hölder space and discuss some related properties.

Here we follow the idea of [14] to consider weighted Hölder norms in small balls Bϕ(x)(x)

that cover Ω. The weight function ϕ = ϕg satisfies the following properties with uniform

estimates across g in a Cm(Ω) neighborhood U0. Recall the neighborhood VΩ defined in the

previous section, and suppose we have chosen a suitable N .

Proposition 2.3 (Corvino-Huang [17]). For g ∈ U0, we define ϕ(x) = (d(x))2 in VΩ. There

exists a constant C > 0, uniform across U0, such that we can extend ϕ to Ω with 0 < ϕ < 1

and with the following properties.

(i) ϕ has a positive lower bound on Ω\VΩ uniformly in g ∈ U0, and for each x, ϕ(x) < d(x),

so that Bϕ(x)(x) ⊂ Ω.

(ii) For x ∈ Ω and k ≤ m, we have
∣∣ϕkρ−1∇kρ

∣∣ ≤ C.

(iii) For x ∈ Ω and for y ∈ Bϕ(x)(x), we have

C−1ρ(y) ≤ ρ(x) ≤ Cρ(y)

C−1ϕ(y) ≤ ϕ(x) ≤ Cϕ(y).

(2.2)

Let r, s ∈ R and φ = ϕrρs. For u ∈ Ck,α
loc (Ω), we define the weighted Hölder norms by

∥u∥Ck,α
ϕ,φ(Ω) = sup

x∈Ω

(
k∑

j=0

φ(x)ϕj(x)
∥∥∇j

gu
∥∥
C0(Bϕ(x)(x))

+ φ(x)ϕk+α(x)
[
∇k

gu
]
0,α;Bϕ(x)(x)

)
.

Note that ϕ is to make the norm scaling invariant with respect to the size of the ball.

The weighted Hölder space Ck,α
ϕ,φ(Ω) consists of C

k,α
loc (Ω) functions or tensor fields with finite

Ck,α
ϕ,φ(Ω) norm. If u ∈ Ck,α

ϕ,φ(Ω), then u is dominated by φ−1 in the sense that u = O(φ−1)

and ∇ju = O(φ−1ϕ−j) near the boundary.

Proposition 2.4 (Corvino-Huang [17]). We have some properties for weighted Hölder spaces:
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(i) The differentiation is a continuous map:

∇ : Ck,α
ϕ,φ(Ω) → Ck−1,α

ϕ,ϕφ (Ω).

(ii) For u ∈ Ck,α
ϕ,φ(Ω), v ∈ Ck,α(Ω̄), we have uv ∈ Ck,α

ϕ,φ(Ω) and C = C(k) with

∥uv∥Ck,α
ϕ,φ(Ω) ≤ C∥u∥Ck,α

ϕ,φ(Ω)∥v∥Ck,α(Ω̄).

(iii) The multiplication by ρ is a continuous map from Ck,α
ϕ,φ to Ck,α

ϕ,φρ−1.

We will use the following Banach spaces Bk(Ω) (for functions or tensor fields):

B0(Ω) = C0,α

ϕ,ϕ4+n
2 ρ−

1
2
(Ω) ∩H−2

ρ−1(Ω)

B1(Ω) = C1,α

ϕ,ϕ3+n
2 ρ−

1
2
(Ω) ∩H−1

ρ−1(Ω)

B2(Ω) = C2,α

ϕ,ϕ2+n
2 ρ−

1
2
(Ω) ∩ L2

ρ−1(Ω)

B3(Ω) = C3,α

ϕ,ϕ1+n
2 ρ

1
2
(Ω) ∩H1

ρ(Ω)

B4(Ω) = C4,α

ϕ,ϕ
n
2 ρ

1
2
(Ω) ∩H2

ρ(Ω),

with the Banach norms:

∥u∥B0(Ω) = ∥u∥C0,α

ϕ,ϕ
4+n

2 ρ
− 1

2

(Ω) + ∥u∥H−2

ρ−1 (Ω)

∥u∥B1(Ω) = ∥u∥C1,α

ϕ,ϕ
3+n

2 ρ
− 1

2

(Ω) + ∥u∥H−1

ρ−1 (Ω)

∥u∥B2(Ω) = ∥u∥C2,α

ϕ,ϕ
2+n

2 ρ
− 1

2

(Ω) + ∥u∥L2
ρ−1 (Ω)

∥u∥B3(Ω) = ∥u∥C3,α

ϕ,ϕ
1+n

2 ρ
1
2

(Ω) + ∥u∥H1
ρ(Ω)

∥u∥B4(Ω) = ∥u∥C4,α

ϕ,ϕ
n
2 ρ

1
2

(Ω) + ∥u∥H2
ρ(Ω).

25



It is clear that these Banach spaces contain the smooth functions with compact supports in

Ω. We can similarly define Banach spaces Bk(Σ), but note that the weight may be different

on the boundary. For example, B0(Σ) = C0,α

ϕ,ϕ3+n
2 ρ−

1
2
(Σ) ∩ D∗, which will be defined later.

2.5 Statement of the main theorem

The main theorems are stated as follows:

Theorem 2.5. In a Riemannian manifold Mn with n ≥ 2 and a C4,α-metric g0, let Ω ⊂M

be a compactly contained C3-domain with smooth boundary, and let Σ ̸= ∅ be a smooth

(n− 1)-submanifold, where Σ is a part of ∂Ω. Assuming certain generic conditions, there is

an ϵ > 0 such that

(i) for any S ∈ C0,α(Ω) for which (S − R(g0)) ∈ B0(Ω) with the support of (S − R(g0))

contained in Ω̄;

(ii) and any H ′ ∈ C0,α(Σ) for which (H ′ −H(g0)) ∈ B0(Σ) with the support of (H ′ −H(g0))

contained in Σ̄ and

∥S −R(g0)∥B0(Ω) + ∥H ′ −H(g0)∥B0(Σ) < ϵ,

there is a C2,α-metric g with R(g) = S in Ω, H(g) = H ′ in Σ and g ≡ g0 outside Ω.

Our proofs also give the following version of Theorem 2.5 that includes higher.

Theorem 2.6. In a Riemannian manifoldMn with n ≥ 2 and a Ck+4,α-metric g0, let Ω ⊂M

be a compactly contained Ck+3-domain with smooth boundary, and let Σ ̸= ∅ be a smooth

(n− 1)-submanifold, where Σ is a part of ∂Ω. Assuming certain generic conditions, there is

an ϵ > 0 such that

(i) for any S ∈ Ck,α(Ω) for which (S − R(g0)) ∈ B0(Ω) with the support of (S − R(g0))

contained in Ω̄;

(ii) and any H ′ ∈ Ck,α(Σ) for which (H ′ −H(g0)) ∈ B0(Σ) with the support of (H ′ −H(g0))
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contained in Σ̄ and

∥S −R(g0)∥B0(Ω) + ∥H ′ −H(g0)∥B0(Σ) < ϵ,

there is a Ck+2,α-metric g with R(g) = S in Ω, H(g) = H ′ in Σ and g ≡ g0 outside Ω.

If, in addition, g0 ∈ C∞(Ω̄) and (S,H ′) ∈ C∞(Ω)×C∞(Σ), then we can achieve g ∈ C∞(Ω̄).

We will discuss generic conditions in more detail in Chapter 3.

We note that Cruz and Vitório [19] had the following local surjectivity theorem for compact

manifolds with boundary:

Theorem 2.7 (Cruz-Vitório). Let f = (f1, f2) ∈ Lp(M) ⊕ W
1
2
,p(∂M), p > n. Assume

certain generic conditions, then there is an ϵ > 0 such that if

∥f1 −Rg0∥Lp(M) + ∥f2 −Hγ0∥W 1/2,p(∂M) < ϵ,

then there is a metric g1 ∈ M2,p such that R(g1) = f1, H(g1) = f2. Moreover, g is smooth

in any open set where f is smooth.

Their result can now be viewed as a special case of our main theorem, where M = Ω and

Σ = ∂Ω.

2.6 A basic lemma

Finally, we would like to introduce a basic lemma, which will be used frequently in later

discussions.
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Lemma 2.8. There is no non-zero solution in H2
loc(Ω) to the following equations:


L∗u = 0 in Ω

u = uν = 0 on Σ.

Proof. First of all, it is obvious that u ≡ 0 is a trivial solution.

Now fix an open neighborhood O ⊂ Σ. For each x ∈ O, uν(x) = u(x) = 0. Let γx(t) be a

geodesic starting at x and γ′x(t) normal to Σ, and let f(t) = u(γx(t)). Then f(t) satisfies the

linear second order differential equation

f ′′(t) = Hessγx(t) u (γ
′
x(t), γ

′
x(t))

=

[(
Ric(g)− R(g)

n− 1
g

)
(γ′x(t), γ

′
x(t))

]
f(t)

with f(0) = u(x) = 0 and f ′(0) = du(x) · γ′x(0) = uν(x) = 0. Thus u is zero along γx(t)

for every x ∈ O. Since Σ is smooth, this would imply that there is y ∈ Ω in the interior

such that u is identically zero in a neighborhood Õ ⊂ Ω of y. Then as pointed out in [15], u

satisfies the elliptic equation (n−1)∆gu = −R(g)u in Ω (by taking the trace of the equation

L∗u = 0), so we have by Aronszajn’s unique continuation theorem [4] that u must vanish on

all of Ω.
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Chapter 3

Generic Conditions and Non-generic

Domains

3.1 Generic conditions

As we mentioned previously, we will need to assume certain generic conditions in order to

perform localized deformations. Now let us take a closer look at the generic conditions, and

some examples when generic conditions are not satisfied.

Let (Ω,Σ) be a domain in (Mn, g) (n ≥ 3) where Σ is the boundary of Ω. Denote S̃(0,2)(Ω)

as the space of symmetric (0, 2)-tensor fields that are smooth. Define Φ : S̃(0,2)(Ω) −→

C∞(Ω)⊕ C∞(Σ) to be

Φ(a) = (L(a), B(a)),

where B(a) = 2Ḣ(a).
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Then for any u ∈ C∞(Ω),

⟨Φ(a), u⟩ ≜ ⟨(L(a), B(a)), (u, u|Σ)⟩

=

∫
Ω

L(a)u dµg +

∫
Σ

2Ḣ(a)u dσg

=

∫
Ω

⟨a, L∗u⟩ dµg +

∫
Σ

⟨a, uν ĝ − uh⟩ĝ dσg ≜ ⟨a,Φ∗(u)⟩

So the formal L2-adjoint of Φ is the operator Φ∗ : C∞(Ω) −→ S̃(0,2)(Ω)⊕ S̃(0,2)(Σ) given by

Φ∗(u) = (L∗(u), uν ĝ − uh)

with norm ∥Φ∗u∥L2 = ∥L∗u∥L2(Ω) + ∥uν ĝ − uh∥L2(Σ).

The kernel of Φ∗ is then the solutions to the following system of equations:


L∗u = 0 in Ω

uν ĝ = uh on Σ

(3.1)

We say that generic conditions are satisfied on (Ω,Σ) when kerΦ∗ is trivial. Notice here Ω

may not be compact.

If x0 ∈ Σ is an umbilical point, then hij = λ(x0)ĝij =
H

n−1
ĝij. This means

uν =
H

n− 1
u at x0.

And if x0 ∈ Σ is not an umbilical point, then we must have

uν = u = 0 at x0.
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Moreover, if x0 ∈ Σ is a non-umbilical point, then there is an open neighborhood O ⊂ Σ of

x0 such that any x ∈ O is a non-umbilical point. For each x ∈ O, uν(x) = u(x) = 0. Then

the same proof as Lemma 2.8 tells us that u vanishes on all of Ω.

In [15], Corvino found that kerL∗ ̸= 0 is equivalent to the metric g being static, and it would

then imply the scalar curvature is constant in Ω [27]. In fact, it is related to static spacetimes

in general relativity. Recall that a static spacetime is a four-dimensional Lorentzian manifold

which possesses a timelike Killing field and a spacelike hypersurface which is orthogonal to

the integral curves of this Killing field. Corvino found that

Proposition 3.1 (Corvino). Let (Mn, g) be a Riemannian manifold. Then 0 ̸= f ∈ kerL∗
g

if and only if the warped product metric ḡ ≡ −f 2dt2 + g is Einstein.

Combined with the above discussion, we have

Theorem 3.2. Let (Ω,Σ) be a domain in (Mn, g). If the metric g is non-static, or there is

any non-umbilical point on Σ, then kerΦ∗ is trivial.

Many authors call a non-trivial element u ∈ kerL∗ a static potential. With the boundary

term, however, we will call a non-trivial element u ∈ kerL∗ a possible static potential, and

if it satisfies the boundary condition on Σ as well, we then call it a static potential. That is,

a non-trivial element u ∈ kerΦ∗ is called a static potential in our setting. So in this case,

generic conditions are not satisfied. Let us now study the static potentials more carefully

and derive some geometric properties of Ω and Σ. In fact, we have the following result:

Theorem 3.3. If kerΦ∗ is non-trivial, then the scalar curvature of Ω is constant, the bound-

ary Σ is umbilic, and the mean curvature is constant on Σ.

Proof. From the above discussion, we know Σ is umbilic and h = H
n−1

ĝ on Σ. So under an

orthonormal basis {e1, · · · , en−1, ν}, where ei’s are tangent to Σ and ν is the outward unit
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normal, we can take the covariant derivative in ei of the second equation of (3.1),

0 = ∇i

(
uν ĝ

i
j − uhij

)
= ∇i

(
uν ĝ

i
j − u

H

n− 1
ĝij

)
= ∇i

(
uν − u

H

n− 1

)
ĝij

=

(
uiν + (Diν)u− ui

H

n− 1
− u

n− 1
∇iH

)
ĝij

=

(
uiν + hki uk − ui

H

n− 1
− u

n− 1
∇iH

)
ĝij

= ujν + hkjuk − uih
i
j −

u

n− 1
∇jH

= ujν −
u

n− 1
∇jH

And by looking at the iν-th component of 0 = L∗u = − (∆gu) g+Hess(u)− uRicg, we have

0 = uiν − uRiν

On the other hand, by the Codazzi equation,

∇iH = ∇i(hjkĝ
jk) = ∇ihjkĝ

jk = (∇jhik −Rνkij) ĝ
jk

= ∇j

(
H

n− 1
δji

)
−Riν =

1

n− 1
∇iH −Riν

So by the above three equations, we get

1

n− 1
u∇iH = uiν = uRiν = −n− 2

n− 1
u∇iH

and this means u∇iH = 0.

We claim that ∇H = 0 on Σ, which implies the mean curvature is constant. Otherwise, if
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there exists x0 ∈ Σ such that ∇H(x0) ̸= 0, then there is an open neighborhood O ⊂ Σ of x0

such that at any x ∈ O, ∇H(x) ̸= 0. By the above condition, u(x) = 0 for any x ∈ O. Then

since Σ is umbilic, uν(x) = u(x) = 0 for any x ∈ O. Finally the same proof as Lemma 2.8

tells us that u vanishes on all of Ω.

3.2 Non-generic domains

If generic conditions are not satisfied, then (Ω,Σ) is called a non-generic domain in (Mn, g).

We have particular interest in non-generic domains and the space of static potentials on

them. One of the reasons is that, non-generic domains are often related to certain kinds of

positive mass theorem (rigidity theorem) (e.g. [1, 33, 35,39,47]).

In general, for non-generic domains (Ω,Σ), we have the following results as a direct conse-

quence of [15, Corollary 2.4, Proposition 2.5]:

Proposition 3.4. For non-generic domains (Ω,Σ) in (Mn, g), we have dimkerΦ∗ ≤ n in

H2
loc(Ω).

As we will see later, the upper bound is achieved by simple non-generic domains in space

forms.

Proposition 3.5. H2
loc elements in kerΦ∗ are actually in C2(Ω̄).

3.2.1 Compact non-generic domains

Let us first focus on the case where non-generic domains are compact.
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Taking the trace of (3.1), we get


∆gu+

Rg

n− 1
u = 0 in Ω

uν −
H

n− 1
u = 0 on Σ

(3.2)

This means, for any static potential u, they must first satisfy (3.2). It is very useful when

we want to get some global properties of compact non-generic domains.

From Theorem 3.3 we know that the scalar curvature R of Ω and the mean curvature H of

Σ are constant on non-generic domains. Thus all the non-generic domains may be divided

into 9 cases, according to whether R and H are positive, negative or zero. However, some

of the cases are not possible. Cruz and Vitório [19] found that:

Proposition 3.6 (Cruz-Vitório). Assume kerΦ∗ is non-trivial.

(i) If R = 0, then H ≥ 0; and if H = 0 as well, then h ≡ 0.

(ii) If H = 0, then R ≥ 0; and if R = 0 as well, then Ricg ≡ 0.

Note that:

(i) If R = 0 and H > 0, then H
n−1

is an Steklov eigenvalue; in this case, kerΦ∗ lies in the

eigenspace corresponding to the Steklov eigenvalue H
n−1

.

(ii) If R > 0 and H = 0, then R
n−1

is an eigenvalue of the Neumann boundary value problem;

in this case, kerΦ∗ lies in the eigenspace corresponding to the eigenvalue R
n−1

.

(iii) If R = H = 0, then g is Ricci flat and Σ is totally geodesic. On the other hand, Ho and

Huang [34] found that:

Proposition 3.7 (Ho-Huang). If g is Ricci flat and Σ is totally geodesic, then kerΦ∗ ̸= 0.

In fact, kerΦ∗ consists of constant functions in Ω.

Thus, for case (iii) we have the following result:
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Theorem 3.8. Assuming kerΦ∗ is non-trivial, if R = H = 0, then g is Ricci flat, Σ is

totally geodesic, and kerΦ∗ consists of constant functions in Ω.

We may further rule out some more cases:

Theorem 3.9. Assuming kerΦ∗ is non-trivial, if R < 0, then H > 0; if H < 0, then R > 0.

Proof. If 0 ̸= u ∈ kerΦ∗, then u must satisfy (3.2). Multiplying u to the first equation and

integrating it over Ω, we get

0 =

∫
Ω

(
u∆gu+

Rg

n− 1
u2
)
dµg

=

∫
Ω

(
− |Du|2 + Rg

n− 1
u2
)
dµg +

∫
Σ

uuν dσg

=

∫
Ω

(
− |Du|2 + Rg

n− 1
u2
)
dµg +

∫
Σ

H

n− 1
u2 dσg

Hence, if R < 0, the first integral is strictly negative, then H must be strictly positive.

Similarly, if H < 0, then R > 0.

As a summary, we have the following diagram for compact non-generic domains:

H
R

+ 0 −

+ ? Steklov ?
0 Neumann * ×
− ? × ×

Table 3.1: Cases of compact non-generic domains

In what follows, we will see some more examples that will fill up the diagram above.
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3.2.2 General non-generic domains

Now we would like to study non-generic domains which may not be compact. Among them we

are particularly interested in non-generic domains in a space form and in the Schwarzschild

manifold.

The umbilic hypersurface in a space form has constant mean curvature [13], thus the region

bounded by an umbilic hypersurface in a space form satisfies all the necessary conditions of

a non-generic domain. We will see that the regions bounded by umbilic hypersurfaces in a

space form are indeed non-generic domains.

The unit sphere Sn

Consider the standard metric gSn on the unit sphere Sn. In this case, the sectional curvature

K = 1, the Ricci curvature Ric = (n− 1)gSn , and the scalar curvature R = n(n− 1).

Cruz and Vitório [19] found that the upper hemisphere with its boundary is a non-generic

domain in Sn. Later Ho and Huang [34] had the following result:

Proposition 3.10 (Ho-Huang). Let (Sn
+, ∂Sn

+) be the n-dimensional upper hemisphere equipped

with the standard metric gSn, where n ≥ 3. Then kerΦ∗ is non-trivial. Moreover,

kerΦ∗ = span{x1, · · · , xn},

where (x1, · · · , xn+1) are the coordinates of Sn ⊂ Rn+1.

In fact, for xi (i = 1, · · · , n+ 1), we have

HessgSn xi + xigSn = 0.

36



Thus,

L∗(xi) = − (∆xi) gSn +HessgSn xi − (n− 1)xiggSn

= − (∆xi) gSn − xigSn − (n− 1)xiggSn

= − (∆xi + nxi) gSn

= 0

Theorem 3.11. The linear combinations of the coordinates xi (i = 1, · · · , n + 1) are the

only possible static potentials on non-generic domains Ω ⊂ Sn (n ≥ 3).

Proof. From the non-generic condition on Ω

L∗u = − (∆u) g +Hessu− (n− 1)ug = 0,

we get

LDug = 2Hessu = 2 (∆u+ (n− 1)u) g.

Therefore, Du is a conformal killing vector field.

From Liouville’s theorem on conformal mappings [6], every conformal diffeomorphism be-

tween two domains of Rn (n ≥ 3) has the form

x 7→ λAi(x) + b

where λ > 0, A ∈ O(n), i is either the identity or an inversion, and b ∈ Rn.

Moreover, for conformal groups of Sn (n ≥ 3), we have [37]

Conf(Sn)/SO(n+ 1, 1) ∼= Bn+1,
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and similar results hold for open subsets of Sn.

However, a smooth gradient flow cannot be a family of inversions, and it cannot be a family

of rotations either. This is because, if Du is a generator in Isom(Sn), then

0 = LDug = 2Hessu,

but

2 (∆u+ (n− 1)u) g = 0 + 2(n− 1)ug ̸= 0,

which contradicts the equation of the non-generic condition.

Thus Du can only lie in the Lie algebra of F (Bn+1) ⊂ Conf(Sn)[37]. Any point 0 ̸= a ∈ Bn+1

can be written as a = c1e1+ · · ·+cn+1en+1, and the associated conformal vector field is given

by Va = 1
∥a∥(c1e

⊤
1 + · · · + cn+1e

⊤
n+1). Here {e1, · · · , en+1} is an orthonormal basis of Rn+1,

and e⊤i ’s are the projections onto TSn. This means,

Du = c1e
⊤
1 + · · ·+ cn+1e

⊤
n+1,

which implies

u = c1x1 + · · ·+ cn+1xn+1.

As a conclusion, the static potential u can only be a linear combination of the coordinate

functions xi’s.

On the other hand, it is a well-known fact that a compact (without boundary) totally

umbilical hypersurface of a simply connected real space form is a geodesic sphere. So the

only possible non-generic domains in Sn are spherical caps.

Theorem 3.12. Let (Ω,Σ) be the n-dimensional spherical cap equipped with the standard

metric gSn, where n ≥ 3. Then kerΦ∗ is non-trivial. Moreover, if the north pole N is the
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center of the spherical cap, then

kerΦ∗ = span{x1, · · · , xn}.

In fact, the spherical caps are the only non-generic domains (with only one boundary com-

ponent) in Sn.

Proof. As we discussed above, the coordinates xi (i = 1, · · · , n) are the only possible static

potentials, and they satisfy the first equation of (3.1).

Let us now check xi’s also satisfy the boundary equation of (3.1). If the north pole N is

the center of the spherical cap, then Σ may be parametrized as {x ∈ Sn : xn+1 = cos θ}, so

that any point x ∈ Σ can be written as x = (sin θ ξ, cos θ), where ξ ∈ Sn−1, and the induced

metric on Σ is ĝ = sin2 θ gSn−1 .

In this case, the outward unit normal ν = ∂
∂θ
, and the mean curvature may be calculated as:

H =
∂

∂θ
ln
√

det ĝ

=
∂

∂θ
ln

√(
sin2 θ

)n−1
det gSn−1

=
∂

∂θ

(
(n− 1) ln(sin θ) + ln

√
det gSn−1

)
= (n− 1)

cos θ

sin θ

This means,

(xi)ν −
H

n− 1
xi = cos θ ξi −

cos θ

sin θ
sin θ ξi = 0 on Σ

Thus,

kerΦ∗ = span{x1, · · · , xn}.
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For spherical caps, the scalar curvature R > 0; when θ varies between 0 and π, the range of

the mean curvature H is the set of all real numbers R.

We would like to mention here that non-generic domains in Sn are related to the famous

Min-Oo’s Conjecture [41]:

Conjecture 3.13 (Min-Oo). Let (M, g) be an n-dimensional compact Riemannian manifold

with boundary and the scalar curvature R ≥ n(n − 1). The boundary is isometric to the

standard sphere Sn−1 and is totally geodesic. Then (M, g) is isometric to the hemisphere Sn
+.

Min-Oo’s conjecture has been verified in many special cases (see e.g. [10, 22, 29, 30, 40]),

however, counterexamples were also constructed [11].

The Euclidean space Rn

Consider the flat metric gij = δij on the Euclidean space Rn.

Cruz and Vitório [19] found that the Euclidean ball of radius r with its boundary is a

non-generic domain in Rn. Later Ho and Huang [34] had the following result:

Proposition 3.14 (Ho-Huang). Let (Bn, ∂ Bn) be the n-dimensional unit ball equipped with

the flat metric. Then kerΦ∗ is non-trivial. Moreover,

kerΦ∗ = span{x1, · · · , xn},

where (x1, · · · , xn) are the coordinates of Bn ⊂ Rn.

In fact, the same proof as in [34] would tell us that, if (Ω,Σ) = (Br, Sr) is the Euclidean ball

of radius r with its boundary, then

kerΦ∗ = span{x1, · · · , xn}.
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Thus, the interior region of a Euclidean sphere is a non-generic domain in Rn.

Let us try to find other non-generic domains in Rn. First of all, notice that we have the

following result:

Theorem 3.15. The linear combinations of the coordinates xi (i = 1, · · · , n) and constant

functions are the only possible static potentials on non-generic domains Ω ⊂ Rn.

Proof. The coordinates xi as well as constant functions are possible static potentials, because

L∗(xi) = − (∆xi) g +Hess xi − xi Ricg = 0,

and L∗(c) = − (∆c) g +Hess c− cRicg = 0.

On the other hand, they are the only possible static potentials. Since for any static potential

u,

L∗u = − (∆u) g +Hessu = 0.

From (3.2) we know ∆u = 0. So this means Hessu = 0, which implies u is a linear combi-

nation of the coordinates xi and constant functions.

As for totally umbilical hypersurfaces Σ ⊂ Rn, they can only be spheres or planes [13]. So

let us check that the exterior region of a Euclidean sphere and the upper half plane (with

their boundary) are also non-generic domains in Rn.

If Ω is the exterior region of a sphere of radius r and Σ = Sr, then

(xi)ν −
H

n− 1
xi = Dxi ·

(
−x
r

)
+

1

r
xi = −xi

r
+
xi
r

= 0 on Σ
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Thus, the exterior region of a sphere is a non-generic domain in Rn, and

kerΦ∗ = span{x1, · · · , xn}.

If Ω is the upper half space {xn > 0} and Σ = {xn = 0}, then for 1 ≤ i ≤ n− 1,

(xi)ν −
H

n− 1
xi =

∂xi
∂xn

+ 0 = 0 on Σ

and (c)ν −
H

n− 1
c = 0 + 0 = 0 on Σ

Thus, the upper half space is a non-generic domain in Rn, and

kerΦ∗ = span{1, x1, · · · , xn−1}.

As a summary, we have the following classification result:

Theorem 3.16 (Classification of boundaries of non-generic domains in Rn). There are two

types of boundaries of non-generic domains in Rn:

(i) the sphere; (ii) the hyperplane.

In 2016, Almaraz-Barbosa-de Lima [1] had the following conjecture of a positive mass theo-

rem for asymptotically flat manifolds with a non-compact boundary, and they were able to

prove the case when either 3 ≤ n ≤ 7 or n ≥ 3 and M is spin.

Conjecture 3.17 (Almaraz-Barbosa-de Lima). If (M, g) is asymptotically flat and satisfies

Rg ≥ 0 and Hg ≥ 0, then m(M, g) ≥ 0, with the equality occurring if and only if (M, g) is

isometric to (Rn
+, δ).

They also had the following corollary regarding the rigidity part:
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Corollary 3.18 (Almaraz-Barbosa-de Lima). Let (M, g) be asymptotically flat with 3 ≤ n ≤

7 or n ≥ 3 and M spin, and satisfy Rg ≥ 0 and Hg ≥ 0. Assume further that there exists a

compact subset K ⊂M such that (M \K, g) is isometric to (Rn
+ \ B̄+

1 (0), δ). Then (M, g) is

isometric to (Rn
+, δ).

Thanks to the above corollary, we can now better understand why the half space is a non-

generic domain in Rn. Suppose not, then the half space with R = 0 and H = 0 satisfies

generic conditions. This means we would be able to perform a local deformation on a compact

region K ⊂ Rn
+ such that R > 0 or H > 0 in K. However, this is a contradiction to the

rigidity theorem.

There is another generalized version of the positive mass theorem [39,47] that will imply the

following rigidity theorem for the unit ball in Rn:

Theorem 3.19. Let (M, g) be an n-dimensional compact Riemannian manifold with bound-

ary and the scalar curvature R ≥ 0. The boundary is isometric to the standard sphere Sn−1

and has mean curvature n − 1. Then (M, g) is isometric to the unit ball in Rn. (If n > 7,

we also assume M is spin.)

Notice that it can also give a good explanation of why the unit ball is a non-generic domain

in Rn.

The hyperbolic space Hn

Consider the hyperboloid model for the hyperbolic space Hn. To be more precise, let us

consider the Minkowski quadratic form defined on R1,n by

Q (x0, x1, . . . , xn) = −x20 + x21 + · · ·+ x2n.
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Then the hyperbolic space is defined by

Hn = {x ∈ R1,n : Q(x) = −1, x0 > 0}

with induced metric gHn . In this case, the sectional curvature K = −1, the Ricci curvature

Ric = −(n− 1)gHn , and the scalar curvature R = −n(n− 1).

As a part of the unit sphere in the Minkowski space, the hyperbolic space has many properties

that are similar to the unit sphere Sn in the Euclidean space.

Theorem 3.20. The linear combinations of the coordinates xi (i = 0, 1, · · · , n) are the only

possible static potentials on non-generic domains Ω ⊂ Hn. Here (x0, x1, · · · , xn) are the

coordinates of Hn ⊂ R1,n.

Proof. Let us consider the hyperbolic space as a graph in R1,n. To be more precise, any

point (x0,x) = (x0, x1, . . . , xn) ∈ Hn satisfies

x0 =
√

1 + ∥x∥2

Thus the hyperbolic space can be characterized as

F : Rn → R1,n;

x 7→ (
√
1 + ∥x∥2,x)

Denote ei ∈ THn (i = 1, · · · , n) as

ei = dF

(
∂

∂xi

)
=

(
xi√

1 + ∥x∥2
, 0, · · · , 1

i-th
, · · · , 0

)
=
xi
x0

∂

∂x0
+

∂

∂xi
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Then the induced metric is

gij = ⟨ei, ej⟩ = δij −
xixj
x20

and gij = δij + xixj.

For k = 1, · · · , n

Hessij xk = ei(ejxk)− Γl
ijelxk

= ei(δjk)− Γl
ijδlk

= −Γk
ij

= −1

2
gkl
(

∂

∂xj
gli +

∂

∂xi
glj −

∂

∂xl
gij

)

∂

∂xj
gli =

∂

∂xj

(
δli −

xlxi
x20

)
= −

∂
∂xj (xlxi)x

2
0 − 2xlxix0

∂
∂xj x0

x40

= −δjlxi + δjixl
x20

+ 2
xlxixj
x40

So

Hessij xk =
1

2
gkl
(
δjlxi + δjixl

x20
− 2

xlxixj
x40

+
δilxj + δjixl

x20
− 2

xlxixj
x40

)
+

1

2
gkl
(
−δjlxi + δlixj

x20
+ 2

xlxixj
x40

)
= (δkl + xkxl)

(
δjixl
x20

− xlxixj
x40

)
=
δjixk
x20

+

∑
l xkδjix

2
l

x20
− xkxixj

x40
−
∑

l xkxixjx
2
l

x40

= xkδij −
xkxixj
x20

= xkgij
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and

Hessij x0 = ei(ejx0)− Γl
ijelx0

= ei

(
xj
x0

)
− Γl

ij

xl
x0

=
δijx0 − xj

xi

x0

x20
+
∑
l

xlgij
xl
x0

=
1

x0
gij +

1

x0
gij
∑
l

x2l

= x0gij

Thus for i = 0, 1, · · · , n

HessgHn xi = xigHn ,

and we have

L∗(xi) = − (∆xi) g +Hessxi − xiRicg

= − (∆xi) g + xig + (n− 1)xig

= (−∆xi + nxi) g

= 0.

On the other hand, by Corvino [15, Corollary 2.4] we have dimkerL∗ ≤ n+1 inH2
loc(Ω). This

means the linear combinations of the coordinates xi (i = 0, 1, · · · , n) are the only possible

static potentials on Ω.

As for totally umbilical hypersurfaces Σ ⊂ Hn, they are of the form P ∩Hn, where P is some

affine hyperplane of R1,n [13]. Alternatively, if we consider the upper half-space model, then

Σ can only be the geodesic spheres, the horospheres, the hyperspheres and the intersection

with Hn of hyperplanes of Rn [13]. To be more precise, following do Carmo, let Σ = S ∩Hn

be the intersection of Hn with a Euclidean (n− 1)-sphere S ⊂ Rn of radius 1 and center in
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α

O

∂Hn

Figure 3.1: A hypersphere in the half-space model

Hn. Then the mean curvature H
n−1

of Σ is

(i) 1, if S is tangent to ∂Hn (horosphere);

(ii) cosα, if S makes an angle α with ∂Hn (hypersphere);

(iii) the height h of the Euclidean center of S relative to ∂Hn, if S ⊂ Hn (geodesic sphere).

Now let us check one by one whether each of the above umbilical hypersurfaces will give

us a boundary of the non-generic domain in Hn. However, Theorem 3.20 tells us that the

coordinates of Hn ⊂ R1,n in the hyperboloid model are the only possible static potentials, so

we would like to first rewrite these coordinates xi’s in terms of the coordinates in the upper

half-space model.

Denote Hn
−1 as the hyperboloid model, Dn as the unit ball model, and Hn as the upper

half-space model of the hyperbolic space. The inverse of the stereographic projection

f : Dn → Hn
−1;

(0, u1, · · · , un) 7→ (x0, x1, · · · , xn)

is given by

xα =
2uα

1−
∑

α u
2
α

, α = 1, · · · , n

x0 =
2

1−
∑

α u
2
α

− 1.
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And the conformal mapping between the unit ball Dn and the upper half-space Hn

g : Hn → Dn;

(y1, · · · , yn) 7→ (u1, · · · , un)

is given by

uk =
2yk∑

k y
2
k + (yn + 1)2

, k = 1, · · · , n− 1

un = 1− 2(yn + 1)∑
k y

2
k + (yn + 1)2

.

Combining them together, we get the expression of the coordinates xi’s in the upper half-

space Hn:

x0 =

∑
k y

2
k + y2n + 1

2yn
,

xk =
yk
yn
, k = 1, · · · , n− 1

xn =

∑
k y

2
k + y2n − 1

2yn
.

Theorem 3.21. Consider the upper half-space model of Hn. Let Σ = S ∩ Hn be the inter-

section of Hn with a Euclidean (n − 1)-sphere S ⊂ Rn and center in Hn. Suppose S makes

an angle α with ∂Hn. Then both the interior region and the exterior region with boundary Σ

are non-generic domains in Hn. Moreover,

kerΦ∗ = span{x1, · · · , xn−1, (2− cos2 α)x0 + cos2 αxn}.

Here (x0, x1, · · · , xn) are the coordinates of Hn ⊂ R1,n in the hyperboloid model.

Proof. We will just verify that the interior region bounded by Σ is a non-generic domain in

Hn; the same calculation will give us that the exterior region bounded by Σ is a non-generic

domain as well.

Let us use yi’s for the coordinates in Rn. The metric of the upper half-space model of Hn
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is g = y−2
n δ, where δ is the Euclidean metric. Without loss of generality, we may assume

the Euclidean radius of S is 1, and that the center of S is O = (0, · · · , 0, cosα). Suppose

e⃗ =
∑
ai

∂
∂yi

is any vector with Euclidean norm 1. Then we may parametrize Σ as {y⃗ = O+e⃗},

which means the points on Σ satisfy

yk = ak (k = 1, · · · , n− 1)

yn = cosα + an

Denote the outward unit normal at y⃗ as ν = ce⃗, then

1 = g(ν, ν) = y−2
n δ(ce⃗, ce⃗) = c2y−2

n

So

ν = yne⃗ = (cosα + an)
∑

ai
∂

∂yi

Note that the mean curvature with respect to this normal is H = (n− 1) cosα. Then

(x0)ν −
H

n− 1
x0 = yn

∑
ai

∂

∂yi
x0 − cosαx0 = −1

2
cos2 α

(xk)ν −
H

n− 1
xk = yn

∑
ai

∂

∂yi
xk − cosαxk = ak − yk = 0 (k = 1, · · · , n− 1)

(xn)ν −
H

n− 1
xn = yn

∑
ai

∂

∂yi
xn − cosαxn = 1− 1

2
cos2 α > 0

where we make use of the relation
∑
a2i = 1. Notice that the boundary equation is linear,

and we have

(
(2− cos2 α)x0 + cos2 αxn

)
ν
− H

n− 1

(
(2− cos2 α)x0 + cos2 αxn

)
= 0.

So the region with boundary Σ is a non-generic domain in Hn, and

kerΦ∗ = span{x1, · · · , xn−1, (2− cos2 α)x0 + cos2 αxn}.

49



Remark. Note the above theorem tells us that both the horospheres and the hyperspheres

are boundaries of non-generic domains in Hn.

Theorem 3.22. Consider the upper half-space model of Hn. Let Σ = S ∩ Hn be the inter-

section of Hn with a Euclidean (n − 1)-sphere S ⊂ Rn and center in Hn. Suppose S ⊂ Hn

is a geodesic sphere with Euclidean radius 1 and the Euclidean center of S relative to ∂Hn

is at height h. Then both the interior region and the exterior region with boundary Σ are

non-generic domains in Hn. Moreover,

kerΦ∗ = span{x1, · · · , xn−1, (2− h2)x0 + h2 xn}.

Here (x0, x1, · · · , xn) are the coordinates of Hn ⊂ R1,n in the hyperboloid model.

Proof. Without loss of generality, we may assume the center of S is O = (0, · · · , 0, h). Then

by replacing cosα by h, the same calculation as above will give us that

(x0)ν −
H

n− 1
x0 = yn

∑
ai

∂

∂yi
x0 − hx0 = −1

2
h2 < 0

(xk)ν −
H

n− 1
xk = yn

∑
ai

∂

∂yi
xk − hxk = ak − yk = 0 (k = 1, · · · , n− 1)

(xn)ν −
H

n− 1
xn = yn

∑
ai

∂

∂yi
xn − hxn = 1− 1

2
h2

The result follows immediately.

Theorem 3.23. Consider the upper half-space model of Hn. Let Σ = P ∩ Hn be the inter-

section of Hn with a Euclidean (n−1)-plane P ⊂ Rn that is parallel to ∂Hn. Then the region

with boundary Σ is a non-generic domain in Hn. Moreover,

kerΦ∗ = span{x1, · · · , xn−1, x0 − xn}.
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Here (x0, x1, · · · , xn) are the coordinates of Hn ⊂ R1,n in the hyperboloid model.

Proof. We will just verify that the lower region bounded by Σ is a non-generic domain in

Hn; the same calculation will give us that the upper region bounded by Σ is a non-generic

domain as well.

We may parametrize Σ as {yn = c > 0}, with the outward unit normal ν = yn
∂

∂yn
. So the

mean curvature with respect to this normal is

H = yn

(
H0 + (n− 1)

〈
∇(− ln yn),

∂

∂yn

〉
δ

)
= −(n− 1).

Then

(x0)ν −
H

n− 1
x0 = yn

∂

∂yn
x0 + x0 = yn > 0

(xk)ν −
H

n− 1
xk = yn

∂

∂yn
xk + xk = −yk

yn
+
yk
yn

= 0 (k = 1, · · · , n− 1)

(xn)ν −
H

n− 1
xn = yn

∂

∂yn
xn + xn = yn > 0

The result follows immediately.

Theorem 3.24. Consider the upper half-space model of Hn. Let Σ = P ∩ Hn be the inter-

section of Hn with a Euclidean (n − 1)-plane P ⊂ Rn that makes an angle α ∈ (0, π) with

∂Hn. Then the region with boundary Σ is a non-generic domain in Hn. Moreover, if we

parametrize Σ as {cosα yn = sinα y1 : yn > 0}, then

kerΦ∗ = span{x0, x2, · · · , xn}.

Here (x0, x1, · · · , xn) are the coordinates of Hn ⊂ R1,n in the hyperboloid model.

Proof. We will just verify that the lower region bounded by Σ is a non-generic domain in

Hn; the same calculation will give us that the upper region bounded by Σ is a non-generic

domain as well.
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Without loss of generality, we may parametrize Σ as {cosα yn = sinα y1 : yn > 0}, with the

outward unit normal ν = yn(− sinα ∂
∂y1

+ cosα ∂
∂yn

). So the mean curvature with respect to

this normal is

H = yn

(
H0 + (n− 1)

〈
∇(− ln yn),− sinα

∂

∂y1
+ cosα

∂

∂yn

〉
δ

)
= −(n− 1) cosα.

Then

(x0)ν −
H

n− 1
x0 = yn(− sinα

∂

∂y1
+ cosα

∂

∂yn
)x0 + cosαx0 = 0

(x1)ν −
H

n− 1
x1 = yn(− sinα

∂

∂y1
+ cosα

∂

∂yn
)x1 + cosαx1 = − sinα < 0

(xk)ν −
H

n− 1
xk = yn(− sinα

∂

∂y1
+ cosα

∂

∂yn
)xk + cosαxk = 0 (k = 2, · · · , n− 1)

(xn)ν −
H

n− 1
xn = yn(− sinα

∂

∂y1
+ cosα

∂

∂yn
)xn + cosαxn = 0

The result follows immediately.

As a summary, we have the following classification result:

Theorem 3.25 (Classification of boundaries of non-generic domains in Hn). There are four

types of boundaries of non-generic domains in Hn:

(i) the horosphere; (ii) the hypersphere;

(iii) the geodesic sphere; (iv) the intersection with Hn of hyperplanes of Rn.

We notice Huang-Jang-Martin [35] had the following rigidity result for hyperbolic manifolds:

Theorem 3.26 (Huang-Jang-Martin). Let n ≥ 3 and (M, g) an n-dimensional asymp-

totically hyperbolic manifold with scalar curvature Rg ≥ −n(n − 1) and with the equality

p0 =
√
p21 + · · ·+ p2n. Then (M, g) is isometric to hyperbolic space.

Here they are considering conformally compact, asymptotically hyperbolic manifolds (Xn, g)
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whose conformal boundary is the unit round sphere (Sn−1, h) with the following expansion:

g =
1

(sinh ρ)2

(
dρ2 + h+

ρn

n
κ+O

(
ρn+1

))

where ρ is a boundary defining function and κ is a symmetric (0, 2)-tensor defined on Sn−1.

And the mass (p0, p1, · · · , pn) of g is defined by

p0 =

∫
Sn−1

trh κ dµh, pi =

∫
Sn−1

xi trh κ dµh for i = 1, · · · , n

where (x1, ..., xn) are the Cartesian coordinates of Rn restricted on Sn−1.

We observe that the mass here consists of (n+1) numbers (p0, p1, · · · , pn), instead of a single

number, the ADM mass, as for the asymptotically flat manifolds.

On the other hand, Hijazi-Montiel-Raulot [33] had the following rigidity results for asymp-

totically hyperbolic manifolds with inner boundary:

Theorem 3.27 (Hijazi-Montiel-Raulot). Let (M3, g) be a three-dimensional complete AH

manifold with scalar curvature satisfying Rg ≥ −6 and compact inner boundary Σ homeo-

morphic to a 2-sphere whose mean curvature is such that

H ≤ 2

√
4π

Areag(Σ)
+ 1.

Then the energy-momentum vector pg is time-like future-directed or zero. Moreover, if it

vanishes then (M3, g) is isometric to the complement of a geodesic ball in H3.

Theorem 3.28 (Hijazi-Montiel-Raulot). Let (Mn, g) be an n-dimensional (n ≥ 4) complete

AH spin manifold with scalar curvature satisfying Rg ≥ −n(n− 1), compact inner boundary
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Σ of positive Yamabe invariant Y (Σ) and of mean curvature

H ≤ (n− 1)

√
Y (Σ)

(n− 1)(n− 2)
Volg(Σ)

− 2
n−1 + 1.

Then the energy-momentum vector pg is time-like future-directed or zero. If it is zero, then

(Mn, g) has an imaginary Killing spinor field and Σ is a totally umbilical hypersurface with

constant mean curvature carrying a real Killing spinor.

These results together give us a very good explanation of non-generic domains in Hn.

The Schwarzschild manifold

Finally, we would like to determine the non-generic domains in the Schwarzschild manifold.

We have already known that the umbilic hypersurfaces in Rn are spheres and hyperplanes,

and that umbilic hypersurfaces remain umbilic after the conformal change [13]. Since the

n-dimensional Schwarzschild manifold is conformal to Rn, we get the umbilic hypersurfaces

in the Schwarzschild manifold are Euclidean spheres and hyperplanes.

Theorem 3.29. Consider the Schwarzschild metric gS =
(
1 + m

2rn−2

) 4
n−2 δ on Rn\{0}, where

r = |x⃗|. Denote Σ as the Euclidean sphere centered at 0 with radius r± =
(

(n−1)±
√
n2−2n

2
m
) 1

n−2
.

Then the region with boundary Σ is a non-generic domain in the Schwarzschild manifold.

Moreover,

kerΦ∗ = span

{
1− m

2rn−2

1 + m
2rn−2

}
.

Proof. As mentioned in [15], the function u0 =
1−m

2r

1+m
2r

∈ kerL∗
gS is a possible static potential

in 3-dimensional Schwarzschild manifold. Analogously, the function u =
1− m

2rn−2

1+ m
2rn−2

∈ kerL∗
gS

is a possible static potential in n-dimensional Schwarzschild manifold. (This can also be

found using the method introduced in [12].) Indeed, it is the only possible static potential in
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connected open domains, as found by Corvino [16]. Now let us verify whether the function

satisfies the boundary condition on Euclidean spheres centered at 0.

Suppose e⃗ is any vector with Euclidean norm 1. Then we may parametrize the Euclidean

sphere as {x⃗ = re⃗}. Denote the outward unit normal at x⃗ as ν = ce⃗, then

1 = gS(ν, ν) =
(
1 +

m

2rn−2

) 4
n−2

δ(ce⃗, ce⃗) = c2
(
1 +

m

2rn−2

) 4
n−2

So

ν =
(
1 +

m

2rn−2

)− 2
n−2

e⃗

Note that the mean curvature with respect to this normal is

H =
(
1 +

m

2rn−2

)− 2
n−2

(
H0 + (n− 1)

〈
∇
(

2

n− 2
ln(1 +

m

2rn−2
)

)
, e⃗

〉
δ

)
=
(
1 +

m

2rn−2

)− 2
n−2

(
n− 1

r
− (n− 1)

〈
mx⃗

rn(1 + m
2rn−2 )

, e⃗

〉
δ

)
=
(
1 +

m

2rn−2

)− 2
n−2

(
n− 1

r
− (n− 1)m

rn−1(1 + m
2rn−2 )

)
= (n− 1)

(
1 +

m

2rn−2

)− 2
n−2 1− m

2rn−2

r(1 + m
2rn−2 )

= (n− 1)
(
1 +

m

2rn−2

)− 2
n−2

r−1u

Then

uν −
H

n− 1
u =

(
1 +

m

2rn−2

)− 2
n−2

e⃗

(
1− m

2rn−2

1 + m
2rn−2

)
−
(
1 +

m

2rn−2

)− 2
n−2

r−1u2

=
(
1 +

m

2rn−2

)− 2
n−2

〈
(n− 2)mx⃗

rn(1 + m
2rn−2 )2

, e⃗

〉
δ

−
(1− m

2rn−2 )
2

r(1 + m
2rn−2 )

2+ 2
n−2

=
(n− 2)m

rn−1(1 + m
2rn−2 )

2+ 2
n−2

−
m2

4rn−2 −m+ rn−2

rn−1(1 + m
2rn−2 )

2+ 2
n−2

=
− m2

4rn−2 + (n− 1)m− rn−2

rn−1(1 + m
2rn−2 )

2+ 2
n−2
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Thus uν − H
2
u = 0 if and only if

rn−2 =
(n− 1)±

√
n2 − 2n

2
m.

This means the region with boundary Σ is a non-generic domain in (Rn\{0}, gS).

Remark. Even though the Euclidean spheres not centered at 0 are umbilic hypersurfaces in

the Schwarzschild manifold, they are not boundaries of non-generic domains. This is mainly

because the function r is no longer a constant on the sphere. More precisely, we may assume

the sphere is centered at e⃗ (e⃗ has Euclidean norm 1) with radius ρ. Then let us look at two

different points on the sphere, namely x1 = e⃗ + ρe⃗ and x2 = e⃗ − ρe⃗. Following the same

calculation as above, we will see the two ρ’s satisfying the boundary condition are different.

Theorem 3.30. Denote Σ as the Euclidean hyperplane containing 0. Then the region with

boundary Σ is a non-generic domain in the Schwarzschild manifold. Moreover,

kerΦ∗ = span

{
1− m

2rn−2

1 + m
2rn−2

}
.

Proof. First note that Σ is complete and has two ends in the Schwarzschild manifold. Now

let us verify whether the static potential mentioned above satisfies the boundary condition.

Without loss of generality, we may parametrize Σ as {xn = c}. Then the outward unit

normal is

ν =
(
1 +

m

2rn−2

)− 2
n−2 ∂

∂xn

and the mean curvature is

H =
(
1 +

m

2rn−2

)− 2
n−2

(
H0 + (n− 1)

〈
∇
(

2

n− 2
ln(1 +

m

2rn−2
)

)
,
∂

∂xn

〉
δ

)
= −

(
1 +

m

2rn−2

)− 2
n−2

(
(n− 1)

mxn
rn(1 + m

2rn−2 )

)
= −(n− 1)

mxn

rn(1 + m
2rn−2 )

1+ 2
n−2
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Then

uν −
H

n− 1
u =

(
1 +

m

2rn−2

)− 2
n−2 (n− 2)mxn

rn(1 + m
2rn−2 )2

+
mxn

rn(1 + m
2rn−2 )

1+ 2
n−2

(
1− m

2rn−2

1 + m
2rn−2

)
=

(n− 2)mxn

rn(1 + m
2rn−2 )

2+ 2
n−2

+
mxn(1− m

2rn−2 )

rn(1 + m
2rn−2 )

2+ 2
n−2

=
mc((n− 1)− m

2rn−2 )

rn(1 + m
2rn−2 )

2+ 2
n−2

Thus uν − H
2
u = 0 if and only if c = 0. This means the region with boundary Σ is a

non-generic domain in (Rn\{0}, gS).

As a summary, we have the following classification result:

Theorem 3.31 (Classification of boundaries of non-generic domains in the Schwarzschild

manifold). There are two types of boundaries of non-generic domains in the Schwarzschild

manifold:

(i) the Euclidean sphere centered at 0 with radius r±;

(ii) the Euclidean hyperplane containing 0.

Remark. For the above examples in space forms and in the Schwarzschild manifold, we are

just considering non-generic domains with only one boundary component. We call them

simple non-generic domains. If a non-generic domain has multiple boundary components,

then it can be viewed as the intersection of simple non-generic domains, as long as their

boundaries do not intersect with each other. In this case, the space of static potentials is

the intersection of those corresponding to each simple non-generic domain. But of course we

will need to make sure the eventual space of static potentials has dimension at least 1.
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Chapter 4

Local Deformation

In this chapter, we give the proof of our main theorem. We first solve the linearized equations

using Fredholm theory, and then use iteration for the nonlinear problem. The proof is

contained in several sections.

4.1 Poincaré-type inequalities

The following two Poincaré-type inequalities for the operators L∗ and Φ∗ will be useful for

later proof.

We will need a basic estimate proved in [15], using only the overdeterminedness of the

operator L∗:

Lemma 4.1 (Corvino). For u ∈ H2
loc(Ω),

∥u∥H2(Ω) ≤ C(n, g,Ω)
(
∥L∗u∥L2(Ω) + ∥u∥L2(Ω)

)
.
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In fact, for any ϵ ≥ 0 small we have the following estimate, where the constant C is inde-

pendent of ϵ:

∥u∥H2(Ωϵ) ≤ C(n, g,Ω,Σ)
(
∥L∗u∥L2(Ωϵ)

+ ∥u∥L2(Ωϵ)

)
.

Then by a standard integration technique discussed in [15], we have:

Corollary 4.2. There is a constant C = C(n, g,Ω,Σ, ρ), uniform for metrics C2-near g, so

that for u ∈ H2
loc(Ω),

∥u∥H2
ρ(Ω) ≤ C

(
∥L∗u∥L2

ρ(Ω) + ∥u∥L2
ρ(Ω)

)
.

Theorem 4.3. There is a constant C = C(n, g,Ω,Σ, ρ), uniform for metrics C2-near g, so

that for u ∈ H2
loc(Ω) with u = uν = 0 on Σ, we have

∥u∥H2
ρ(Ω) ≤ C ∥L∗u∥L2

ρ(Ω) .

Proof. If ∥u∥L2
ρ(Ω) = 0, then the inequality follows directly from Cor. 4.2. Now let us assume

∥u∥L2
ρ
> 0. We may further assume ∥u∥L2

ρ
= 1 by normalization. Consider the functional F0

defined on H2
ρ(Ω) by

F0(u) =

∫
Ω

∥L∗u∥2ρ dµg

and minimize it over

A = {u ∈ H2
ρ(Ω) : ∥u∥L2

ρ
= 1 and u = uν = 0 on Σ}.

By Cor. 4.2, ∥L∗u∥L2
ρ
≥ C∥u∥H2

ρ
− 1, so when ∥u∥H2

ρ
>> 1 this implies

F0(u) ≥
(
C∥u∥H2

ρ
− 1
)2
.

Thus F0 satisfies the coercivity condition, and attains its infimum in A.

Suppose the functional is minimized by F0(u0) = λ over A. It is obvious that λ ≥ 0.
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Furthermore, if λ = 0, we would have ∥L∗u0∥2L2
ρ
= 0; by Lemma 2.8, u0 ≡ 0, which is a

contradiction to ∥u0∥L2
ρ
= 1. Thus we must have λ > 0. So,

∥u∥H2
ρ
≤ C

(
∥L∗u∥L2

ρ
+ 1
)
≤ C

(
∥L∗u∥L2

ρ
+

1√
λ
∥L∗u∥L2

ρ

)
≤ C ∥L∗u∥L2

ρ

The following theorem uses the no-kernel condition. The proof is similar to that of [15] with

some modifications.

Theorem 4.4. Suppose the kernel of Φ∗ is trivial in Ω. Then there is a constant C =

C(n, g,Ω,Σ, ρ), uniform for metrics C2-near g, so that for u ∈ H2
loc(Ω),

∥u∥H2
ρ(Ω) ≤ C ∥Φ∗u∥L2

ρ
.

In fact, we only need to show the following proposition, then the result follows directly from

the integration technique discussed in [15]:

Proposition 4.5. Suppose the kernel of Φ∗ is trivial in Ω. For ϵ ≥ 0 sufficiently small, and

for any u ∈ H2
loc(Ω),

∥u∥H2(Ωϵ) ≤ C ∥Φ∗u∥L2(Ωϵ)

where C is independent of ϵ.

Proof. Since Φ∗ has trivial H2
loc-kernel in Ω, we claim that there is an ϵ > 0 small enough so

that Φ∗ has no H2-kernel in Ωϵ. The proof is the same as that in Corvino’s result [15].

By a standard application of Rellich’s lemma, we have for all ϵ ≥ 0 small enough and

u ∈ H2(Ωϵ),

∥u∥H2(Ωϵ) ≤ C ∥Φ∗u∥L2(Ωϵ)
.
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We claim furthermore that the constant C above is independent of ϵ small. Suppose the

contrary. Then there is a sequence ϵi ↓ 0 and ui ∈ H2(Ωi) such that

∥ui∥H2(Ωi) > i ∥Φ∗(ui)∥L2(Ωi)
.

By normalizing ∥ui∥H2(Ωi) to 1, we have ∥Φ∗(ui)∥L2(Ωi)
< 1/i. Since ∂Ωi is C1,1, we can

extend ui to H
2(Ω) in such a way that for all i, ∥ui∥H2(Ω) ≤ C1.

Since the inclusion H2(Ω) ↪→ H1(Ω) is compact, by relabeling indices we have a function

φ ∈ H1(Ω) with ui → φ in H1(Ω); similarly, up to a subsequence {ui|Σ} also converges in

H1(Σ), and by the uniqueness, it converges to φ|Σ. Moreover, for any η ∈ C∞
c (Ω ∪ Σ),

0 = lim
i→∞

⟨η,Φ∗(ui)⟩L2 = lim
i→∞

(∫
Ω

L(η)ui dµg +

∫
Σ

2uiḢ(η)dσg

)
=

∫
Ω

L(η)φdµg +

∫
Σ

2φḢ(η)dσg

= ⟨η,Φ∗(φ)⟩L2

we have Φ∗(φ) = 0 weakly. By elliptic regularity, φ ∈ H2
loc(Ω). Then by the no-kernel

condition of Φ∗, φ must be zero. On the other hand, we show that φ is not identically zero,

which is a contradiction.

By Lemma 4.1,

∥u∥H2(Ωϵ) ≤ C
(
∥L∗u∥L2(Ωϵ)

+ ∥u∥L2(Ωϵ)

)
, (4.1)

where C is independent of ϵ small and uniform for metrics C2-near g. By the H1-convergence

of {ui}, there is an i1 so that for i ≥ i1,

∥ui − φ∥L2(Ω) <
1

4C
.
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Moreover, we can choose i1 large enough so that i ≥ i1 implies

∥L∗(ui − φ)∥L2(Ωi) ≤ ∥Φ∗(ui − φ)∥L2(Ωi) = ∥Φ∗(ui)∥L2(Ωi) <
1

4C
.

Plugging (ui − φ) into the above estimate (4.1) we get for i large

∥ui − φ∥H2(Ωi) <
1

2
.

Note we have strongly used the independence of C on i large. This shows that φ cannot be

zero by the normalization of the ui.

4.2 The Dirichlet problem

We would like to first solve the following problem:


L(ρL∗u) = 0 in Ω

B(ρL∗u) = ψ on Σ

Theorem 4.6. For each f ∈ H−2
ρ−1(Ω) (the dual space of H2

ρ(Ω)), there is a unique solution

u ∈ H2
ρ(Ω) to the following system of equations:


L(ρL∗u) = f in Ω

u = 0 on Σ

uν = 0 on Σ

(4.2)

and moreover,

∥u∥H2
ρ(Ω) ≤ C∥f∥H−2

ρ−1 (Ω).
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Proof. For the uniqueness, assume u1, u2 ∈ H2
ρ(Ω) are both solutions. Then w = u1 − u2

satisfies 
L(ρL∗w) = 0 in Ω

w = 0 on Σ

wν = 0 on Σ

Since

0 =

∫
Ω

L(ρL∗w)w dµg =

∫
Ω

∥L∗w∥2ρ dµg

we have L∗w = 0 in Ω. Then by Lemma 2.8, w ≡ 0.

We will use the standard variational method to show the existence, which is similar to the

proof of Theorem 4.3. Consider the functional F1 defined on H2
ρ(Ω) by

F1(u) =

∫
Ω

(
1

2
∥L∗u∥2ρ− fu

)
dµg

and minimize it over

A = {u ∈ H2
ρ(Ω) : u = uν = 0 on Σ}.

By Theorem 4.3, ∥L∗u∥L2
ρ
≥ 1

C
∥u∥H2

ρ
, so we have

F1(u) ≥
1

2C2
∥u∥2H2

ρ
− ∥f∥H−2

ρ−1
· ∥u∥H2

ρ

Thus F1 satisfies the coercivity condition and attains its infimum. Suppose the functional is
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minimized by F1(u0) = λ, and let η ∈ H2
0 (Ω). Then

0 =
d

dt

∣∣∣∣
t=0

F1(u0 + tη)

=
d

dt

∣∣∣∣
t=0

[∫
Ω

(
1

2
∥L∗(u0 + tη)∥2ρ− f(u0 + tη)

)
dµg

]
=

d

dt

∣∣∣∣
t=0

[∫
Ω

1

2

∑
α,β

(L∗u0 + tL∗η)2αβ ρ dµg

]
−
∫
Ω

fη dµg

=

∫
Ω

⟨ρL∗u0, L
∗η⟩ dµg −

∫
Ω

fη dµg

=

∫
Ω

L(ρL∗u0)η dµg −
∫
Ω

fη dµg

Thus for all η ∈ H2
0 (Ω),

∫
Ω
L(ρL∗u0)η dµg =

∫
Ω
fη dµg, which means u0 ∈ H2

ρ(Ω) is a weak

solution.

Finally, the inequality comes from elliptic regularity.

Let us define the domain D to be the set of functions on Σ which extend to Ω to be in H2
ρ(Ω).

The following Dirichlet problem tells us that we only need to focus on the domain D, given

L(ρL∗u) = 0 in Ω.

Theorem 4.7 (The Dirichlet problem). For each û ∈ D, there is a unique solution u ∈

H2
ρ(Ω) to the following system of equations:


L(ρL∗u) = 0 in Ω

u = û on Σ

uν = 0 on Σ

(4.3)

Proof. Let us consider an equivalent system of equations with zero boundary data on Σ.

Let u0 ∈ H2
ρ(Ω) be any extension of û such that (u0)ν |Σ = 0, and let v = u − u0. Then
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v ∈ H2
ρ(Ω) solves the following equations:


L(ρL∗v) = −L(ρL∗u0) in Ω

v = 0 on Σ

vν = 0 on Σ

(4.4)

if and only if u ∈ H2
ρ(Ω) solves (4.3). Also, the existence and uniqueness of the solution u is

equivalent to those of v. Denote f = −L(ρL∗u0) ∈ H−2
ρ−1(Ω), then from Theorem 4.6, we get

a unique solution v ∈ H2
ρ(Ω).

From now on, for û ∈ D we will denote u to be the unique extension as a solution of the

Dirichlet Problem (4.3).

Assuming the kernel of Φ∗ is trivial in Ω, let us define the inner product on D by

⟨û, v̂⟩D ≜
∫
Ω

⟨L∗u, L∗v⟩ ρ dµg + C0

∫
Σ

ûv̂ρ dσg

where C0 = supΣ ∥h∥2 <∞. Note that by the Trace Theorem û, v̂ ∈ H1
ρ(Σ), so the boundary

term is well-defined.

Let us assume C0 > 0 for now; otherwise if C0 = 0, Σ is totally geodesic and

Φ∗(u) = (L∗(u), 0).

Then we would have kerΦ∗ = kerL∗ and ∥Φ∗∥ = ∥L∗∥. So all the discussion about the space

D is still valid without the boundary term.

Proposition 4.8. Assuming the kernel of Φ∗ is trivial in Ω, D is a Hilbert space.
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Proof. For any Cauchy sequence {ûj} in D, uj’s are in H2
ρ(Ω), and we have

∥Φ∗(uj − uk)∥2L2
ρ
= ∥L∗(uj − uk)∥2L2

ρ(Ω) +

∫
Σ

∥(uj − uk)ν ĝ − (ûj − ûk)h∥2ĝρ dσg

= ∥L∗(uj − uk)∥2L2
ρ(Ω) +

∫
Σ

∥h∥2(ûj − ûk)
2ρ dσg

≤ ∥L∗(uj − uk)∥2L2
ρ(Ω) + C0∥ûj − ûk∥2L2

ρ(Σ)

= ∥ûj − ûk∥2D

On the other hand, by Theorem 4.4

∥uj − uk∥H2
ρ(Ω) ≤ C ∥Φ∗(uj − uk)∥L2

ρ

Thus,

∥uj − uk∥H2
ρ(Ω) ≤ C∥ûj − ûk∥D

and {uj} is a Cauchy sequence in H2
ρ(Ω). Since H

2
ρ(Ω) is a Hilbert space, there is u ∈ H2

ρ(Ω)

such that uj → u in H2
ρ(Ω). Define û = u|Σ, then û ∈ D. It is easy to see that u is the

unique solution of the Dirichlet Problem (4.3) with boundary data û, and ûj → û in H1
ρ(Σ)

by the Trace Theorem. Finally,

∥ûj − û∥2D = ∥L∗(uj − u)∥2L2
ρ(Ω) + C0∥ûj − û∥2L2

ρ(Σ)

≤ C1∥uj − u∥2H2
ρ(Ω) + C2∥uj − u∥2H2

ρ(Ω)

= C∥uj − u∥2H2
ρ(Ω) −→ 0

This means D is a Hilbert space.
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4.3 The self-adjoint problem

Define an operator P : D → D∗ by

P (û) = 2Ḣ(ρL∗u) + ⟨ρL∗u, h⟩ĝ + C0ûρ

and

(Pû) (v̂) = 2

∫
Σ

v̂Ḣ(ρL∗u) +

∫
Σ

v̂ ⟨ρL∗u, h⟩ĝ + C0

∫
Σ

v̂ûρ

=

∫
Ω

⟨L∗u, L∗v⟩ ρ+ C0

∫
Σ

v̂ûρ

= (P v̂) (û)

(4.5)

Proposition 4.9. The operator P is unitary.

Proof.

∥P (û)∥D∗ = sup
0̸=v̂∈D

| (Pû) (v̂) |
∥v̂∥D

=

((∫
Ω
⟨L∗u, L∗v⟩ ρ+ C0

∫
Σ
v̂ûρ
)2

∥L∗v∥2L2
ρ(Ω) + C0∥v̂∥2L2

ρ(Σ)

)1/2

≤


(
∥L∗u∥L2

ρ(Ω)∥L∗v∥L2
ρ(Ω) + C0∥û∥L2

ρ(Σ)∥v̂∥L2
ρ(Σ)

)2
∥L∗v∥2L2

ρ(Ω) + C0∥v̂∥2L2
ρ(Σ)


1/2

≤


(
∥L∗u∥2L2

ρ(Ω) + C0∥û∥2L2
ρ(Σ)

)(
∥L∗v∥2L2

ρ(Ω) + C0∥v̂∥2L2
ρ(Σ)

)
∥L∗v∥2L2

ρ(Ω) + C0∥v̂∥2L2
ρ(Σ)

1/2

= ∥û∥D
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On the other hand, for û ∈ D, û ̸= 0,

∥P (û)∥D∗ ≥ | (Pû) (û) |
∥û∥D

=

(
∥L∗u∥2L2

ρ(Ω) + C0∥û∥2L2
ρ(Σ)

)
(
∥L∗u∥2L2

ρ(Ω) + C0∥û∥2L2
ρ(Σ)

)1/2 = ∥û∥D

This means ∥P (û)∥D∗ = ∥û∥D and P is unitary.

For ψ ∈ D∗ and assuming the triviality condition on the kernel of Φ∗, we want to solve the

self-adjoint problem

P (û) = ψ.

Theorem 4.10 (The self-adjoint problem). Assume the kernel of Φ∗ is trivial. For each

ψ ∈ D∗, there is a unique solution û ∈ D such that

P (û) = ψ.

Moreover,

∥û∥D ≤ C∥ψ∥D∗ .

Proof. Uniqueness follows directly from Proposition 4.9.

Let us consider the functional F2 defined on H2
ρ(Ω) by

F2(v) =
1

2

∫
Ω

∥L∗v∥2ρ dµg +
C0

2
∥v̂∥2L2

ρ(Σ) −
∫
Σ

ψv̂ dσg

and minimize it over

A = {u ∈ H2
ρ(Ω) : uν = 0 on Σ}.
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By Theorem 4.4 we have ∥v∥H2
ρ(Ω) ≤ C ∥Φ∗v∥L2

ρ(Ω), then

F2(v) =
1

2
∥Φ∗v∥2L2

ρ(Ω) −
1

2

∫
Σ

∥h∥2v̂2ρ dσg +
C0

2
∥v̂∥2L2

ρ(Σ) −
∫
Σ

ψv̂ dσg

≥ 1

2C
∥v∥2H2

ρ(Ω) − ∥ψ∥D∗∥v̂∥D

≥ 1

2C
∥v∥2H2

ρ(Ω) − C ′∥ψ∥D∗∥v∥H2
ρ(Ω)

Thus F2(v) satisfies the coercivity condition and attains its infimum. We note that if v0 ∈ A

is a minimizer of F2, then L(ρL
∗v0) = 0 in Ω, which means any minimizer v0 is a solution

to the Dirichlet problem with boundary data v̂0. This is because, take any η̃ ∈ C∞
c (Ω), then

0 =
d

dt

∣∣∣∣
t=0

F2(v0 + tη̃)

=
d

dt

∣∣∣∣
t=0

[∫
Ω

1

2
∥L∗(v0 + tη̃)∥2ρ dµg +

C0

2
∥v̂0∥2L2

ρ(Σ) −
∫
Σ

ψv̂0 dσg

]
=

∫
Ω

⟨ρL∗v0, L
∗η̃⟩ dµg

=

∫
Ω

L(ρL∗v0)η̃ dµg

Suppose the functional is minimized by F2(v0) = λ, and let η̂ ∈ C∞
c (Σ) ⊂ D, then

0 =
d

dt

∣∣∣∣
t=0

F2(v0 + tη)

=
d

dt

∣∣∣∣
t=0

[∫
Ω

1

2
∥L∗(v0 + tη)∥2ρ dµg +

C0

2
∥v̂0 + tη̂∥2L2

ρ(Σ) −
∫
Σ

ψ(v̂0 + tη̂)dσg

]
=

∫
Ω

⟨ρL∗v0, L
∗η⟩ dµg + C0

∫
Σ

v̂0η̂ρ dσg −
∫
Σ

ψη̂ dσg

=

∫
Ω

L(ρL∗v0)η dµg +

∫
Σ

η̂P(v̂0)dσg −
∫
Σ

ην trΣ(ρL
∗v0)dσg −

∫
Σ

ψη̂ dσg

=

∫
Σ

η̂P (v̂0)dσg −
∫
Σ

ψη̂ dσg

So for any η̂ ∈ C∞
c (Σ),

∫
Σ
η̂P (v̂0)dσg =

∫
Σ
ψη̂ dσg, which means v0 ∈ H2

ρ(Ω), and thus v̂0 ∈ D

is a weak solution.
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Finally, the inequality comes from elliptic regularity.

Corollary 4.11. The operator P is an isometric isomorphism.

4.4 Solving the linearized equation using Fredholm the-

ory

Define an operator B̂ : D → D∗ by

B̂(û) = B(ρL∗u) = 2Ḣ(ρL∗u).

Then B̂ differs from P by a lower order term K = K1 +K2.

Theorem 4.12. The operator K1 : D → D∗ defined by K1(û) = C0ûρ is compact.

Proof. Consider a bounded sequence {ûj} in D such that ∥ûj∥D = 1, then uj’s are in H
2
ρ(Ω),

and we have

∥uj∥H2
ρ(Ω) ≤ C∥ûj∥D = C.

We notice that for uj ∈ H2
ρ(Ω) we have [17]

∥∥∥ujρ 1
2

∥∥∥
H2(Ω)

≤ C∥uj∥H2
ρ(Ω) ≤ C,

where the constant C is uniform for metrics C2-near g.

From Rellich compactness theorem and the trace theorem, the inclusion H2(Ω) ↪→ H1(Σ)

is compact, so by relabeling indices we have that { ûjρ
1
2

∣∣∣
Σ
} converges to { ûρ 1

2

∣∣∣
Σ
} in H1(Σ).
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Thus for any v̂ ∈ D,

K1(ûj)(v̂) = C0

∫
Σ

v̂ûjρ

= C0

∫
Σ

(
v̂ρ

1
2

)(
ûjρ

1
2

)
−→ C0

∫
Σ

(
v̂ρ

1
2

)(
ûρ

1
2

)
= C0ûρ(v̂)

This means the operator K1 is compact.

Theorem 4.13. The operator K2 : D → D∗ defined by K2(û) = ⟨ρL∗u, h⟩ĝ is compact.

Proof. Consider a bounded sequence {ûj} in D such that ∥ûj∥D = 1, and thus ∥uj∥H2
ρ(Ω) ≤ C.

Notice that L∗(u) = − (∆gu) g + Hess(u)− uRicg, so we want to analyze each term one by

one. For any v̂ ∈ D,

III =

∫
Σ

⟨ρuj Ricg, h⟩ĝ v̂ =

∫
Σ

⟨Ricg, h⟩ĝ ρûj v̂

Because ⟨Ricg, h⟩ĝ is bounded, we have up to a subsequence III is convergent, which is similar

to Theorem 4.12.

II =

∫
Σ

⟨ρHess(uj), h⟩ĝ v̂ =

∫
Σ

⟨HessΣ(uj) + (uj)νh, h⟩ĝ ρv̂ =

∫
Σ

⟨HessΣ(ûj), h⟩ĝ ρv̂

Consider the local Fermi coordinate, where k, l = 1, · · · , n− 1, then

II =

∫
Σ

∇k∇lûjh
klρv̂ = −

∫
Σ

∇lûj∇k

(
hklρv̂

)
= −

∫
Σ

∇lûj∇kh
klρv̂ −

∫
Σ

∇lûjh
klρ∇kv̂ −

∫
Σ

∇lûjh
kl∇kρv̂

Denote wj = ∇uj, so that

∥wj∥2H1
ρ(Ω) =

∫
Ω

|∇uj|2ρ+ |∇2uj|2ρ ≤ ∥uj∥2H2
ρ(Ω) ≤ C.
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From [17] we get ∥wjρ
1
2∥H1(Ω) ≤ C∥wj∥H1

ρ(Ω) ≤ C. Then from Rellich compactness theorem

and the trace theorem, the inclusion H1(Ω) ↪→ L2(Σ) is compact, so by relabeling indices

we have that {ŵjρ
1
2

∣∣∣
Σ
} converges to {ŵρ 1

2

∣∣∣
Σ
} in L2(Σ), and thus {∇ûjρ

1
2

∣∣∣
Σ
} converges to

{∇ûρ 1
2

∣∣∣
Σ
} in L2(Σ). This means the first two integrals of II are convergent.

For the third integral of II, notice that in [17] we have for v̂ ∈ H1
ρ(Σ),

∫
Σ

v̂2d−4ρ ≤ C∥v̂∥2H1
ρ(Σ).

Thus,

∣∣∣∣∫
Σ

∇lûjh
kl∇kρv̂ −

∫
Σ

∇lûh
kl∇kρv̂

∣∣∣∣ ≤ C

∫
Σ

|∇ûj −∇û| ρd−2v̂

≤ C

(∫
Σ

|∇ûj −∇û|2 ρ
) 1

2
(∫

Σ

d−4v̂2ρ

) 1
2

≤ C∥v̂∥H1
ρ(Σ)

(∫
Σ

∣∣∣∇ûjρ 1
2 −∇ûρ

1
2

∣∣∣2) 1
2

−→ 0.

As a result, II is convergent up to a subsequence.

I =

∫
Σ

⟨ρ (∆guj) g, h⟩ĝ v̂ =

∫
Σ

∆gujHρv̂

Now choose w ∈ L2
ρ(Ω) with w = 0 on Σ and wν = Hv̂ on Σ. Then since ∇w|Σ ∈ D,

∇w ∈ H2
ρ(Ω) and thus w ∈ H3

ρ(Ω). Notice that

0 =

∫
Ω

L(ρL∗u)w

=

∫
Ω

⟨L∗u, L∗w⟩ ρ+
∫
Σ

wν trΣ(ρL
∗u)

=

∫
Ω

⟨L∗u, ρL∗w⟩+
∫
Σ

Hv̂ (−(n− 1)∆guρ+ ρ∆Σu− ûρ trΣ Ricg)
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Thus,

(n− 1)I =

∫
Ω

⟨L∗uj, ρL
∗w⟩+

∫
Σ

Hρv̂∆Σuj −
∫
Σ

H trΣ Ricg v̂ûjρ

where

H trΣRicg = H(Rg − Ric(ν, ν))

=
1

2
H(Rg +RΣ + ∥h∥2 −H2)

is bounded. So similar to Theorem 4.12, we get a convergent subsequence for the third

integral of I. On the other hand,

∫
Σ

Hρv̂∆Σuj = −
∫
Σ

∇Σ(Hρv̂) · ∇Σuj

So the second integral of I is also convergent, which is similar to II. Similarly, since L∗w ∈

H1
ρ(Ω), we may use integration by parts to move one derivative from L∗u to ρL∗w and get

the convergent subsequence. As a result, I is convergent up to a subsequence.

In conclusion, we get up to a subsequence,

K2(ûj)(v̂) =

∫
Σ

⟨ρL∗uj, h⟩ĝ v̂ −→
∫
Σ

⟨ρL∗u, h⟩ĝ v̂ = K2(û)(v̂)

This means the operator K2 is compact.

Theorem 4.14. The operator B̂ is Fredholm and ind(B̂) = ind(P ) = 0.

Proof. From the above propositions we have B̂ = P +K, where K : D → D∗ is a compact

operator. Then the result follows directly from the basic properties of the Fredholm operators

[28,48].

Corollary 4.15. B̂(D) is closed and has finite codimension in D∗.
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Now let us consider the space

S = {a ∈ S(0,2) ∩ L2
ρ−1(Ω) : L(a) = 0}

and the operator B : S → D∗ given by

B(a) = 2Ḣ(a).

Proposition 4.16. The space S ′ = {ρL∗u : û ∈ D} has infinite codimension in S.

Proof. Let us first notice that for û ∈ D, ρL∗u ∈ S(0,2) ∩ L2
ρ−1(Ω) and L(ρL∗u) = 0 in Ω,

thus S ′ ⊂ S.

By definition,

S(0,2) ∩ L2
ρ−1(Ω) ∼= L2

ρ−1(Ω)⊕ L2
ρ−1(Ω)

thus

S ∼= L2
ρ−1(Ω)⊕ L2

ρ−1(Ω)/{L(a) = 0}.

On the other hand, S ′ ⊂ L2
ρ−1(Ω), and in particular

S ′ ⊂ L2
ρ−1(Ω)/{L(a) = 0}.

So

L2
ρ−1(Ω) ⊂ S/S ′

and thus S ′ has infinite codimension in S.

Then

B̂(D) = B(S ′) ⊂ B(S) ⊂ D∗.

74



Since B̂(D) has finite codimension in D∗, B(S) also has finite codimension in D∗ and thus

is closed.

On the other hand, we know the kernel of Φ∗ is trivial by the generic condition, then Φ is

surjective, where

Φ(a) = (L(a), B(a)).

This means B is surjective. As a result, we get B(S) = D∗. So for any ψ ∈ D∗, there is

some a ∈ S(0,2) ∩ L2
ρ−1(Ω) such that


L(a) = 0 in Ω

B(a) = ψ on Σ

(4.6)

Here we would like to emphasize that we are not claiming the uniqueness of the solution.

Now that we have already got the existence of the weak solution, we would like to study its

structure more carefully. Note as a corollary of Corollary 4.15, we have

Corollary 4.17. B̂−1 : B̂(D) → D/ ker B̂ is a bounded linear operator.

Proof. As a closed subspace of D∗, B̂(D) is also a Hilbert space. Then it follows directly

from the Bounded Inverse Theorem.

For simplicity, we will always choose the representing element û to be in the orthogonal

complement of ker B̂, so that B̂−1 ∈ L(B̂(D), (ker B̂)⊥) and

ψ = B̂(û)
B̂−1

7−−→ û.

On the other hand, by Theorem 4.14, denote dim(B̂(D))⊥ = dimker B̂ = p < ∞. Now

we are going to deal with this finite dimensional subspace of D∗. Suppose {ψ1, · · · , ψp} is
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a basis of (B̂(D))⊥. For each ψj, there is a solution aj ∈ S of (4.6), and we may choose

aj ∈ (S ′)⊥ to be linearly independent. This is possible because of Proposition 4.16. Denote

this bounded linear map as T0 : (B̂(D))⊥ → (S ′)⊥.

Then we can construct a bounded linear map T : D∗ → S by

D∗ = B̂(D) ⊕ (B̂(D))⊥

S = S ′ ⊕ (S ′)⊥

T ρL∗◦B̂−1 T0

More precisely, for any ψ ∈ B̂(D) ⊂ D∗, the map T is defined in the following way, where

DP indicates the Dirichlet problem (4.3):

ψ = B̂(û)
B̂−1

7−−→ û
DP7−−→ u

ρL∗
7−−→ ρL∗u,

and it is easy to see that L(ρL∗u) = 0, B(ρL∗u) = B̂(û) = ψ.

For any ψ ∈ (B̂(D))⊥ ⊂ D∗, the map T behaves like T0,

ψ =
∑

cjψj
T07−→
∑

cjaj,

and it is easy to see that L(
∑
cjaj) = 0, B(

∑
cjaj) = ψ.

This means, B ◦ T = Id. on D∗ and T is a right inverse for B. As a result, for any ψ ∈ D∗,

Tψ ∈ S is a solution to (4.6).

Finally, we are ready to solve the general case: for any f ∈ H−2
ρ−1(Ω) and any ψ ∈ D∗, we

would like to get a solution a ∈ S(0,2) ∩ L2
ρ−1(Ω) such that


L(a) = f in Ω

B(a) = ψ on Σ

(4.7)

76



We can get the existence in this way: let a0 ∈ S(0,2) ∩ L2
ρ−1(Ω) be any solution of L(a0) = f

(e.g., the solution a0 = ρL∗u0 of the Dirichlet problem with zero boundary data (4.2)) and

let us first solve 
L(a) = 0 in Ω

B(a) = ψ −B(a0) on Σ

(4.8)

using the result we get in (4.6). Suppose a1 = T (ψ−B(a0)) ∈ S is a solution of (4.8). Then

we claim a2 = a0 + a1 ∈ S(0,2) ∩ L2
ρ−1(Ω) is a solution of (4.7). In fact, by linearity

L(a2) = L(a0) + L(a1) = f + 0 = f,

B(a2) = B(a0) +B(a1) = B(a0) + (ψ −B(a0)) = ψ.

In conclusion, for any f ∈ H−2
ρ−1(Ω) and any ψ ∈ D∗,

a2 = ρL∗u0 + T (ψ −B(ρL∗u0)) ∈ S(0,2) ∩ L2
ρ−1(Ω)

is a solution of (4.7), where u0 is the unique solution of the Dirichlet problem with zero

boundary data (4.2).

4.5 The nonlinear problem and iteration

In this section, we improve the regularity of the weak solution and get Schauder estimates.

Then we use Picard’s iteration to get a solution for the nonlinear problem.

Let x ∈ Ω be fixed. Consider the ball Bϕ(x)(x) centered at x of radius ϕ(x), where ϕ(x)

is the weight function defined in Section 2.4. We blur the distinction between Bϕ(x)(x)

and its coordinate image, and we consider the diffeomorphism Fx : B1(0) → Bϕ(x)(x) by
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z 7→ x + ϕ(x)z = y, where B1(0) is the unit ball in Rn centered at the origin. For any

function f defined on Bϕ(x)(x), let

f̃(z) = F ∗
x (f)(z) = f ◦ Fx(z)

denote the pull-back of f on B1(0).

With a minor abuse of notation, we denote for a ∈ (0, 1],

∥f∥Ck,α
ϕ,φ(Baϕ(x)(x))

=
k∑

j=0

φ(x)ϕj(x)
∥∥∇jf

∥∥
C0(Baϕ(x)(x))

+ φ(x)ϕk+α(x)
[
∇kf

]
0,α;Baϕ(x)(x)

.

We have the following useful lemma.

Lemma 4.18 (Corvino-Huang [17]). Let f and g be functions defined on Bϕ(x)(x). The

following properties hold.

(i) f̃ + g = f̃ + g̃ and f̃ g = f̃ g̃.

(ii) ∂̃βy f = (ϕ(x))−|β|∂βz f̃ , where β = (β1, · · · , βk) is a multi-index.

(iii) For any a ∈ (0, 1],

∥φ(x)f̃∥Ck,α(Ba(0)) = ∥f∥Ck,α
ϕ,φ(Baϕ(x)(x))

∥φ(x)f̃∥L2(Ba(0)) = ∥f∥L2
ϕ−nφ2 (Baϕ(x)(x))

.

Following Schauder estimates by scaling [53] and using the above properties as well as the

properties discussed in Section 2.4, we have the interior and boundary Schauder estimates.

Theorem 4.19 (Interior Schauder estimates). For any k ∈ N and any r, s ∈ R, there is a

constant C such that for any x ∈ Ω,

∥u∥Ck+4,α
ϕ,ϕrρs (Bϕ(x)/2(x))

≤ C

(
∥L(ρL∗u)∥Ck,α

ϕ,ϕr+4ρs−1 (Bϕ(x)(x))
+ ∥u∥L2

ϕ−n(ϕ2rρ2s)
(Bϕ(x)(x))

)
.
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Theorem 4.20 (Boundary Schauder estimates). For any k ∈ N and any r, s ∈ R, there is

a constant C such that for any y ∈ Σ,

∥u∥Ck+4,α
ϕ,ϕrρs (B

+
ϕ(y)/2

(y)) ≤ C

(
∥L(ρL∗u)∥Ck,α

ϕ,ϕr+4ρs−1 (B
+
ϕ(y)

(y)) + ∥u∥L2
ϕ−n(ϕ2rρ2s)

(B+
ϕ(y)

(y))

)

where B+
ϕ(y)(y) = Bϕ(y)(y) ∩ Ω̄.

Now we may take the supremum over x ∈ Ω and y ∈ Σ and combine the above two theorems.

Theorem 4.21 (Global Schauder estimates). For any k ∈ N and any r, s ∈ R, there is a

constant C = C(Ω,Σ, g, h, k, n, α, r, s) such that

∥u∥Ck+4,α
ϕ,ϕrρs (Ω∪Σ) ≤ C

(
∥L(ρL∗u)∥Ck,α

ϕ,ϕr+4ρs−1 (Ω∪Σ) + ∥u∥L2
ϕ−n(ϕ2rρ2s)

(Ω)

)
. (4.9)

In particular, if u0 is the unique solution of the Dirichlet problem with zero boundary data

(4.2) with f ∈ Ck,α
ϕ,ϕr+4ρs−1(Ω ∪ Σ), then (4.9) becomes

∥u0∥Ck+4,α
ϕ,ϕrρs (Ω∪Σ) ≤ C∥f∥Ck,α

ϕ,ϕr+4ρs−1 (Ω∪Σ).

Then from Proposition 2.4 we have the following estimates.

∥ρL∗u0∥Ck+2,α

ϕ,ϕr+2ρs−1 (Ω∪Σ) ≤ C∥f∥Ck,α

ϕ,ϕr+4ρs−1 (Ω∪Σ).

∥B(ρL∗u0)∥Ck,α

ϕ,ϕr+3ρs−1 (Σ) ≤ C∥f∥Ck,α

ϕ,ϕr+4ρs−1 (Ω∪Σ).

Take k = 0, r = n
2
, s = 1

2
, and use the fact that T : B0(Σ) → B2(Ω) is a continuous map, we

get the following theorem.

Theorem 4.22. Let g0 be a C4,α-metric such that the operator Φ∗ has trivial kernel in

H2
loc(Ω). Then there is a constant C uniform for metrics near g0 in C4,α(Ω̄) such that for
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(f, ψ) ∈ B0(Ω) × B0(Σ), if a ∈ S(0,2) ∩ L2
ρ−1(Ω) is a weak solution of (4.7), then a ∈ B2(Ω)

and

∥a∥B2(Ω) ≤ C∥(f, ψ)∥B0(Ω)×B0(Σ). (4.10)

The following estimate is similar to Corvino’s.

Theorem 4.23. Let g0 be a C4,α-metric such that the operator Φ∗ has trivial kernel in

H2
loc(Ω). Then there is a constant C uniform for metrics near g0 in C4,α, and an ϵ > 0

(sufficiently small) so that if

(i) S ∈ C0,α(Ω) with (S −R(g0)) ∈ B0(Ω);

(ii) and H ′ ∈ C0,α(Σ) with (H ′ −H(g0)) ∈ B0(Σ) and with

∥S −R(g0)∥B0(Ω) + ∥H ′ −H(g0)∥B0(Σ) < ϵ,

then upon solving Φ(h0) = (S − R(g0), 2(H
′ −H(g0))) via the previous method, and letting

g1 = g0 + h0, we have

∥h0∥B2(Ω) ≤ C(∥S −R(g0)∥B0(Ω) + ∥H ′ −H(g0)∥B0(Σ)) < Cϵ

and

∥S −R(g1)∥B0(Ω) + ∥H ′ −H(g1)∥B0(Σ) ≤ C(∥S −R(g0)∥B0(Ω) + ∥H ′ −H(g0)∥B0(Σ))
2 < Cϵ2.

Moreover, the metric g1 is C2,α.

We later iterate the procedure of linear correction. We only linearize about g0 due to the

apparent loss in differentiability [15]. Having found h0 as above, we can repeat the procedure

to find a symmetric tensor h1 so that Φg0(h1) = (S−R(g1), 2(H ′−H(g1))). Let g2 = g1+h1.

By the preceding estimates, we see that for small enough ϵ, g2 will indeed be a C2,α-metric.
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In fact, we have

∥h1∥B2(Ω) ≤ C(∥S −R(g1)∥B0(Ω) + ∥H ′ −H(g1)∥B0(Σ))

≤ C2(∥S −R(g0)∥B0(Ω) + ∥H ′ −H(g0)∥B0(Σ))
2.

We then define hm and gm recursively by taking gm = g0 +
∑m−1

l=0 hl = gm−1 + hm−1, and

letting hm be a solution of Φg0(hm) = (S − R(gm), 2(H
′ − H(gm))); this assumes we have

enough control to keep gm a metric; we then show we can control hm so that gm+1 is a metric,

and moreover the sequence {gm} converges in M2,α.

Theorem 4.24. Suppose that in the above iteration procedure we have recursively obtained

h0, · · · , hm−1 and that g0, · · · , gm are C2,α-metrics. Let C be as in Theorem 4.23 and suppose

that there is a constant K and a δ with 0 < δ < 1 so that for all l < m,

∥hl∥B2(Ω) ≤ CK(∥S −R(g0)∥B0(Ω) + ∥H ′ −H(g0)∥B0(Σ))
1+lδ,

and for all j ≤ m,

∥S −R(gj)∥B0(Ω) + ∥H ′ −H(gj)∥B0(Σ) ≤ K(∥S −R(g0)∥B0(Ω) + ∥H ′ −H(g0)∥B0(Σ))
1+jδ.

Then for sufficiently small ∥S − R(g0)∥B0(Ω) + ∥H ′ − H(g0)∥B0(Σ) (independent of m), the

iteration can proceed to the next step and the above inequalities persist for l = m and j =

m+ 1.

Theorem 4.24 show that the series
∑∞

l=0 hl converges geometrically to some “small” h ∈

B2(Ω),and hence gm converges in M2,α to g = g + h with R(g) = S and H(g) = H ′. This

completes the proof of our main theorem 2.5.

One can also argue similarly for higher regularity, and thus give a proof for main theorem

2.6.
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