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Analysis of Tongue Parameters for Vowels
Lloyd Rice
[Paper to be presented at the 83rd Meeting of the

Acoustical Society of America]

A computer system is described which will accept a spoken vowel
as input and then adjust the area function of a vocal tract synthesizer
to duplicate the input vowel quality as nearly as possible. The syn-
thesizer output is matched against the input vowel spectrum using the
Markel inverse filtering system. The program allows the definition of
alternative parameter models for controlling the vocal tract area function
and represents a preliminary attempt to simulate the major vocal articulators.
Each of three to six parameters is defined in terms of its contribution
to the movement of each of the eighteen sections used in the line analog
synthesizer. Thus, the action of parameter Pi is defined by the 18-

element vector of weights Wil’ W - - -, W Any vocal tract

iz2? i18°

shape within the range of the model is specified by assigning the
appropriate value Pi to each of the parameters. The deflection of the
Jth section away from the neutral tract position is then given by the
sum of products Plle+P2Wéj+P3W33+ - = - . Various parameter models

will be explored to determine their usefulness in providing unique and

reasonable tongue shape descriptions.



An "Unbiased” Procedure for Comparing Degree of Lateralization
of Dichotically Presented Stimuli
Richard Harshman and Stephen Krashen
[Paper to be presented at the 83rd Meeting of the

Acoustical Society of Americal

In some experimental designs, it is desirable to compare "degree
of lateralization" for different stimuli or different groups. Current
measures of ear difference make such comparisons difficult, because
scores are influenced by subjects' relative accuracy in identifying the
stimuli. One reason for this "bias" is demonstrated using some simple
mathematical models of a subjects' behavior in dichotic listening. A
scoring method is deduced which is not biased by different amounts of
guessing by subjects. This procedure, the percent of errors method
(POE), consists of computing each ear's percentage of the total number
of errors. The utility of the POE method is confirmed by reanalysis of
previously published data. Standard method$ for measuring ear differences
are found to be negatively correlated with changes in accuracy. POE
scores, however, do not correlate significantly with accuracy scores.
This is true whether accuracy differences are due to age, first versus
second channel reported, or differences in stimulus difficulty. Re-
analysis of consonants versus vowels, younger versus older subjects,
and other comparisons of degree of lateralization suggest some alter-

natives to previous conclusions.



Lateralization and the Critical Pertod
Stephen Krashen and Richard Harshman
[Paper to be presented at the 83rd Meeting of the

Acoustical Society of Americal

The percent of errors method, described in Harshman and Krashen,
above, was applied to dichotic listening data for children between
five and ten. DNo significant change in degree of lateralization was
found. This supports the hypothesis that the development of laterali-
zation is complete by age five, rather than by puberty, as argued by
Lenneberg. Data cited by Lenneberg as well as additional cases were
examined. Analysis of cases of acquired aphasia in children resulting
from localized lesions revealed that right-sided lesions do not cause
more cases of speech disturbance after five than in adults, indicating
that the involvement of the right hemisphere in the language function
in children older than five is the same as in adults; this also supports
the age five hypothesis. Not enough crucial data is available from
hemispherectomies to decide between the two hypotheses. The completion
of lateralization by five implies that lateralization reflects the
maturation of some essential component of the language faculty, rather

1

than the termination of "organization plasticity,” as suggested by

Lenneberg.



PARAFAC2: Extensions of a Procedure for "Explanatory"

Factor-Analysis and Multidimensional Scaling
Richard Harshman

[Abstract of paper presented at the 82nd Meeting

of the Acoustical Society of Americal]

Recently developed techniques for factor analysis and multidimensional
scaling (PARAFAC-INDSCAL) allow discovery of a unique orientation of axes
and thus "more explanatory" factors or dimensions. A certain price is paid
for these advances, however. In multidimensional scaling applications,
the price is a restriction of the possible form of the solution to ort-
hogonal "nonrelated" as opposed to oblique "perceptually related" dimen-
sions. In factor analytic applications, the price is a limitation to those
three-way data sets showing "system~variation" [Harshman, UCLA W.P.P. No.
16 (1970)]. An extension of PARAFAC to summed-cross-product matrices
(e.g., covariance matrices) overcomes both of these limitations. For
factor analysis with PARAFAC2 it is only necessary that the average effect
of a given factor change, relative to the other factors, from one covariance
matrix to the next. For multidimensional scaling, PARAFAC? describes the
perceptual space in terms of orthogonal dimensions only when this best fits
the data. Otherwise, it will recover the stimulus projections on oblique
dimensions and also give the angles between these dimensions. Advantages
of PARAFAC2 are explored by comparing its results with those of PARAFAC.
Both factor-analytic and multidimensional scaling applications are de-

monstrated using data from speech physiology and perception.



PARAFAC: Parallel-Factor Models Yielding Mathematically
Unique, Empirically Meaningful Solutions with
Certain Classes of Three-Mode Data

Richard Harshman

[Paper to be presented at the spring 1972 meeting
of the Psychometric Society]

PARAFAC is a three-mode extension of traditional factor analysis
which can uniquely determine an empirically meaningful or "explanatory"
orientation of factors by using the additional information present in
certain three-way data sets,

Our starting point is Cattell's principle of seeking "parallel
proportional profiles" for the loadings on a factor extracted from two
related data sets. The mathematical definition of "proportional profiles”
is generalised from a rotation criterion into both a three-mode factor
model of data, and another three-mode model for cross-products.

The simpler model, PARAFACL, describes a set of related two-way data
tables in terms of common factors in the following manner:

= '
(1) X, AD, B

where Xi is the ith two-way set of data consisting of n measurements

on each of m things. A is an n byl matrix of factor loadings for the n
variables, and B is an m by I matrix giving factor scores for the m things.
Di is the ith Zby I diagonal matrix giving the changes in the size of the

1 factors for the ith occasion. This decomposition is unique (except for
column order and simple scale changes) when the X, A, B and D matrices are
all at least of rankZ, and (D.,D7!) has distinct diagonal elements for
some i,j. It is not necessaryltﬁat A and B have orthogonal columns.

This model describes "system-variation" type of data. Such a varia-
tion pattern can be expected when a number of variables are measured on
each of a number of different components of some unified system (e.g. a
biolegical, economic, or ecological system). PARAFAC1 is too restricted
to describe '"object-variation", the data pattern obtained when a number
of variables are measured on each of a number of independent objects (e.g.
personality variables measured on the same set of individuals on several
occasions). (See Harshman 1970, UCLA W.P.P. # 16)



Several examples of the successful application of PARAFACL will be
discussed.

When PARAFACl is applied to scalar product data, it is equivalent
to INDSCAL, the three-mode multidimensional scaling model developed
by Carroll and Chang.

In multidimensional scaling applications, the uniqueness provided by
PARAFAC] or INDSCAL is bought at the price of restricting the solution
to orthogonal perceptual axes.

In order to overcome both the limitation to "system-variation" in
factor analysis and the restriction to orthogonal axes in multidimensional
scaling, PARAFAC2 extends the proportional profiles approach to analysis
of summed-cross-product matrices. If C, is our ith cross-product matrix,
then +

(2) ¢, =X, X!=AD, 8D, A’

i i1 i i
which is the factor model of PARAFACZ2. Here Xi’ A and Di are defined

as before, and & is the matrix of cross-products between factors. As
long as the angles between factors do not change across occasions, this
model allows analysis of "object-variation." In fact, each Ci matrix can

be derived from measurements taken on a different population.

For multidimensional scaling, PARAFAC2 describes the perceptual space
in terms of orthogonal dimensions when this best fits the data. Otherwise,
it will recover the stimulis projections on oblique dimensions and also
give the angles between these dimensions.

Comparison of PARAFACl and PARAFAC2 analysis of vowel similarity data
(derived from triadic comparisons) suggests the presence of some oblique
perceptual dimensions. Several possible interpretations of this oblique-
ness will be discussed.

A useful research strategy might be to use PARAFACZ in conjunction
with Carroll's more general (but non-unique) model IDIOSCAL.

PARAFAC provides a new and powerful additional criterion for deter-
mining the number of factors underlying a set of data. When too many
factors are extracted from a data set, the uniqueness breaks down.

PARAFAC can also aid in the discovery and accurate representation
of non-linear factor relationships.

Both of these features are illustrated by a series of PARAFAC analyses
which revealed an apparent non-euclidian curvature in the perceptual space
for vowels.
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Language Lateralization and Grammars
Diana Van Lancker

[Abstract of a forthcoming paper]

The grammar of a language is inferred from observed performance datsa,
according to theoretical claims as to what generalities belong to the
competence of a speaker underlying, or generating, his performance. The
important question, what aspects of actual language use (parole, speech,
performance) constitute appropriate data for grammatical analysis, has
not been satisfactorily answered, but remains controversial. It is argued
in this paper that neurophysiological and experimental evidence can con-
tribute a principled basis for evaluating certain facts of performance
for their relevance to writing grammars.

Evidence from various sources (aphasia, hemispherectomy cases, epi-
leptic ictal speech and split-brain tests) is presented to suggest that
1) actual language use constitutes a spectrum of identifiable subsets,
from an extreme of "most propositional language' to the other extreme of -
"most automatic speech"; and 2) "propositional language'" is the specialized
capacity of the left "dominant" hemisphere in man, while modes of language
use called "automatic speech" are a capacity of both hemispheres. The
"automatic' modes may be considered less language-like, insofar as they
do not need to be processed according to the unique language-processing
mechanisms known to be lateralized in man.

The subsets referred to as "more automatic speech" are emotional ex-
pressions, overlearned phrases including songs and poems, lists and serials
such as the alphabet and days of the week, social gestures of speech such
as greetings, memorized phrases, pause fillers, exclamations and expletives,
some idioms, and others yet to be determined. Should a grammar of English
generate "How are you" despite its automatic character? How does the
grammarian approach embedded "ya know" and the ubiquitously generated "like"
of everyday English? Questions of this kind are addressed in this paper.

Such expressions are often retained in aphasic speech. Clinical
observations in expressive aphasia are unanimous that "propositional"
or "intellectual"” use of language is impaired, but that other modes are
less impaired. ({Jackson, 1876; Head, 1926 ; Goldstein, 1948; Ombredane,
1951; Wepman, 1956; Brain, 1961; Bay, 1964; Luria, 196k4; Lenneberg, 1967.)
For example, Alajouanine, the French aphasiologist, noted that for the
aphasic patient, "situations leading to emotional, expletive, interjec-
tional, automatic, habitual language are always more effective that those
requiring volitional or propositional speech." (1956)
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The first to distinguish "automatic" use of language from what
he called "voluntary" langusge use was Hughlings Jackson (1876, reprinted
1932), who made the stronger claim that the "right cerebral hemisphere
is the one for the most automatic use of words, and the left the one
in which the automatic use of words merges into the voluntary use of
words -- into speech." Jackson's views of a century ago are remembered
by many people currently doing research on lateralization and the role
of the non-dominant, right hemisphere. The extreme view of total laterali-
zation of language processing, standard a few decades ago, is being
qualified on the basis of clinical and experimental data, in favor of
such concepts as degrees of dominance, degrees of lateralization, and
graded functional lateralization of language. (Conrad, 1949; Ettlinger,
Jackson and Zangwill, 1955; Hecaen and Piercy, 1956; Penfield and Roberts,
1959; Zangwill, 1960; Bay, 196L) Studies specifically on the possible
linguistic capabilities of the right hemisphere have claimed to demonstrate
certain levels of comprehension (Eisenson, 1962; Gazzaniga, 1970) and
of expression (Gazzaniga and Sperry, 1967; Butler and Norrsall, 1968;
Levy, Nebes and Sperry, 1971; Gazzaniga and Hillyard, 1971)

There is further clinical evidence that residual modes of language
behavior in aphasia are retained in the unimpaired right hemisphere. In
four reported cases of left hemispherectomy (Zollinger, 1935; Crockett
and Estridge, 1951; Hillier, 1954; Smith, 1966), such language modes
as swearing, "yes" and "no", the whole phrases "I don't know" and "I
don't want any" and singing familiar songs were observed in the post-
operative patient. Furthermore, studies on speech behavior in epileptics
lends strong support to the hypothesis that the right hemisphere is
capable of types of "automatic" language. (Bingley, 1958; Hecaen and
Angelergues, 1960; Serafetinides and Falconer, 1963; Falconer, 196T).

The neurophysiological and experimental evidence reviewed points
to distinctly different processes underlying the generation of such
expressions as "good morning,""dammit," and "I don't know." We can assume
that everyday language behavior is made up of all types of the subsets
from propositional language to automatic speech, which obviously require
non-uniform modes of grammatical analysis to accommodate them all. It is
suggested that because "automatic" modes of language are processed dif-
ferently, they need be therefore neither described in terms appropriate
to propositional language, nor represented uniformly with other aspects
of language production in a performance model. It is possible that to
include automatic modes in a model of competence, provisions for specia-
lized treatment will be necessary, such as unique constraints on the
generation of such items, selective immunity to classes of transformations,
unique storage in the lexicon, or special bypassing of certain phonological
rules. Speech error data, for example, which may exhibit different ten-
dencies in different modes of speech, would permit hypotheses about stages
of phonological rules bypassed. It is also possible that a performance
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model must differentiate between language processing, and generation of
language-like behavior, having the characteristics of the automatic
modes. In the Fromkin model, (1971), the initiation stage may not be
relevant, or valid, for the generation of automatic language, in which
something less complex than the semantic-syntactic pairing operation of
propositional speech seems to be the case. Thus, such data leads to
interesting hypotheses regarding controversies in what constitutes the
speakers' competence and how to build a performance model.
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Is Vowel Perception Non-Euclidean?

Dale Terbeek and Richard Harshman

[Paper presented at the 82nd Meeting of the
Acoustical Society of Americs]

In studying the structure of vowel perception, it is customary to
represent vowels as points in a space, where perceived dissimilarities
between vowels are represented as distances between the points in the
space. With a traditional multidimensional scaling technique, an in-
vestigator can produce a configuration of points whose relative distances
reflect more or less adequately an experimentally derived set of dis-
similarities between vowels. But in order to do this, he must estimate
the true number of dimensions which underlie his subjects' behavior.

Once he has obtained an adequate configuration, he must try to rotate
it so that the axes of the space correspond to the fundamental properties
of the stimuli used by the listeners in making their judgments.

A recent improvement on this simple model is the PARAFAC -- INDSCAL
approach (Harshman 1970, Carroll and Chang, 1970). This model has two
powerful properties of interest here. First, the axes in the derived
space theoretically correspond to the true, or psychologically resl,
dimensions used in the perception of the stimuli. 1 In this model, the
orientation of axes is uniquely determined, and thus not subject to rota-
tion. Second, the program provides a new criterion for estimating the
true number of dimensions. For each dimensionality tested, PARAFAC (or
INDSCAL) will converge to the same configuration of points and the same
orientation of axes no matter what the starting position -- unless more
dimensions are extracted than are systematically present in the data.

1 It is worthwhile to qualify claims of psychological reality which

are based on PARAFAC analyses. There may be real psychological dimensions
which are simply not invoked in a given experiment; for example, if the
stimulus set does not include both nasal and non-nasal vowels, there will

be no nasality dimension in the resulting perceptual space, even if a nasal/
non-nasal contrast in the subjects' language makes nasality psychologically
real for him. On the other hand, the experimental design may influence

the subjects' behavior to produce dimensions that are valid only for the
particular experiment. This is possible if listeners are asked to respond,
say, to vowels which have been systematically filtered or otherwise distorted.
Conclusions as to psychological reality, then, must tske into account the
stimuli used and the experimental design.
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When too many dimensions are extracted, PARAFAC will converge to different
solutions from different starting points. In theory, then, the true
dimensionality is the highest dimensionality before uniqueness of solu-
tion breaks down.

It was the use of PARAFAC in analyzing data from vowel perception
experiments that led to the question posed by the title. Some analyses
were easily interpretable in traditional terms, but others were not.

We have found that many difficulties in interpretation can be traced

to two assumptions made in the analysis model (traditional multidimensional
scaling and PARAFAC as well): 1) The space must be Euclidean. It is
assumed that all pairs of dimensions intersect to form flat planes; the
model cannot express results in terms of curved spaces. We will show

how this assumption can be bypassed by simply reinterpreting solutions

that are obtained. 2) The space must be Cartesian; the dimensions

must be orthogonal to each other. To counter this assumption, the

PARAFAC model itself was revised to allow solutions in which the angles
between the dimensions were not fixed at 90°. 2

In discussing these two assumptions and their relationship to our
work, we will refer to data collected in triadic comparison experiments
using listeners from five different native language backgrounds: English,
German, Thai, Turkish, and Swedish. A more thorough description of the
experimental procedure and some results of the analysis of judgments made
by English, Thai, and German listeners can be found in a previous paper
(Terbeek and Harshman, 1971).

At this point it will be useful to briefly describe the difference
between results which are easy to interpret and results which pose problems.
An example of a PARAFAC analysis that caused little difficulty in in-
terpretation is shown in figure 1. This is a derived perceptual space
for five of the seven German listeners taken together. Dimension Fl re-
Presents the linguistic scale of front/back, dimension F2 can be inter-
preted as dividing the space into rounded and unrounded vowels, and
dimension F3 clearly separates high vowels from low and mid vowels. Not
only is the configuration of points satisfactory, but the orientation of
axes is such that each axis can be equated with a known linguistic criterion.
Also, the number of dimensions matches our expectations.

Many of our analyses, though, have not been so straight forward.
There are three basic troublesome situations. 1) A PARAFAC space may
be obtained that is easy to interpret except for one extra "real” dimension
("real" according to the criterion of uniqueness of solution) in which the
vowels are not ordered in any expectable sequence. If this occurs, one
is obliged to search for an interpretation of the extra dimension. 2)
The uniqueness criterion suggests many more dimensions than seem reason-
able, and neither the configuration nor the orientation of axes is satisfactory.

2 A stodgier, though more accurate title for this article would have
been, of course, "Is Vowel Perception Non-Euclidean and Non-Cartesian?"



PARAFAC 1
ENGLISH-THAI

Figure 2. PARAFAC analysis for English and Thai subjects
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In solutions of this type, analyses of lower dimensionality are also ex-
tremely difficult to interpret. 3) A configuration may appear which

is understandable enough, but whose axes are difficult to interpret;

a rotation of the space would result in new, more satisfying dimensions.

But since the PARAFAC model uniquely determines the orientation of the

axes, one 1s again obliged to interpret the axes in the original orientation.

As with any kind of analysis of experimental data, solutions that
baffle rather than enlighten may be due to the use of inadequate or
inappropriate data, 3 or to aspects of the experimental procedure, or
to the investigator's inadequate understanding of the properties of the
data. But if there is no justification for doubting the data or the
method, and if there is simply no satisfying interpretation to be found
for some PARAFAC solutions, we must reconsider the appropriateness of
the analysis model. By not requiring that perceptual criteria be re-
presented as directions in a Euclidean space, orthogonal to one another,
we can provide more satisfying explanations for the troublesome situations
listed above.

The first assumption to be discussed is that each derived dimension
reflects a real perceptual dimension. Consider a language which uses
two criteria to distinguish vowels. Calling each of those criteria s
dimension in the perceptual space, we can place the vowels of that
language on a two-dimensional surface. But why should that surface be
a flat plane? To describe the surface as a flat plene implies that per-
ceived distances between vowels conform to the Pythagorean theorem, and
there is no evidence that vowel perception should show this property.
Imagine that distances between vowels on the periphery of the surface
are consistently underestimated, as compared to what the Pythagorean
theorem would predict. The surface would then be slightly warped into
a bowl-like shape. If perceived distances in vowel perception were dis-
torted in this way, a model based on Fuclidean geometry, such as PARAFAC
or INDSCAL, could not be expected to provide a solution in two dimensions.
It would require a third dimension to show how the configuration of points
deviates from a flat plane. It would then follow that the third dimension
value for each vowel would be predicteble from the position of that vowel
on the first two dimensions. To search for a third perceptual criterion
vhich corresponded to the third dimension would be misguided.

Bearing this in mind, consider figure 2, which shows a PARAFAC ana-
lysis of the English and Thai listeners taken as a group. The shaded
plane formed by the dimension D1 and D2 looks very much like a conventional
vowel chart, ighoring for a moment the exact orientation of axes. Front
vowels are to the left, back vowels are to the right. At the top of the
shaded plane are the high vowels, and at the bottom are the low vowels.
But what sense is there to be made of the third dimension D3? No linguistic

3 Conditions for dats adequacy and appropristeness for PAPAFAC are
discussed in detail in Harshman 1970.
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Figure 3., Scatter diagrem for D3 values Plotted against that function of D1
and D2 values which reflects the distance

of a point from the center of the
D1-D2 plane ( D12 + p22 ),
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or articulatory or acoustic scale groups the vowels [iuoa] together in
opposition to [6'ce#]. Notice, however, that the position of a vowel
on the third dimension is related to its position on the shaded plane.
Vowels near the center of the plane have large D3 values, which vowels
near the periphery have low D3 wvalues.

This relationship can be seen more clearly on figure 3. Here the
values slong dimension D3 are plotted against the distance of each vowel
from the center of the D1-D2 plane (D12 + DEQyQu By squaring the hori-
zontal axis, that is, plotting D3 against D12 + D22, we obtain a correla-
tion coefficient of .95, significant below the .002 lewvel. Since the
value of a vowel on dimension D3 is predictable from a function of its
value on D1 and D2, the vowels are necessarily restricted to a curved
surface embedded in the three-dimensionsal space. One might suspect,
then, that the third dimension is not a third perceptual criterion,
but an artefact of the model's restriction to linear dimensions.

Before going on, we must stress the arbitrary nature of the par-
ticular function D1% + D22. Our only justification for choosing this
function is that it correlates strikingly well with values on the third
dimension. There may well be others, perhaps more complex functions of
D1 and D2 that prediet D3 wvalues even better. Furthermore, the above
description of the vowel surface as "bowl-like," with distances between
vowels on the periphery of the surface being smaller than expected, was
intended only as an introduction to the phenomenon we have observed in
the interpretation of our data. A parabolic-type deviation from a
flat plane is not at all the only possible kind of deviation; it is
rather the only one we have found. Far from claiming to have found
"the" non-linear relationship which characterizes the dimensions of
vowel perception, we claim simply to have found a closer approximation
to the "true" vowel space.

Nevertheless, the specific function we have described is useful in
interpreting not only our English-Thai data but data from other analyses
as well. In order to test this curved surface hypothesis for other ana-
lyses, including traditional analyses with no unique orientation of axes,
a computer program was written capsble of rotating a perceptual space of
three or more dimensions to find the set of axes a,b,...y,z such that z-
pEPjections correlate most highly with values of the function a2 + b2...+
y© for each vowel. Table 1 shows the results of this search procedure

L Stated another way, the third dimension is a reflection of a non-
linear relationship between two other dimensions. Notice, though, that this
kind of non-linearity is entirely different from non-linearity as dis-
cussed by Kruskal (1964). Kruskal's non-metric multidimensional scaling
technique adjusts for a non-linear function relating "true" distances

to dissimilarity scores found in the raw data matrix. The resulting solu-
tion, however, is expressed in terms of Euclidean co-ordinates.
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FIT OF NON-LINEARITY HYPOTHESIS

Pearson's r be)

English-Thai 9T <,002
German .95 <,002
Turkish .85 <,002
Swedish 90 <, 002
Swedish

(Hanson 1967) Ok <,002
Dutch

(Pols et al 1969) « 78 <,00L
English

(Singh & Woods 1971) 45 ns

Table 1. The correlation between one dimension and the
function of two other dimensions ( x2 + y2 ) for seven
vowel perception studies.
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as applied to seven different perceptual spaces. For six out of the
seven analyses listed, there is a significant correlation between one
dimension and the above function of the other dimensions.

The first four correlations listed in tsble 1 are based on our own
experiments. The four perceptual spaces are different from one anocther,
in some cases strikingly so, but in each case there is one artefact di-
mension. In the three-dimensional Thai-English analysis, the correlation
is improved from the .95 mentioned above to .97 by choosing a direction
a few degrees away from the third (non-linearity) dimension. For the
anglysis of German, when all seven listeners are taken together, there
are four dimensions: three as described earlier, and an extra dimension
which reflects the curvature of the space. The Turkish solution, also
in four dimensions, is similar to the German one. The Swedish datsa
proved unusually difficult to analyze, as will be seen shortly, but the
very reasonsble solution finally obtained using PARAFAC2 (discussed below)
showed a .90 correlation cocefficient, supporting our curved space hypo-
thesis.

The last three items on the list represent our re-analysis of pub-
lished summed distance matrices. It is interesting to note that Hanson
(1967) presented a three dimensional solution for Swedish vowels, one
dimension of which he labelled as a ''perceptual contrast" factor but
could not explain. This dimension can now be re-interpreted as an arte-
fact of the analysis model. Hanson's third dimension correlates at .88
with the non-linearity dimensions which we located in his dats. The
confirmation of our non-linearity hypotheses using a re-analysis of the
data of Pols et al (1969) is based on a correlation somewhat lower than
the previous five solutions, but is nevertheless highly significant. For
the sake of completeness, we include the re-analysis of the Singh and
Woods (1971) data on American vowels, for which we could find no direc-
tion giving a non-linear correlation of this type. The first six of the
analyses in table 1 then, provide strong support for the hypothesis
that some aspects of vowel perception are better described by a curved
two-dimensional space than by a linear (Euclidean) three-dimensional one.

5 We have already mentioned the fact that there may be other non-
linear relationships between dimensions in perceptual space besides the
one described here. 3But whatever relationships one discovers, there is
a further point to be made in their interpretation. The following dis-
cussion is worded in terms of the function D12 + D2%, but will apply no
matter what function is chosen.

We have tacitly assumed in the discussion that the curved space is
a positively curved surface embedded in a Euclidesn space. But in this
representation, distances between vowels are measured as straight lines
through the three-dimensional space, not as curved lines along the em-
bedded vowel surface. Distances between vowels are therefore measured
through a region where(according to our non-Fuclidian interpretation)
no vowels can be placed. What is required is a surface along which the
experimental distances are measured. The distance function for that sur-
face is easy to derive. We know that the distance between two vowels
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Figure 4, PARAFACl analysis for seven Swedish listeners, [u] vowel
excluded.
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The second assumption in the PARAFAC-INDSCAL model is that dimensions
in the perceptual space are orthogonal to one another. But then perhaps
there are such things as perceptual dimensions that lie at obligue angles
to each other. If there were, a PARAFAC solution could only give an ortho-
gonal approximation to the underlying dimensions; it could not give an
adequate, "explanatory" picture of the data. In order to discover exactly
how PARAFAC treats data based on oblique dimensions, synthetic data was
constructed using oblique axes, and subjected to a series of PARAFAC
analysis. The solutions obtained had the following three properties;
first, unique solutions were obtained for higher dimensionslities than
the number of dimensions actually built into the data. For a two-dimen-
sional problem, PARAFAC returned unique solutions in at least three and
four dimensions. Second, the configuration of points in what should have
been the correct solution was slightly distorted. Third, the axes re-
covered by PARAFAC were not oriented in the right directions.

In our analyses of real data, we have seen just these characteristic
problems. The best example is our analysis of Swedish. PARAFAC re-
covered unique solutions for seven dimensions, which is a totally im-
plausible number of perceptual criteria for the vowel stimuli presented
to the listeners. The two-and three-dimensional solutions were largely
uninterpretable, end as the number of dimensions increased, the resulting
spaces became even less interpretable. When the traditionally trouble-
some and therefore interesting [u] vowel was removed from the data, only
three unique dimensions were recovered.

Two dimensions of the three-dimensional Swedish solution (minus the
[u]) are shown in Figure Y. Here the configuration of vowels is & reason-
able one. Back vowels cluster at the top right of the figure, high front

8, b in three dimensions x, y, 2z is

; R ,y 1/2
da,b = {(xa - xb) + (ya - yb) + (Za - Zb) }
from the Pythagorean theorem. We have also shown empirically that z dimension
values can be predicted from x and y values. The equation for this relation-
ship is 5 5
z = flx,y) = k(x" + y°) + ¢
where k and ¢ are constants determined empirically by a regression of D3
valuesmégainst D12 + D22. Our new distance function in two dimensions, then, is
Gap= {x, - %)%+ G, - )%+ L2, v,) - f(xb’yb)lg} 1/2
However, describing the characteristics of the surface for which this dis~
tance function is valid is not an easy matter and we will not discuss it
further in this article. We do feel it is important to point out that the
surface embedded in a Euclidean space which contains the vowels is not the
same as the "true" non-Fuclidian curved vowel surface along which distances
are to be measured. This fact, of course, does not alter any of the argu-
ments or conclusions presented.
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Figure 5. PARAFAC2 analysis for seven Swedish listeners, [u] vowel included.
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vowels are at the bottom left, and so on. But these two PARAFAC axes

are not interpretable in any meaningful way. In light of our experiments
with synthetic data, it is plausible to suggest that there is an oblique
orientation of these two axes in the Swedish perceptual space. (The
third PARAFAC dimension was an interpretable rounding dimension, sug-
gesting that it is not oblique to either of the other two axes and there-
fore was correctly recovered.)

An extension of the PARAFAC model which is not limited to ortho-
gonal axes has been developed by Harshman (1972). T This new model,
PARAFAC2, was applied to our Swedish data. A number of problems were
encountered with difficult to interpret solutions, which had poorer fit.
But as we became more familiar with the program, we were able to obtain
a "good" solution. In this good solution the computed fit of the data
to the model was better than the other PARAFAC2 solution, and better
than the original PARAFAC analysis. The two previously troublesome
dimensions of the three-dimensional solution are shown in Figure 5.

With PARAFAC2, there is no difficulty caused by including the [wu] vowel;

we 4id not need to reduce the data to arrive at a reasonable solution.

Most important of all, the oblique axes of the PARAFAC2 solution are

much more directly interpretable. The verticle axis in Figure 5 unambiguously

6 We must be cautious, however, in claiming that there are only three
dimensions for Swedish. We have found that if there is an insufficient
number of subjects used in an analysis, a solution with too few dimensions
may be recovered as the correct one, according to the uniqueness criterion.
For example, a three-dimensional solution was obtained when five German
listeners were tsken together, and four dimensions were obtained when all
seven German listeners were used. The three-dimensional solution was
interpretable in terms of the linguistic scales of front/back, high/low,
and round/unrounded. Yet when the non-linearity search program was

applied to this solution, the correlation coefficient obtained was .90

(not shown in Table 1), suggesting that a direction in the space could

be expressed as a function of two other directions. The point here is
that the artefact dimension and the criterion of rounding seemed to collapse
with the two other dimensions into a slightly distorted, lower-dimension
solution when too few subjects were used.

This may well be the case for Swedish. The non-linearity correlation
coefficient for the eleven vowel solution with PARAFACI was .86 (also not
in Table 1), strongly suggesting that there are non-linearly related direc-
tions in the Swedish perceptual space. It is possible,then, that for the
PARAFACL Swedish solution, as for the German, the dimension which results
from the interaction of two other dimensions may not have appeared in-
dependently; it might have done so if a larger number of listeners had been
used.

T The restriction to orthogonal axes with PARAFACL is true only for
multidimensional secaling or the analysis of covariance matrices. For
general factor-analytic applications, involving analysis of data matrices
rather than cross products or scalar products, there is no constraint on the
way factor loading patterns can be oriented with respect to each other. For
more information on this point, see Harshman (1970) and Harshman (1972).
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sets back vowels off from all the others. The horizontal axis orders
vowels according to the parameter called tongue height. The rounding
dimension was recovered as before, and was, as predicted, found to be
orthogonal to the other two axes.é (See table 2 for loadings.)

Since the current version of PARAFAC? is expensive to operate(and
sometimes gives results subject to difficulties not yet fully understood)
we have not made complete PARAFAC2 snalyses of all our data. But pre-
liminary analyses of the English and Thai data using PARAFAC? have shown
promise of the same kinds of improvement over the original PARAFAC results
as we have seen for the analysis of Swedish. There are alsoc hints of
some interesting and surprising dimensions.

Having demonstrated the usefulness of allowing oblique solutions,
we are beginning to explore hypotheses as to what psychological meaning
obliqueness of perceptual axes might have. One certain effect that oblique
axes have on perceptual spaces is a compression of distances in two
quadrants and an expansion of distances in the other two quadrants. In
Figure 5, for example, the distance between the vowels [a] and [o] is
greater than it would be if the axes were orthogonal. The same holds true
for wvowels in quadrant three, and the reverse applies to quadrants two
and four.? But what could cause the listeners' perceptual space to be
eltered in this way?

At the present, we are working with two interpretations of oblique-
ness, which we call the compensation and expectation hypotheses. According
to the expectation hypothesis, the subject expects some values to co-occur
based on long past experience; if high vowels, say, were more likely to
be front vowels, then the listener would come to automatically expect a
larger value on the front-back dimension, given a large value on the high-
low dimension. The relative predictability of one criterion based on the
other causes the listener to attach less importance to high and front
values as separate criteria when they occur in the expected direction.

8 Again, an asnalysis of more listeners might affect the dimensionality
of the result, adding a separate fourth dimension which reflects a non-
linear relation between the front/back and high/low dimensions.

9 It must be pointed out that the values for the angles are the least
stable part of a PARAFAC2 analysis, and we make no strong claims for the
angle in Figure 5. The PARAFAC2 algorithm is able to establish a set of
vowel loadings relatively quickly, but reaches an optimum angle much more
slowly. The present expense of operating PARAFAC2 has prevented us from
continuing this solution a sufficient amount further to know whether the
angles have stabilized. Nevertheless, it was only with PARAFAC2 that a
satisfactory set of dimensions could be obtained at all, suggesting that
two underlying dimensions for Swedish are indeed not orthogonal, although
the angle between them may not yet be precisely known.
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This is reflected in a compression of distances in that quadrant.

If the expectation hypothesis were the proper explanation, we would
expect to see, on Figure 5, an acute angle in the high, front quadrant
three (and quadrant one) and an obtuse angle for quadrants two and four.
This is Just the reverse of the way the axes actually lie in Figure 5.
In an attempt to explain the results observed in this Swedish example,
we propose the compensation hypothesis. With this point of view, we
observe that the listener is required to make somewhat finer discrimina-
tions for the high front vowels, since there are more vowels in that
region to be identified. He therefore has developed a keener sense of
distance in that region and perceives it as a somewhat larger region
than the adjacent quadrants. The high back quadrant, for example, con-
teins only one vowel, the [u], and it is much less important for the
listener to be able to make discriminations in that region of the space.

Our interpretation of obliqueness of axes is plausible, but of
course tentative. Although we have not decided upon any single inter-
pretation of obliqueness of axes, it should nevertheless be clear that
oblique solutions can provide more meaningful dimensions than solutions
restricted to orthogonal axes. Also, simpler and more explanatory
solutions may be found if we allow the possibility of non-linear, or
curved perceptual dimensions. The mathematics of Euclidean and Cartesian
geometry is extremely simple and convenient, but our results suggest
that it is insufficient to describe the psychological structure of vowel
perception.
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For a discussion of

indeterminacy in the signs of person loadings, see Harshman (1972b).

I. Vowel loadings

IT. Cosines of angles between dimensions

Vowel H/L
% =3.010
* 1.017
y -4, 705
@ 0.081
o 2.711
® L, 286
® 2,667
u -1,582
o 1.183
a 2,938
e -0.950
i ~k,636

F/B

-1.1k0
~2.521
-1.890
-2,384
-1.559
~0.206
-0.,906

h,27h

L.,951

5.372
~2,30k
-1.687

H/L
H/L 1.00C
F/B -0,319
R/U -0.038

F/B

1.000
0.072

R/U

-3.115
-1.70k
0.547
-1.663
-3.367
3.334
-2,54)
-2.815
-0.400
2,919
L.311
L. Lot

R/U

-0.038
0.072
1.000

IT1I. Person loadings (relative salience of each dimension for each person,)

Table 2,

Person H/L

1,288
1.107
~2,249
1.73k
1.312
=1.597
-1.630

O EWw N

Factor loadings for PARAFAC2 Swedish Solution

R/U

1.920
1.392
-2.118
1.252
2.112
-2.236
-1,654
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PARAFAC2: Mathematical and Technical Notes
Richard A. Harshman#®

0., Abstract

The mathematical model of PARAFAC is reviewed, and an examination
is made of its application to cross-product matrices (e.g. covariance
matrices, scalar product matrices, etc.). It is shown that PARAFAC1 can
correctly describe both orthogonal (uncorrelated) and oblique (correlated)
factors in system-variation data matrices, but that it can only correct-

ly describe orthogonal factors when applied to the eross-product matrices
computed from that data.

A similar examination is made of the INDSCAI-PARAFAC1 model for
three-mode multidimensional scaling. It is shown that this model is re-
stricted to descriptions of stimuli relationships in terms of orthogonal
verceptual dimensions, (whereas traditional two-mode multidimensional
scaling has no such restriction).

A three-mode model is developed to deal specifically with sets of
cross-product matrices. This model, called PARAFAC2, can describe cross-—
product matrices in terms of orthogonal or oblique factors, whichever best
fits the data. Yet it retains PARAFACl's highly desirable characteristics
of providing unique "explanatory" solutions. Along with factor loadings
on variables, it provides factor correlations, and loadings for each occas-
ion of measurement. For multidimensional scaling, PARAFAC2 will recover
the projections of the stimuli on obligque (or orthogonal) dimensions, give
the angles between these dimensions, and provide a set of dimension weights
for each person.

The derivation and interpretation of the PARAFAC2 model is discussed,
and a precise definition is given of the type of uniqueness which it pro-
vides. No formal proof of this uniqueness has as yet been discovered,
but the uniqueness has been demonstrated empirically by computer analysis
of synthetic data.

An additional important advantage of PARAFAC2 for factor analytic ap-
plications is its greater generality: it is not restricted to analysis of
system=variation data. This is shown by re-deriving the PARAFACZ descrip-
tion of cross-products without invoking the restricted system-variation
model for data from which the cross products are computed. Instead, a
more general model of the data is used. This model applies to almost all
three mode cases which might be approached factor-analytically. System~.
variation is one special case of this more general model.

Current work on algorithms for fitting the PARAFAC2 model to data is
reviewed. A "hybrid" approach is under development which combines general
optimization techniques with estimation procedures based on the mathematical

*The author wishes to express his indebtedness to Robert Jennrich, Joseph
Kruskal, and Dale Terbeek, for the important part that they played in dev~
eloping the ideas underlying PARAFAC2.
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properties of the PARAFAC2 model.

A method for circumventing the "communalities" problem is proposed.
It consists of a technique for ignoring the diagonal values of the cross-
product matrices and estimating the parameters of PARAFACZ by optimizing
the least square fit to the off-diagonal elements.

The differences betweenanalvsis of covariance and correlation matrices
is made explicit by developing the appropriate modifications of the
PARAFAC2 model which would be necessary to analyse correlations.

PARAFAC2 is compared with more general models which lack unique so-
Jlutions, but which allow different correlations between a given pair of
factors from one cross-product matrix to the next. The possible use of a
routine such as Carroll's IDIOSCAL program in conjunction with PARAFAC2
is discussed.

1. The factor model of PARAFAC1 (PARAFAC)

Conventional factor analysis describes a two-way set of data in terms
of a small number of underlying factors. Let us think of this two-way set
of data as a set of values for m persons on n tests. xjr is the value for
the jth test on the kth person. Factor analysis writes

(1a) Xjk = ajibix + ajobop t ... aijZk + Ejk

where ajy is the loading of the first factor on test J and b 1k is the
loading of the first factor on person k, and such products are formed for
the [ factors presumed to underlie the data. Ejz is an error term, which

is necessary as the model should not be expected to fit real data exactly.
(Ejx is often written Ujk and called "uniqueness" term. It is thought of

as consisting of components unique to that person and that test, plus error.)

Let us neglect error terms until we consider estimation procedures.
Using summation notation, we can write

A
(1b) Xjk= z an,, vk o
r=]

In matrix notation, we can consider A, an n by 7 matrix giving the
loadings of »n tests on [ factors; and B an m by 7 matrix giving the loadings
of m persons on I factors. We can then write the classical factor model
(neglecting error) as

(1lec) X = AB'
where X is an »n by m matrix of values for n tests obtained by m persons.

The PARAFAC (hereafter called PARAFAC1) generalization of this model
(Harshman, 1970) can be expressed by considering a number of two-way data
matrices simultaneously (thus obtaining a three-way data set). The values
for the factor loadings of the tests (or alternatively, the persons, it
does not matter which) are altered from one occasion to the next by a
proportional change as follows:
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(i) _ () (Z) (Z)
(ld) xJk = a;,lcl blk + aj2C2 b2k + ... F ajzcz bZk
where x§$) represents the ith two-way matrix X5+ We will here consider

it the matrix for the ith "occasion", just as we considered xjr to be
values for "tests" obtained by "persons", although all these names are
only for convenience in visualizing a particular application of the model.

In surmation notation we can write
. A .
(1e) x(t) = I a, c(i)b
Jk ol dr T TR

and in matrix notation this becomes
(1r) X; = AD;B'

where X; is the two-way matrix xj; for the ith occasion, A and B are
the matrices of factor loadings for tests and persons, as before, and Dj
is an I by I diagonal matrix, whose diagonal cells give proportional
changes in the loadings for the factors on the <th occasion.*

In this model of data, there are no restrictions on the patterns of
loadings which occur in A and B. In particular, no assumptions are made
that the columns of A or B are orthogonal to one another.

If there are a sufficient number of different X; in a given set of
data matrices, the decomposition described by (1f) is unique for a small
enough number of factors (1), except for trivial differences which do not
affect interpretation. Conditions of data adequacy and of uniqueness
of the extracted factors, have been described in Harshman, 1970 (pp. 20-
23, 35-hk, 61-62).

Because of this uniqueness, and the minimal assumptions under which
it is obtained, an argument can be made that factors extracted in this
way from "system-varistion" data (Harshman 1970, pp. 20-23) have a greater
likelihood of explanatory validity than those selected by traditional
factor analysis using some rotation principle such as Varimax or simple
structure. (For the argument, see Harshman 1970, pp. 1-26.)

2. Representation of summed-cross-—product matrices

Now let us consider the problem of representing, in terms of the
factors of X, values derived from X by taking sums of cross-products. If
the means of the columns of X are zero, the summed-cross-products for two
variables will be proportional to their covariances. If, in addition,
the variances of the columns of X are unity, then the cross-products for
two variables will be equal to the correlation coefficient for those two
variables.

For tests j and j', the covariance across the m persons is
m
(2a) AN < E (xjk)(xjvk) . (if xj=xj'=0)
m k=1

*In other words, if a(l) is an entry of D;, then aff) =0 ifr #s,

S N A .
and dré = crt if »r = 8 vhere °r$ is used as in equation (1e).
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This is simply 1/m times our general summed-cross-product. The full

matrix of summed-cross-products C, can be represented in matrix notation
by

(2p) c = Xx*

To represent these summed-cross-products (e.g. unscaled covariances) in
terms of factors, rather than data values, we can substitute our theoretical
factor model of the data matrix (from equation (1f)) into our description
of the summed-cross-products (2b). This will give us, for the cross—product
metrix derived from the ith data matrix

(2¢)  C; = (AD;B')(AD;B")"

Since the transpose of (AD;B') is the transpose of the components taken in
reverse order we can rewrite (AD;B')' = B''D.'A'. Further, since B'' =3B
and D;' = D; (since D; is diagonal), we can rewrite (2¢) as

‘ = B! AT
(24) C; (ADzB )(BDtA )
regrouping gilves
(2e) c; = AD;(B'B)D;A"
or, combining terms
(2£)  C; = AD;WD;A' (where W = B'B).

This describes our 7th summed-cross-product or covariance matrix in terms

of A, our n by I matrix of loadings of the n tests on the 1 factors; D,

our diagonal matrix giving the weights of the 1 factors on the ith occa-
sion, and W an 7 by I matrix related to the faetor cross-products. If the
columns of B have zero means, then (1/7)W is the matrix of covariances of
the factors. If the cells of W are scaled so that the diagonals are equal
to one¥, then w,,, a cell of W after appropriate scaling, gives the correla-
tion between factor r and factor s. This is interpretable geometrically as
the cosine of the angle between factor r and & in the space spanned by the
factors.

In summation notation, this model (2f) is written
1 1

(1) . () (%)
(2¢) Cik ° Zl rzl 8iplpy Vpglgs Bks *
s= =4

3. Orthogonal factors

Now if the factors are uncorrelated with one another in their pattern
of loadings across people, i.e. if the columns of B are uncorrelated (have
average cross—products of zero) then

(3a) W=3B'B=A

#(i.e. Wpg is divided by-/(w IJ(WSS), and the inverse scaling is made on all
the D matrices to compensate{
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where A is some diagonal matrix. This gives zero cosines for the angles
between different factors, and thus the factors are said to be orthogonal.
Now in this case, the summed cross—products can be represented

(3b) C; = ADiADiA' .
This can be rewritten
(3e) C; = AﬁiA'

~T ~ i,2
where 3;, the rth diagonal element of Dy, is equal to (d )"(k ), where k,
is the rth diagonal element of A, and relates to the "siZze" of factor »r
(i.e. the sum of the squared loadings of factor r in B). If the mean

loading for factor r were zero, kr would be proportional to the variance
of factor r in B,

-

Suppose we took a set of summed-cross-product or covariance® matrices
Ci and analysed them by the PARAFAC1 procedure. Then we would be decompos-—
ing them according to the model of (1f), namely

®% ¥
(34) C; = AD;B'

Now this would yield a perfect fit and a "unique" solution (see Harshman
1970), when

(i) model (1f), or the more general model of section 7, is appropriate
for the data from which the C; were computed;
(ii) we had guessed the number of factors correctly (guessed the correct
value for 1)
(iii) B'B = A, that is, the factors were uncorrelated or "Srthogonal"

across B in the original data from which the cross-products were
computed.

* ¥
Further, we would discover the B was proportional to A. Thus the solution
could be represented (by choosing the right 5i) as

(3e) ci=KfSiX- .

By comparing the PARAFACL solution in this form with our equation (3c),
we can interpret it as follows. A would equal A, the matrix of loadings
of the tests on factors which underlie the original data from which the co-
variances were computed. . would equal (D-)QA, the squares of the weights
of the factors for the {¢h Occasion, multiplied by coefficients proportional
to the "size" of the factors in B. We note that D. should therefore have
all elements greater than or equal to zero. If PARAFAC gave a negative value
in 5 it would indicate a failure of the data to correspond to the model.

4, fGeneralized model for oblique factors

We have seen that PARAFAC1 provides an adequate model for analysis of
covariance or other summed-cross-product matrices only when the factors are
orthogonal in the data. This restricts the avplication of the model, since

¥Covariance matrices can be analysed by PARAFAC2 only if the means of the
variables do not change aporeciably from one C; matrix to the next. If they
do, cross prroducts or average cross products must be used.
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it is not usually possible to know whether or not this would be the case
for any given set of covariance matrices.

Therefore, we sdopt the more general expression derived in (2f)
as a general model for three-mode factor analysis of matrices composed
of summed-cross~-products:

(ha) Ci = ADiWDiA'

We shall call this model PARAFAC2. This model describes a set of C;
cross-product matrices in terms of a common set of factors A, and a common
set of angles between the factors, W. The occasions differ only in the
weights given the factors, described for the ©th occasion (the ith matrix
of summed-cross~products) by D

5. Derivation of PARAFACZ2 for scalar product matrices derived from
distance matrices

In multidimensional scaling, and in particular in the Carroll and
Chang three-mode model (Carroll and Chang 1970) we start with a set of
matrices giving the distances between stimuli. These are then converted
to the scalar products of vectors by application of a trigonometric
relationship which holds for obligue or orthogonal coordinates (see
Torgerson 1958, pp. 255, 258). The resulting scalar products represent
something similar to covariances between the stimuli. ZEach scalar product
gives the "common strength" of two stimuli by multiplying the length of
the first stimulus vector from some origin by the size of the projection
of the second stimulus vector upon the first.

Now scalar products can also be represented by the sum of products
of the projections of the two stimuli onto a set of orthogonal axes as
follows: Let A be an n by I matrix of projections of » stimuli onto 7
orthogonal axes, then

(5a) S = AA' .
where S is an »n by n matrix of scalar products of the stimulus vectors.

Now Carroll and Chang generalized this model to a set of parallel
scalar product matrices for the same n stimuli, allowing individual axes
to be expanded or contracted in each set (Carroll and Chang 1970, pp. 284-5).
This gives

' - 1
(5b) ;= (AD;)(4D;)
vhich can be rewritten

( = 2p1
‘.SC) S?: = AD'I: A »
This is obviously closely related to our model (3e) for summed-crosse-
products with orthogonal factors. Now the scalar products as gerived from
the distances between stimuli can only be represented by S;=AD;A' when

the axes onto which the stimuili are projected are orthogonal.
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The problem with oblique axes does not arise in traditional two-mode
nultidimensional scaling. ©Since the orthogonal axes extracted by two-
mode scaling are arbitrary, they can always be rotated, without loss of
fit, into a "true" oblique position. But the INDSCAL - PARAFAC1 unique
three-mode solution will be the best fitting pair of orthogonal axes "common
to all persons." If the true axes are oblique, experiments with synthetic
data show that two different distortions will occur. Not only will the
orientations of the INDSCAL - PARAFAC]l axes be incorrect, but the recovered
stimults configuration will be distorted as well. (But it is interesting
to note that the distorted stimulls configuration with the orthogonal axes
will predict the data almost as well as the correct configuration with
oblique axes.)

Let us derive a model for three-mode multidimensional scaling which
allows oblique, as well as orthogonal axes. We can express the scalar
products in terms of oblique axis projections of the stimuli as follows.

Let A be an »n by I matrix giving the projections of n
stimuli onto a set of 7 oblique (or orthogonal) axes, the
"underlying perceptual dimensions”.

Let D. be a diagonal I by I matrix giving the expansions or
contractions of the axes of A for the 7th person,

Let T be an I by I matrix describing the projections of the
axes of A onto a set of orthogonal axes (so that AT describ-
es the projections of the stimuli onto a set of orthogonal
axes). Then:

(5a) S.

7

(ADiT)(ADiT)'

(5e) 5; = (AD;T)(T'D;A")

(5f) S; = AD;(TT')DsA"

92}
I

1

Thus we get the same model as developed earlier for summed-cross-—
products, with the same interpretation for all the constituent matrices.

A gives the stimulus projections, D, the relative scale or importance
of the dimensions for the Zth person, and W the angles between the dimensions.

6. Uniqueness of PARAFAC? Solutions

No proof of the uniqueness or of the conditions for non-uniqueness has
yet been discovered for PARAFAC2. Nonetheless, computer experiments with
PARAFAC?2 and synthetic data have established empirically that it will give
unique solutions, if the number of factors extracted is not greater than
the number "actually in the data" (used to create the synthetic data), and if
there are a sufficientnumber of independent C; matrices. Vhen too many fact-
ors are extracted however, the solution is not unique. The behavior of the
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model and the conditions of uniqueness seem to be similar to those of
PARAFAC1, which are described in detail in Harshman (1970).

The term "unique" needs some clarification. There is a trivial
non-unigueness of scale for PARAFAC2, in that all the loadings on s
given factor can be doubled or otherwise changed in scale, as long as

a2 compensatory inverse scaling is performed on all the person weights
for that factor (or, on the W matrix). Such changes do not affect the
pattern of loadings across measures or across persons, and since this
pattern is what 1s interpreted, such changes do not alter the interpre-
tation that would be given to a particular factor. The columnar order
of the factors is also arbitrary. Factor I on a given analysis may
come out as factor III on a different analysis, but the same total set
of factors will be found to be present in both cases.

Mathematically, these two trivial types of indeterminacy can be
expressed by the following equalities. Let S be an 7 Ly 7 diagonal
matrix changing the scale of a set of 7 factors. Let S be another such
diagonal scale-changing matrix, Let P be an I by I permutation matrix
changing the order of the 1 factors., We can see that if

(6a) C; = AD,I:WDY:A'

then we can insert I by 1 identity matrices into this equation without
altering it, as follows

(6b) c; = A(I)Di(I)W(I)Di(I)A'

now since (8S~1)=I, and (§§'1)=I, we can substitute
%% 73 -
(6c) ¢, = A(ss1)p, (35-1)w(E-2E)n, (57 s)ar .
In a similar fashion, since (PP™1)=(I), we can write
(6a) ¢, = a(PP™H)D,(PP~L)u(PP-1)D, (PP-1)A"
combining these substitutions, we can write
(6e) ¢z = a(p[ss~1Ip~ 1), (P(&&-1)p-Lyu(p[&-1 1o~ 1)p, (P(s~ s 1P~ 1)ar .
By regrouping parentheses we can display the indeterminacies of both scale
and permutation that the A, D and W matrices are subject to, and the
compensatory inverse transformations that are necessary to preserve the
equality:
. . . a1y % - -

(6£)  c; = (aps)(s~lr~1n,p8) (5 1p~twpd-1) (Sp~1n,ps71) (P71 aY)

However, there are other special indeterminscies of the signs in the
D; matrices which aren't as obvious. These indeterminacies can be expressed

vy the following rule:

(Rule 6a) The sign of a single person's loading on any given
factor can be reverseds provided that his signs
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are also reversed for loadings on all factors that
are oblique to (i.e. have a non-zero cross=product
with) the given factor.

This rule can be understood by examining equation 2g. The individual
person loadings are always taken two at a time. If, whenever a sign
is reversed for one element of such a pair of d,,, dgg, it is also
reversed for the other, then the value of the product is not changed.
Now if two factors are orthogonal to one another, then the w,, value
for that pair is zero, and those products in which that pair of d,,,
dggq values would have cccurred will all vanish. Therefore reversal of
the sign of d,, to compensate for a reversal of dj.,, (or vice versa)
is not necessary when factors r and s are orthogonal. A conseguence
of these rules is that for an orthogonal solution, the signs of all
the "d" values are arbitrary. Only the squares of these values would
enter into the solution.

In many applications of PARAFAC2, it seems reasonable to put
certain constraints on the D; matrices. It seems reasonable in multi-
dimensional scaling, for example, to demand that all elements of D;,
(i,e. all the person weights for the dimensions), be non-negative. This
can be interpreted as requiring that all persons see a given dimension
as going in the same direction through the space. It prohibits a
description in which a given individual uses a dimension as if it is "re-
versed in direction" compared to the way others use it. An option
for constraining the elements of the D; to non-negitive values has been
implemented in the current PARAFAC2 computer program.

T. Analysis of Non-System-Variation Data with PARAFAC2

Only certain types of three~-mode data are analysable with PARAFACI1.
The data model underlying PARAFAC1 requires certain strict correspondences
between the data matrices from one occasion to the next. First, it re-
quires that the data consist of measurements of the same objects (or
persons) on the same variables, on every occasion. Second, it requires
that the patterns of variation of the factor influences from one occasion
to the next must have a special, restricted form. Specifically, it
requires that the changes in one person's loadings on any given factor be
proportional to the changes in every other person's loadings on that factor.
(See equation 1d or 1f. For a more detailed discussion of system~variation,
and other types of data variation, see Harshman, 1970, pp. 18-26.) The
requirement of system-variation data places a substantial undesirable re-
striction on the areas of application of the original PARAFACl1 model.
It is therefore of great practical, as well as theoretical significance to
note that PARAFAC2 is not restricted to analysis of system-variation data.
It is possible to derive the same PARAFAC2 model for cross-products, using
a much more general model for data than was used in section 2.

Let us consider the case where we have no particular correspondence
between the columns of our data matrices from one occasion to the next.
We shall study a set of 7 common measures, as was done in section 2. But
instead of repeatedly measuring the same set of persons, we shall measure
a different set of persons on each occasion. The number of persons will
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vary from occasion to occasion. On the itk occasion, our data matrix
Xi will have the dimensions n by s where m is the number of persons
measured on that occasion.

Since the same set of n measures is used #n each occasion,
we hypothesize that the same set of common factors is used by the m.
persons to respond to the n measures. Let A represent the n by 7 matrix
of factor loadings on measures. ILet Bi be an m. by 1 matrix giving the
loadings of the m. persons in the 7tk subpopulation on the 7 common
factors underlying the measures. We can then describe our 4 data matrices
as follows

- ]
(7a) X, = AB}

Now if the correlations between the factors are caused by some basic
relationship between the influences which those factors represent, then
it will often be reasonable to assume that these correlations remain con—
stant from one subpopulation to another, and that only the size of a
given factor's influence will vary across subpovulations. If B. and B.
are the factor loading matrices for any two of our subpopulatio%s, we
can express the consistent "correlations" (cross-products) of the factors
by writing

'B. = D.R'B.D.
(7v) Bij D;B}B.D,

where D; is a diagonal matrix with the same interpretation as in the
system=variation model. It describes the changes in "size" of the factors
from one occasion to the next.

Now let us derive a representation of the cross-products derived
from data which is describable by (Ta) and (Tb). If C; is the cross-product

matrix derived from X;s then
4
(Te) C; = (Xp)(x) .

But by substitution of our definition (or model) for X; given earlier in
(Ta) we get

(1a)  c; = (AB3)(ABY)' .

By arplying the rule that the transpose of a product is the product of the
transposes in reverse order, we get

= ! 1TAY) = ' LAY
(Te) C; = (aBZ)(Bl'A') = (2B})(B.A")
or, regrouping terms,
— 1 1
(7£) ; = A(B}B;)A' .
Now by applying the second part of our model, (Tb), which postulates the
same "correlations" among the factors in the different subpopulations,

but differing sizes as described by the D; diagonal matrices, we can write

(18) C; = A(Dz(BSB)D;)A"
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for some other jth subpopulation. In general if we write

T = '.- »

(Th) W = BIB,
we can then describe the cross-products in terms of the model of
PARAFAC2, namely

with the same interpretations of the constituent matrices as in the
derivation from a system variation model, in section 2.

Two special cases of this general model should be noted. In the
first special case, all the B; could be taken from the same people.
The size of the B matrices would all be the same, but the columns of By
would not necessarily be proportional to the corresponding columns of B
This case corresponds to the example of versonality test "object-variation”
type data described elsevhere (Harshman, 1970, pp.22-23).

An even more restricted special case is where B; = B;D;, the columns
of By are proportional to the columns of B4 for all 7,J, under study.
This would be a case of system-variation. This reveals how the system-
variation data model is a special case of the more general PARAFAC2 model.

8. Estimation Algorithms

Work is currently in progress to find the most efficient way of fitting
the PARAFACZ model to a set of data. A detailed report will be forthcom-
ing in a later issue of W.P.P., but a brief glimpse of current developments
is appropriate here.

An algorithm for PARAFAC2 has been devised by Robert Jennrich (UCLA
Dept. of Mathematics) and implemented by the author as a FORTRAN IV program
on the IBM 360/91 computer. The algorithm uses an approach similar to the
"quick algorithm" for PARAFAC1. It estimates values for one of the three
basic sets of parameters (A,Dior W) while holding the other two sets of
parameters fixed. A complete iteration consists of first estimating the
Di's, then W, and finally A. The program iterates this process until the
velues converge on a stable least-squares solution.

This procedure generally works, but it is expensive, and sometinmes
slow to converge. Even worse, from certain bad starting positions local
optima or extremely slow convergence can be encountered. We are accumulat-
ing experience, however, which would show how, by putting certain constraints
on starting positions and values of the parameters, these deadlocks can
largely be avoided.

A basic modification to this special algorithm is currently under study.
An attempt is being made to combine Jennrich's algorithm with a generalized
optimization routine called TBU (Reichenbach, 1962, 1969). The combined
program alternates between two phases: first, it observes how the parameters
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change during an iteration of Jennrich's algorithm. It computes or updates
trends for the direction and amount of change in each parameter. In the
second phase, it moves all the parameters simultaneously an optimal (hopefully
large) distance in the direction of their respective trends. The author has
been working with Hans Reichenbach on this approach and has found that it can
rapidly accelerate the convergence of PARAFAC1 in certain difficult cases.

The application of this technique to PARAFAC2 is the next step to be imple-
mented. Preliminary results with PARAFAC2 have been encouraging.

9. Avoiding the "Communalities" Problem

In deriving our model of the factor structure underlying data and
cross-products, we have ignored the fact that there would be = certain
amount of error or "noise" in the data., For PARAFACl, and its estimation
procedure, this approach was justified. We are looking for & least squares
best estimate of the common-factor loadings, or the A, D; and B values. The
process of directly optimizing the fit of these parameters to the raw data
provides the least square estimates that we desire. The problem becomes more
complicated, however, when we consider cross-product matrices.

Let us take the following model of "noisy" data:
(9a) X; = X;+E; = ADBM+E;

where E; is a matrix of the same size as X;, containing random "error terms".
(In traditional E; actually represents "unique variance" composed of both
"specific" and "error" variance.) Since X; represents all the common-factor
part of the data matrix X;, then what remains when we subtract it from X;
should be a matrix of uncorrelated random errors. The rows of Ei should be
uncorrelated both with the rows of X; and with each other. The means of
these random errors should be zero.

We can develop a model for the cross=products from such "noisy" data,
as follovws:

(9b) Ci = X¢Xi

By substituting from (9a) into (9b) we get

(9¢) Cp = (Xp+E;) (Xp+E;)"

- 1t
(90) € = (XpHE;) (Xj4E])
-~ 1 X' ' '
(9e) C; = XX +E X+ X, E +E,E;
now, since the rows of E; are uncorrelated with the rows of X;, we can write
(9r) Ci = XX' +O+0+ESE;
- 1
(9¢) Ci = C;+E;E;

Although the rows of E; are uncorrelated with one another, each row is of
course correlated with itself. Thus (E;)(E}) will yield a diagonal matrix
whose diagonal elements represent the sum of the squared errors for that
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row of the data matrix (i.e. a measure of the amount of noise in that
variable)., This diagonal matrix is added to the matrix predicted by the
common factors, and therefore increases the size of the diagonal elements
of the cross-product matrix beyond what would be predicted by the factors.

An attempt to achieve a least squares best fit for all the values of
the covariance matrix, inecluding the diagonals, would distort the solution,
since the diagonals are larger than would be predicted by the factor loading
matrices.

This problem is analogous to the standard "communalities" problem of
traditional two-mode factor analysis. We solve this problem in the following
way. In the algorithm which performs the fitting of the model to the
data (see section 8 of this article) we perform an extra step at the end
of each iteration. 1In this step, we replace the diagonal entries of the
cross—product matrices with the values for those diagonal entries which are
predicted by the model at that iteration. This will cause the values
in the diagonals to "float" one iteration behind the predictions of the model.
As the algorithm proceeds, the difference between these diagonal values
(from the last iteration) and the models prediction (from this iteration)
will soon become very small, and therefore will not influence the process
of convergence. The diagonal values will, in effect, be ignored and only
the off diagonal values will be 'fit' by the program. This should provide
the best possible least squares estimate of the A, Di and W parameter
matrices.

(This same technique for ignoring cells in the data matrices can be
used to ignore missing values in PARAFAC1 or PARAFAC2.)

10. Analysis of Correlation Matrices

The technique for analysis of cross-product matrices developed in
this article applies directly to covariance matrices, as was pointed out
in section 2, but it does not apply directly to the analysis of correlation
matrices.

In a correlation matrix, the rows and columns of the covariance matrix
have been rescaled so that the maximum value for any entry is 1.0. This is
accomplished by dividing each entry by the standard deviation of its
column and row variable. In other words,

(10a) Corrij = Covij/sisj

where s;, s; represent the standard deviation of the Zth and jth variables
respectively.

In matrix notation, we can represent the relation between the covar-
iance matrix C and the correlation matrix R, as follows

(10b) C = DRD

where D is a diagonal matrix whose ©th diagonal element is the standard
deviation of the <th variable. Therefore
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(10¢) R =D cpt

and if we substitute our PARAFAC2 model for the covariance into
equation (10c) we get

~IADWDA'DTY .

(10a)  R; = D 7AD;WD;

This expression is more complicated than PARAFACZ2, and its mathematical
properties have not been investigated. It serves to demonstrate, however,
vhy correlation matrices cannot be directly analvsed by PARAFAC2. It
would seem inefficient to derive a further algorithm for this model (which
nay not have the same degree of uniqueness) when one can simply compute
covariance matrices instead of correlation matrices and analyvse them with
PARAFAC2.

11. Relation of PARAFAC2 to Jennrich's multidimensional scaling model

Jennrich has developed a generalization of Carroll and Chang's INDSCAL
multidimensional scaling model which leads to a decomposition of matrices
of summed-cross—~products which is even less restricted than PARAFACZ2.

His derivation is based on a generalized Euclidean distance metric, and
allows each person to use his own metric in judging inter-stimulus dis-
tances. His derivation is presented in an accompanving article (Jennrich 1972).

It is possible to reach Jennrich's model by a slightly different
path, namely generalizing PARAFAC2 so that the correlations among the
factors underlying the data can vary from one occasion to the next.

Start with the model of PARAFAC2, namely
(11a)  C; = AD;WD;A' .

%
Now let each occasion have its factors A related to A by some oblique
or orthogonal rotation. Let T, be the I by I matrix describing this

rotation by giving the projections of the axes of A onto the axes of A,

%
If we let A; be the axes which are expanded or contracted on each
occasion (or by each individual), then

*
(11v) K. = AT,
(11c) C; = (AT,)D,WD,(T;'A")
(118) ¢ = A(T;D;WD;T;")A

(11e)  ¢; = AW;A'

This model would not give a unique solution since, for example, we can
always let A = AR: and W, = (Rtlw(R%)'l). Tt might be useful, however,

to choose R: such that X approgches A of PARAFAC2 (2f) as closely as pos-
sible. Then the following research strategy might seem reasonable. First,
analyze with PARAFAC2. Then use Jennrich's model (11e) to analyze the

same data. If the improvement of fit gained with the more general model is
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significant enough (by some criterion) to lead the investigator to suspect
that there were "real" changes in obliqueness across occasions, then rotate
the solution of (lle) into maximal agreement with (2f) as Just described
gbove. The model of (2f) (PARAFAC?) describes the common space, and (lle)
describes how each occasion (or individual) distorts that common space by
rotating the axes, in addition to simply expanding or contracting them.

Carroll (personal communication) has recently pointed out that this (1le)
model is mathematically equivalent to one which he discusses in conjunction
with INDSCAL (Carroll, 1970). The equivalence is easily missed, because
Carroll interprets his model in terms of a common set of axes which each
person subjects to a different orthogonal rotation in addition to contract-
ion or expansion. The interpretation developed above by Jennrich and the
author is one of each person imposing an oblique transformation on the
cormon axes in addition to his expansion or contraction of the different
axes.

Carroll and some others have raised questions gbout the interpretation
of oblique perceptual axes. This interesting question will not be treated
here. The suthor believes that interesting and plausible interpretations
do exist, and notes, more importantly, that PARAFAC2 analysis of real
perceptual data does in fact sometimes reveal obligue perceptual dimensions.
(see Terbeek and Harshman, 1972.)

Carroll is developing a program to analyse data in terms of the more
general model of (lle). It will be called IDIOSCAL (for IDIOsyncratie-
SCALing). If we applied to IDIOSCAL the interpretation developed above
for (lle) and rotated it into maximum aggreement with PARAFAC2, it might
by a very useful partner to PARAFAC? in multidimensional scaling.
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4 Generalization of the Multidimensional
Sealing Model of Carroll and Chang
Robert Jennrich

(Mathemetics Department, UCLA)

1. Carroll and Chang model

Carroll and Chang (1970) assume each stimulus nay be represented
by a point

p; = (X'Z’ cee s Xﬁr) .
The theoretical distance between the 7 and kth stimulus as Judged by the
ith individual is given by

. r
d(t) = () Wit(xjt - x,/t)z)l/2 .

For each 7 this defines a norm on the r-dimensional space which is the
home of the stimulus points p., Fach individual views the points dif-
ferently, the differences bei%g reflected in the dependence cf the weight

., on individual index <.

2. Generalization

In pictures, Carroll and Chang view the stimull as points in an
Ji=-dimensional space.

dz(n-,pk) = (p; - Pk) W (737 - Pk)'
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where W is a symmetric positive definite matrix. Carroll and Chang have
demanded that W be diagonal. We simply suggest relaxing this restric-
tion. Each individual < then has his own completely arbitrary Euclidean
metric and the distance between the jth and kth stimulus as seen by the
ith individual becomes

d(-;.) = ( § li Wooap(Xss = xp Mz = x0,))
J s=1 t=1 LevJ8 J

3. Estimation

7 .
For purposes of estimation the distances d(k) are converted to inner
d
products (Torgerson 1958)

ol = - 172 (@2 - @z - @z e @2

et

where means average as usual., We now have, assuming no errors,

r

Y WX X .
s=1 £21 18t js"kt

(i)=1§

bjk

Using observed values of bgl) we will attempt to fit these by least squares
using the model on the right.

L, Algorithm
()

Let B, = (bjk )y Wy = (w0,

u%)’X'=(X')' Compute

i s

Y

(L; B;XW ) (], Wx'xw;)™!

X

1/2 (X + Y)

~

, e “1~v pegies -1
; (xx)y Ix BiX(X X) .

i and % are the new values of X and W. Iterate for convergence.
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An auditory-motor theory of speech production

Peter Ladefoged, Joseph DeClerk, Mona Lindau,
and George Papgun

A great deal has been written about the perception of speech sounds,
suggesting that it might be appropriste to have a "motor theory of speech
perception". (Liberman et al. 1967) We will discuss a set of data on the
shape of the tongue in vowels, and consider the converse possibility,
namely, that it is equally plausible to talk about an auditory theory
of speech production. Most of the evidence for the motor theory of
speech perception comes from studies on consonants. It may be true that,
as far as consonants are concerned, 'speech sounds are perceived by
reference to the articulatory movements that produced them" (Liberman,
1957). But in the case of vowels, speech sounds may be produced by re-
ference to their acoustic images. Our principal reason for making this
claim is that our data show that different speakers use different arti-
culatory gestures when producing what is heard as the same vowel.

To see how it is possible for more than one combination of arti-
culatory gestures to produce vocal tract shapes which have the same
auditory effect we must consider the forces which determine the shape
of the tongue. A basic description of the muscles involved has been
given previously (Ladefoged, 1964). The slight divergencies between
that account and the scheme to be presented here are due to insights
provided by other investigators (Hirano and Smith, 1967; Lindblom and
Sundberg, 1971; Smith 1971). It now seems as if the major forces acting
on the tongue are as shown in Figure 1.

Because the tongue is located within the mandible, the first point
to be considered is the position of the mandible itself. The muscles
responsible for raising and lowering the mandible are not shown in Figure
1. We need only note that, since the effective hinge of the mandible is
above and behind the tongue, the mandible moves downward and backward as
the mouth is opened. Consequently lowering the mandible will lower the
front part of the tongue more than the back part, and it will also cause
the lower part of the tongue to become somewhat retracted, so that the
pharynx is slightly narrowed. The effect of lowering the mandible is
indicated in Figure 1 by the arrow marked 1.
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Figure 1. The major forces affecting the position of the tongue. (1)
Jaw opening; (2a) M. Genioglossus; (2b) Affect of (2a)3 (3) M. Stylo-
glossus; (4) M. Glossopharyngeus; (5) M. Hyoglossus; (6) M. Mylohyoideus;
(7) M. Longitudinalis inferior; (8) M. Longitudinalis superior; (9) M.
Verticalis; (10) M. Lateralis; (11) Forces affecting the hyoid: (a) M.
Geniohyoideus; (b) M. Stylohyoideus; (c¢) M. Thyrohyoideus.
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The principal muscle of the tongue is the genioglossus. Its most
important function is to pull the root of the tongue forward, in the
direction shown by the arrow marked 2a in Figure 1. A pull in this
direction compresses the tongue within the mandible. But since the mass
within the mandible must remain constant, the effect of simply pulling
the tongue root forward is that the front of the tongue is displaced up-
ward as indicated by the dashed position of the tongue, and the arrow
marked 2b in Figure 1.

There are several muscles which can be used to oppose the effect of
the genioglossus and pull the tongue backwards. The styloglossus will
pull backwards and upwards as indicated by arrow 3. The glossopharyn-
geus (which some anatomists list as part of the superior pharyngeal con-
strictor) can pull the tongue directly backwards as indicated by arrow
b; it is the action of this muscle, possibly in conjunction with other
parts of the pharyngeal constrictor muscles, which results in the lateral
wall of the pharynx being drawn together in the vowel /a/ as observed by
(Minifie et al. 1970). The tongue can also be slightly retracted by the
action of the hyoglossus, which pulls the tongue down and back as in-~
dicated by arrow 5. :

Figure 1 also shows the actions of the mylohyoid muscle (arrows 6).
As can be seen from the cross section of the tongue in the plane of the
second molars (on the left of the figure), this muscle is like a sling
support beneath the tongue; when it contracts it will raise the whole
body of the tongue. Since it is attached to the hyoid bone near the
root of the tongue, its action will also cause the root of the tongue
to be pulled slightly forward.

The actions of some of the intrinsic muscles of the tongue are also
shown in Figure 1. Since these muscles do not have their origin at any
point outside the tongue they cannot cause the mass of the body of the
tongue to move in any direction. They can, however, cause the contrac-
tion of the tongue in certain directions, and hence its expansion in other
directions. The inferior longitudinals (arrow 7) can cause a lengthwise
contraction of the tongue, the tip being drawn back so that the center
of the tongue is bunched up. The superior longitudinals (arrow 8) also
act on the tip of the tongue. They are probably responsible for the raising
of the tip of the tongue (an action which will not be considered in this
paper). The verticalis (the arrows marked 9) and the lateralis (the
arrows marked 10) have fibers running more or less orthogonally to the
longitudinals, and to each other. These intrinsic muscles may play a role
in the formation of the tongue shapes by supplying feedback information
on the degree to which they have been stretched (cf. Bowman 1971). They
may perhaps be regarded as position sensors rather than prime movers.
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4 1/2 mo. fetus, Homo. Decussation through 4 1/2 mo. fetus, Homo. Frontal section
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Figure 2. Illustrations from Strong, L. H. (1956) "Muscle Fibers of the Tongue" Anatom. Record 126, 61 - T9.



52

Finally we must consider the effect of movements of the hyoid bone.
This bone forms the support for the root of the tongue. As is indicated
by the arrows marked 11, it can be pulled (a) forward by the geniohyoid
muscle, (b) upward and backward by the stylohyoid muscle, and (e)
downward by the thyrohyoid muscle. Each of these movements will result
in a corresponding displacement of the tongue root.

Several of the muscles which we have been considering can be seen in
the excellent photographs published by Strong (1951) three of which are
reproduced here (by permission) as Figure 2.

Our main conclusion from our study of the anatomy is that there are
a number of muscular actions which have, at least in part, similar results.
The present paper is most concerned with the mechanisms for varying the
height of the tongue. There are three or four distinet ways in which
tongue height can be varied. Firstly there is the movement of the jaw.
Secondly there is the pull of the genioglossus on the root of the tongue,
and the concomitant raising of the front of the tongue. Thirdly there
is the lifting action of the mylohyoid and styloglossus muscles. Fourthly,
and less importantly, the inferior longitudinals may bunch up the tongue
and thus contribute to tongue height. The action of these muscles are
difficult to distinguish from those of the genioglossus and the mylohyoid,
and will not be considered further in this paper. But we can show from
the data which we have collected that different individuals use different
combinations of the first three articulatory gestures for controlling the
height of the tongue.

Data Collection

We selected six male subjects between the ages of 21 and 410 who had
been born, raised, and educated in the Midwest. Their speech was recorded
and the recordings were evaluated by a panel of three linguists. The
panel agreed that each subject was a speasker of the same variety of
American English., Each subject was examined and found to have no hearing
loss or other physical deficits which could affect his speech.

Subjects were given practice in saying (among other things) ten
sentences of the form "say h_d again”. The vowels in the frame were
Ji,u,e,6,28,8,9,0,0,u / as in the words "heed, hid, hayed, head, had,
hod, hawed, hoed, hood, who'd". 1In this paper we will be mainly con-
cerned with the pronuncistion of only the first five of these sentences,
i.e. those containing front vowels in the test words.

Cinefluorograms were obtained by use of techniques described in full
by DeClerk, Landa, Phyfe and Silverman (1965). The subject was placed
between & Picker 150 XV X-Ray tube and a 9" Picker Image Intensifier, in
s sound-proofed booth. The sound insulated booth was used to reduce the
noise from the rotating anode of the X-Ray generator and the motor of the
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Figure 3. Spectrogram of the phrase "Say heed again" as said by
subject 1, showing the digitally coded freme count, and the
frame that was marked as being in the middle of the word heed.
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high speed motion picture camera. A Briel and Kjer condenser microphone
was used to record the speech material onto one track of a two track
tape recorder. A 9" Picker Image Intensifier was used to intensify the
brightness of the X-Ray image and convert it to a visible image suitable
for photographing.

The Image Intensifier is an evacuated glass tube containing a
fluorescent screen on a thin aluminum base. In contact with the sereen
is a photoemissive surface. X-Radiation after passing through the sub-
Ject strikes the fluorescent screen. The screen fluoresces, giving off
light which impinges point by point on the photoemissive surface. Elec-
trons are knocked off the photocathode of this tube by the impact of
photons from the subject. The image leaving the surface is now an elec-
tron image which is accelerated through a 25 KV field and electrostatically
focused onto an output phosphor,and reduced in size onto a phosphor screen
where the electrical energy is reconverted to light. The luminous phosphor
screen is then imaged on film using high speed conventional optics. The
amplification arises from the high energies of the electrons striking
the output phosphor and from the electro-optical minification of the image
size. The amplification makes possible a reduction in radiation exposure
to the subject.

The output phosphor of the image intensifier was photographed by
means of a 35 mm Mitchell high-speech (120 frames per second) motion
picture camera, using Ektachrome ER high speed (ASA 160) color film. The
camera was placed in a double walled sound attenuating blimp so that its
sound level during operation was reduced by approximately 45 decibels.

Before filming, the midline of the lips and the dorsal surface of
the subject's tongue was striped with a radio-opaque substance (Microtrast).
Rugar was sprayed in a thin concentration into the nasal cavity to show
up the posterior surface of the soft palate. A 10mm steel pin was placed
vertically on the chin surface to provide an appropriate scale for later
measurements of vocal tract dimensions. Measurements showed radial dis-
tortion to be negligible within the area of the frame in which vocal tract
measurements were made in the study.

The subject was cinefluorographed in a mid-sagittal view, while
reading the sentences. A simultaneous audio record of the session was
also obtained. By use of a specially constructed digital synchronizer a
reference signal was placed on a second channel of the tape recorder and
on the film, during every fourth frame, and a digital code derived from a
6 stage binary counter was recorded in both places every 128 frames. The
digital code indicates which one of 64 code groups of 128 frames one is
analyzing. This technique allows frame by frame synchronization between
the articulatory event and the acoustic signal. A sound spectrograph
representation of a typical utterance showing the synchronizing pulses
on the upper part of the spectrogram is shown in Figure 3. Spectrograms
were made of each of the sentences. Each spectrogram was examined, and
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Figure ). Points used in measurement. (PN) Plane of the base of the
nasal cavity; (h) Highest point of the tongue for a given vowel; (H)
Average horizontal position with respect to PN of the highest points of
the tongue; (M) Fixed point on the mandible directly beneath H; (@)
Fixed point on the mandible near the origin of the genioglossus; (E)
Root of the epiglottis; (R) Tongue root 18 mm up from E; (Y) Most
anterior and superior edge of the hyoid.
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an appropriate point in the vowel in the test word was marked. In the
case of the lax vowels in hid, head, and had a steady state part of

the second formant was selected. For the tense vowels in heed and hayed,
which for some speakers were diphthongal throughout, a point shortly after
the first consonant was selected. The corresponding frame in the film
was then located and traced.

Although image intensification was used to make the x-ray photo-
graphs as clear as possible, tracing them was still difficult, and some
uncertainties remained in the tracings. The uncertainties were largely
eradicated by making composite tracings. One composite was made in which
the five separate tracings of the nasal cavity were superimposed on each
other. In this manner it was possible to decide on the true outline of
the nasal cavity, and correct errors made in the original tracings; i.e.,
where a particular tracing diverged from the others it was corrected.
Occasionally an average needed to be taken from several representations,
but usually it was possible to get two or three of the tracings to agree
quite accurately and thus to dispel errors in the others.

Five tracings of the tongue in its position for the five vowels
were added to the composite tracing of the nasal cavity in their correct
positions relative to the nasal cavity as determined by their positions on
the individual tracings. The position of the hyoid for the five vowels
was also marked on this tracing.

A composite tracing of the mandible, including the tongue positions
for the five vowels placed in correct position relative to the mandible,
was made in a manner similar to that of the nasal cavity composite.

Then ,when the representation of the tongue position for any given
vowel from the nasal cavity tracing was overlaid upon the corresponding
representation for the tongue on the mandible tracing, what resulted was
the clearest and most correct representation we could develop of the out-
iine and alignment of nasal cavity, mandible, and tongue for the given
person saying the given vowel. It was from composites aligned in this
manner that measurements were taken. Figure 5.1 through 5.6 are tracings
from aligned composites. The unsteadiness of the jaw and tongue lines
results from an attempt to trace them as minutely as possible. By con-
trast, Figure 5.2 is second-generation, steadier, but less accurate.

For explication of the method of taking the measurements, we use an
abstraction from the composite tracings for subject 1. This figure is
labeled here as Figure 4 and is the same as the /¢/ position in Figure 5.1
with the addition of labeled points indicating the landmarks used for
measuring. The points which do not intersect the figure indicate the
articulatory motions for the other vowels.

On the composite representation of the nasal cavity the plane of
the base of the nasal cavity was established (line PN). The highest point
of the tongue (h) for a given vowel is defined as the point of the tongue
which most nearly approaches line PN. The average horizontal position
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of the highest point of the tongue (H) was determined by averaging the
distances along line PN of the high points for the several vowels. From
H a line perpendicular to PN was projected across the mandible with

the mandible in the position for /e¢e/. Point M, the point on the mandible
directly beneath H, was defined by projecting a perpendicular from PN

at H across the mandible, with the mandible in the position for /e/. The
position for the vowel /e/ was chosen because it was the vowel usually
nearest average mandible height. (Efforts were made to determine a true
average position for the mandible, but they were abandoned because it

was found difficult or impossible to determine correct extrapolations

for intermediate positions, let alone to specify what had been done
explicitly enough to provide for replication, and alsoc because of the
very small changes in ultimate measurements such procedures would be
likely to introduce.) Point G was marked on the innermost curve of the
anterior of the mandible as representing the mandibular insertion of the
genioglossus. Point R is a point on the root of the tongue 18 mm up from
the root of the epiglottis (E).

The following measurements were taken to the nearest half mil-
limeter:

1. Tongue height: The perpendicular distance between PN and h.

2. Mandible height: The perpendicular distance between PN and M, as
the mandible was placed in position for each of the five vowels.
(Notice that M is a fixed, physicel point on the mandible.)

3. Tongue root advancement: The distance from G to R.

4, Hyoid height: The perpendicular distance between PN and the most
anterior and superior edge of the hyoid.

5. Tongue lift: The distance along a perpendicular to PN between M and
h. The figure for tongue lift was calculated by subtracting M from h,
and therefore must be regarded as a derived rather than a direct
measurement.

Individual subject behavior

The consolidated data for each subject is shown in Figures 5.1
through 5.6. The upper part of each figure shows the tongue position
at a moment in each of the five front vowels. Below this are graphs
showing the relative movements of the highest point of the tongue (always
on the ordinate) as compared with (on the abscissa) the relative height
of the mandible, the relative degree of lifting of the tongue within the
mandible, the relative pharynx width resulting from variations in the
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Figure 5.1 The tongue position in each of the five front vowels, and the
relation between (on the ordinate) tongue height, and (on the abscissa)
mandible height, tongue 1lifting relative to the mandible, tongue root
advancement, and hyoid height for Subject 1.
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Figure 5.2 The tongue position in each of the five front vowels, and the
relation between (on the ordinate) tongue height, and (on the abscissa)
mandible height, tongue lifting relative to the mandible, tongue root
advancement, and hyoid height for Subject 2.
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Figure 5.3 The tongue position in each of the five front vowels, and the
relation between (on the ordinate) tongue height, and (on the abscissa)

mandible height, tongue lifting relative to the mandible, tongue root
advancement, and hyoid height for Subject 3.
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Figure 5.4 The tongue position in each of the five front vowels, and the
relation between (on the ordinate) tongue height, and (on the abscissa)
mandible height, tongue lifting relative to the mandible, tongue root
advancement, and hyoid height for Subject k.
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Figure 5.5 The tongue position in each of the five front vowels, and the
relation between (on the ordinate) tongue height, and (on the abscissa)
mendible height, tongue lifting relative to the mandible, tongue root
advancement, and hyoid height for Subject 5.
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Figure 5.6 The tongue position in each of the five front vowels, and the
relation between (on the ordinate) tongue height, and (on the abscissa)
mandible height, tongue lifting relative to the mandible, tongue root
advancement, and hyoid height for Subject 6.
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degree of advancement of the tongue root, and the relative height of the
hyoid. Each of the six subjects will be discussed separately, since (as
may be seen from even a cursory glance at figures 5.1 through 5.6) there
is a considerable degree of variation in the articulatory gestures used
by the different subjects.

Subject 1, Figure 5.1. This subject steadily decreases the tongue height
for each of the five front vowels. Accompanying these movements are almost
equally steady increments of jaw opeing. This subject also controls the
tongue position by increasing the pharynx width (advancing the tongue
root) in accordance with the tongue height required except in the case

of /u/. But (as may be seen from the second graph) he makes little use

of the possibility of lifting the tongue within the mandible. The hyoid
bone does not seem to have been moved independently from the tongue root;
it seems that this subject uses the genioglossus and geniohyoid muscles
synergistically. But he also seems to at least maintain the downward

pull of the thyrohyoid muscle so that as the hyoid bone is pulled forward
it must also move downward. For this subject hyoid height and vowel height
are inversely correlated.

Subject 2, Figure 5.2. This subject makes larger variations in tongue

height than subject 1. But his jaw movements are about the same size.

He makes considerable use of the tongue body lifting mechanism in the

two tense vowels (those in heed and hayed). He also has a greater pharynx
width in these two vowels than in the other three. He has a very similar
tongue shape in each of the lax vowels in hid, head, and had, and distinguishes
between these three vowels largely by Jjaw position. As is the case for sub-
ject 1, the hyoid movement is similar to that of the root of the tongue,

and is inversely correlated with tongue height. Note that this subject

has a higher tongue position in /e/ than in /u/.

Subject 3, Figure 5.3. This subject, like the previous one, distinguishes
the tense vowels in heed and hayed from the corresponding lax vowels in
hid and head by increasing the pharynx width and (to a lesser extent) by
lifting the tongue within the mandible. But the graphs show that unlike
the previous subject he distinguishes the two tense vowels from one an-
other not so.much by the lifting and advanced tongue root mechanisms, but
by large variations in jaw position. The three lax vowels in hid, head

and had are distinguished from one another both by large.variations in

jaw opening and by variations in the advancement of the ﬁéﬁgue root. For
the lax vowels these two mechanisms are more than enough to account for the
variations in tongue height, and consequently, both for /i/ and(to a lesser
extent) for /¢/ there is less lifting of the tongue within the mandible
than might be expeeted. The lifting feature is actually negatively cor-
related with tongue height for the lax vowels. Again, as with the first
two subjects, the hyoid movements are in accordance with a synergistic
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action of the genioglossus and geniohyoid muscles, and hyoid height is
negatively correlated with vowel height.

Subjeet L, Figure 5.4. This subject has two distinet sets of jaw posi-
tions, one for the high vowels /i,. / and the other for the non-high

vowels /e,e,2/. From the graphs one may see that the members of each

set are distinguished from one another principally by the lifting mechanism.
Note that the differences in mandible position are so large that there

have to be compensatory actions of the lifting mechanism; considering

the high vowels /i,t/ as a group and the low vowels /e,t,2/ as a group,

this mechanism is negatively correlated with vowel height. The high

vowels /i,i/ are further distinguished from one another both by very

small differences in jaw opening and by considerable differences in

tongue root advancement; and among the non-high vowels /e,tc,®2/ there are al-
so small differences in jaw opening distinguishing /e/ from /e/, and

in tongue root advancement distinguishing /e/ from /2/. The movements

of the hyoid bone are more difficult to interpret; but, unlike the

previous subjects, this subject does not have a systematiec negative
correlation between tongue height and hyoid height.

Subject 5, Figure 5.5. This subject is like subjects 2, 4, and 6 in

that his vowel in hZayed is higher than that in hid. But he is unlike

any of the previous subjects in having a lower position of the jaw

for /i/ than for /i/ and a lower position for /e/ than for /e/. In

these pairs of vowels the differences in tongue height are in the same
direction as those of other subjeets; so in these pairs of vowels this
subject has a negative correlation between tongue height and mandible
height. There is compensation for the overly large jaw openings in /i/
and /e/ in that there is more use of the lifting mechanism in these vowels
than in the others. 1In comparison with other subjects he does not have
very large variations in pharynx width. The small pharynx width varia-
tions between the tense vowels /i,e/ and their lax counterparts /i,e/

mey be due to the extreme use of the lifting action of the mylohyoid
muscle, rather than the advancement of the tongue root by means of the
action of the genioglossus muscle. As in the case of the previous subject,
the movements of the hyoid are hard to interpret.

Subject 6, Figure 5.6. This subject makes the clearest articulatory
distinetion between the set of tense vowels and the set of lax vowels.
He is like the previous subject in having a negative correlation between
mandible height and tongue height in each of the tense-lax pairs /i-t/
and /e-€¢/. But he is unlike subject 5 in that he compensates for the
comparatively lower jaw position in each of the tense vowels by large
tongue root movements increasing the pharynx width, as well as by lifting
the tongue. He distinguishes the lax vowels from one another by large
variations in jaw opening, which are used in conjunction with some com-
pensatory actions of the lifting mechanism. The tense vowels are also
distinguished from one another by jaw position. The hyoid position is
virtually the same for all vowels except for /e/, in which it is some-
wvhat lower.
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The relation between (on the ordinate) tongue height, and (on the abscissa)
mandible height,tongue 1lifting relarive to the mandible, tongue root advancement, and

hyoid height for all six subjects.
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Table 1. Multiple correlation analyses of each subject, showing (a) regression
coefficients, and (b) partial correlation coefficients for I Mandible height,
advanced tongue root, and hyoid height, and II Tongue lifting within the mandible
advanced tongue root and hyoid height, the dependent variable always being tongue
height,

Mandible height U5 -.43 67 .09 -.35 Lo
.73 -.29 .59 .70 -.87 .96
Advenced tongue U6 .33 .68 1.59 3.7k 1.15
root T .37 en .99 .99 .99
Hyoid height .09 -1.89 .39 1.36 1.50 1.1k
.29 -.59 15 .98 .99 .89
Mult, corr. -
coeff, «9927 .9893 .9286 .9949 .9998 «9990
IT .
= D Rl it = TR S LT
Tongue lifting -.15 .65 .65 ~.08 .28 -.62
-016 o88 u56 -063 093 - 89
Advanced tongue .69 -.1h -.21 1.7 2.72 1.88
root .80 -.31 -1k .99 99 .98
Hyoid height 11 =1.50 -1.6 1.50 1.07 1.94
.26 -.96 -.61 <99 .98 .98

Mult. corr.
coeff., .98L9 997k .924h9 .9939 «9999 .9973

P e e _________________
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Statistical analysis

The data we have been considering may be discussed in statistical
terms. The first point to consider is the extent to which the tongue
height can be predicted from the other four variables: Jaw opening, pharynx
width, tongue lifting, and hyoid height. As an aid in this discussion
the data from Figures 5.1-5.6 is consolidated in Figure 6. We cannot
determine a meaningful multiple correlation coefficient between the
four varisbles and the tongue height. By our system of measurement the
degree of jaw opening and the degree of tongue lifting within the man-
dible are bound to add up to exactly the recorded tongue height. If
both of these variables are included in an analysis we will inevitably
find that there is a perfect correlation between tongue height and those
two measures. Accordingly in determining the extent to which our varisbles
can be used to predict tongue height, we investigated first the relation
between tongue height and the three variables Jjaw opening, pharynx width
and hyoid height. We then made a similar comparison of the relation between tongue
height and the three varisbles tongue lifting, pharynx width and hyoid
height.

The top half of Teble 1 shows the prinecipal results of a multiple
correlation analysis involving the three independent variasbles mandible
height, advancement of the tongue root, and hyoid height; the lower
half shows the results of a similar analysis involving tongue lifting
within the mandible instead of mandible height. We will consider the
individual partiel correlation coefficients in a later version of this
working paper. For the moment we merely wish to point out that for either
set of three variables, the multiple correlation coefficient is always
highly significant for each of the six subjects. This indicates that
the four variables we have chosen are more than sufficient to account
for essentially all the possible variations in tongue height for front
vowels.

Articulatory mechanisms.

Another way of summarizing our results is by discussing them in
relation to a number of points which have been raised in the literature.
We will consider: (1) the effect of jaw opening; (2) the distinction
between tense and lax vowels; (3) movements of the hyoid bone; and (k)
the notion of a neutral position of the tongue.

Jaw opening. Lindblom and Sundberg (1971) have emphasized that the
position of the jaw may be an important determiner of the shape of the
vocal tract. Previous authors (eg Jones 1956) have described vowels in
terms of the position of the highest point of the tongue, but have drawn
diagrams which indicate that the jaw position is the same for all vowels.
This view is clearly untenable. But so, in our opinion, is Lindblom and
Sundberg's suggestion that the primary difference among the front vowels
is simply one of relative jaw opening.
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To estimate the extent to which jaw opening is used by a subject
Lindblom and Sundberg superimposed tracings of the tongue positions in
different vowels onto a fixed mandible. If the mandible position were
the only difference between members of a particular set of vowels, the
tongue shapes of a given subject when superimposed in this way should
lie on top of one another. They showed that, for their subject, the
tongue shapes did remain constant with respect to the mandible through-
out a set of front vowels. As a result they concluded that the degree
of Jaw opening was the most important difference between these vowels.

Examination of our data shows that none of our subjects behaved
in exactly this way. Even if we restrict the discussion to differences
among the lax vowels /i,e,2/, then we find that only subject 2 (and per-
haps subject 1) behave in the same way as Lindblom and Sundberg's subject.
Figure T shows that the shapes.of subjects 1 and 2 are fairly constant
with respect to the mandible for all three lax vowels, and the differences
between them can be mainly attributed to the degree of jew opening. Sub-
ject 4 has similar shapes for /e/ and /=/ but a very different shape for
/v/3 so he also could be said to be using only variations in jaw opening
to distinguish between two of these three vowels. None of the other sub-
Jects has similar tongue shapes in any of these vowels. They cannot,
therefore, be using the degree of jaw opening as the main method of dis-
tinguishing between front lax vowels.

Tense-lax distinctions. One possible correlate of this distinction
which has been suggested (Perkell, 1971; quoting a personal communication
from Halle and Stevens) is that tense vowels have an advanced tongue root.
As we have seen, at least for some speakers, advancement of the tongue
root correlates with vowel height, and may be used to differentiate all
the front vowels from one another. So this suggestion concerning tense
and lax vowels might have to be interpreted as meaning that a given tense
vowel has a greater degree of advancement of the tongue root than is com-
mensurate with its height. The previous discussion has indicated that it
is in faet true that subjects 2, 3 and 6 separate the tense vowels /i,e/
from the lax vowels /i,e,8/ by advancing the tongue root and thus increasing
the width of the pharynx. But the other subjects do not distinguish be-
tween these two groups of vowels in this way. Subject 4 separates /i/ from
/v/ by advancing the tongue root but not /e/ from /e/; subject 5 makes
very little use of the tongue root mechanism; and subjeet 1 uses it as
part of the mechanism for varying tongue height for all vowels, both tense
and lax. The feature Advanced Tongue Root has been discussed by some of
us at greater length elsewhere (Lindau et al. 1972).

Advancement of the tongue root is not the only way of bunching up
the tongue. Accordingly we may usefully compare the tongue shapes in
different vowels by superimposing the tongue shapes of the front vowels
of each subject in such a way as to maximize the degree of agreement in
the curvature of the tongue. The results of this procedure are shown in
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Figure 8. The tongue shapes in the front vowels of each subject, superimposed in
such a wey as to maximize the degree of agreement in the curvature of the tongue.
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Figure 8. Subject 1 clearly has a different curvature in /i/, and also
has a slightly greater curvature in /i/ and /e/ (which are very similar
to one another) than in /e/ and /2/. Subject 2 has a slightly more
bunched tongue in /i,e/. Note also in this subject and seversl of the
others that we achieve the degree of agreement in curvature by rotating
the diagram of the tongue shape, so that the root is lower for high
vowels. When the tongue is rotated in this way subjects 3 and L4 each
have essentially only one tongue shape in all the front vowels. Subject
> has slight differences between the tense and lax vowels, and subject 6
has a very clear difference in curvature for the two sets of vowels,

Hyoid-height. The hyoid bone is closely joined to the thyroid
cartilage. Consequently raising the hyoid bone might well lead to an
upward pull on the thyroid cartilage; and this, in turn, might lead
to the vocal cords being stretched so that there is an increase in pitch.
It has been suggested by Ladefoged (1964) that a mechanism of this kind
would account for the increase in pitch which has often been noted in
high vowels (Lehiste 1970). We have not yet measured the fundamental
frequency of our subject's vowels, but if they have the normal increase
in pitch then Ladefoged's explanation is erroneous in that for the majority
of our subjects the hyoid position is inversely correlated with vowel
height. We must admit that we find the movements of the hyoid bone (and,
incidentally, the increases in pitch commonly observed in high vowels)
somewhat mysterious. The hyoid obviously can be pulled downwards so that
the whole body of the tongue is lowered. Movements of this kind can be
used to compensate for an advancement of the tongue root and thus allow
an increase in pharynx width without a concomitant increase in tongue
height. This mechanism is used to differentiate classes of vowels in
some languages (Lindau et al.1972). Thus in Twi (an African language
of the Akan family) there are two sets of vowels, the one being distin-
guished from the other by advancement of the tongue root. Within each
of the sets of Twi vowels, the tongue height of each vowel is characterized
by some other articulstory gesture, such as jaw opening. The Twi data
indicate that in some languages variations in pharynx width and varia-
tion in jaw opening can be used independently to produce systematic
linguistic distinctions. In these languages they cannot be used to com-
pensate for one another.

Neutral position of the tongue. It has been suggested by Chomsky
and Halle (1968) that the neutral position of the tongue is as in the
vowel /e/ as in bed. Our data give no support to the notion that the
tongue should be in the neutral position in bed.

Auditory control of speech

The data we have been discussing clearly show that perceptually
similar vowels may be produced by articulatorily different gestures.
The vowels were all pronounced in normal utterances in which the subject
was not constrained to behave in any particular way. Until we have
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examined further utterances by the subjects we cannot tell whether each
subject consistently distinguishes between these vowels in the way that
he did on the occasion when these articulations were photographed. It
may well be that subjects sometimes use one articulation and sometimes
another when making a given vowel. g

We know from an experiment by Lindblom and Sundberg (1971) that
a speaker can produce a given vowel with different articulatory gestures.
These authors constrained the degree of jaw opening by putting a wedge
between the subject's teeth. They showed that a subject could produce
a given vowel with many different jaw openings: moreover the tongue
must have been in the correct position for a given vowel before any sound
was made, since acoustic measurements showed that the requisite vowel
quality was present during the first period of the sound; there can have
been no question of the subject modifying the vowel guality as a result
of auditory feedback.

In considering how we can account for all the facts about the pro-
duction of vowels, it is useful to recall what the Haskins Leboratory
group have said about the perception of consonants. According to Liberman
et al (1962) "articulatory movements and sensory feedback (or, more
likely, the corresponding neurological processes) become part of the per-
ceiving process, mediating between the acoustic stimulus and its ultimate
perception”. We would feel that it is equally true that acoustic pro-
perties and their sensory counterparts (or, more likely, the corresponding
neurological processes) become part of the producing process, mediating
between the possible articulatory gestures and their ultimate production.
Articulatory gestures are organized within the sensory-motor cortex. The
information availasble at this level includes not only sensory feedback
information revealing dynamic and static information about the state of
the muscles, but also neural projections from the auditory cortex. A
speaker may be able to use an auditory image to arrive at a suitable
tongue position without reference to any stored pattern of articulatory
gestures.

This hypothesis 1is supported by the facts of language acquisition.
When a child learns to talk he has no direct access to knowledge of the
positions of the tongue which may be involved. He is constrained by
physiological limitations so that often it is possible to make a given
sound only by a specific articulatory gesture; and in these circumstances
he may bulld up a specific articulatory image for a given phonetic unit.
But in the case of vowels it is quite possible that he may learn to produce
2 given auditory image without using & specific articulatory image.

Phonological studies (Ladefoged 1971) also indicate that on some
occasions the sound patterns which can be observed in languages are more
easily explicable by reference to acoustic rather than to articulatory
data. This is particularly true for phonetic and phonological phenomena
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involving vowels. Thus Liljecrants and Lindblom (in press) has shown how
it is possible to account for the voealic patterns which ocecur in dif-
ferent languages by reference to their acoustic properties.

Phoneticians usually deseribe vowels in terms of the position of the
highest point of the tongue, and in terms of the degree of lip rounding.
These traditional terms are best regarded as labels for auditory phenomena,
rather than precise descriptions of vocal tract shapes. They are reason-
ably appropriate in discussions of the front vowels we have been con-
sidering. But they cannot be so easily applied to all vowels. In fact,
if we consider the total range of possible vowel sounds, then two of the
traditional terms are more clearly correlated with acoustic rather than
articulatory measures. Thus formant one is correlated with so-called
vowel height:; and the distance between formant one and formant two is
correlated with the traditional front-back dimension. But there is no
uniform acoustic correlate for the third traditional dimension, the degree
of lip rounding. Nevertheless the degree of lip rounding is undoubtedly
an important attribute of vowels, playing a major role in many phono-
logical rules. Since it has no uniform auditory or acoustic correlates,
it is at least possible that it is simply an articulatory property. In
summary, vowels cannot be adequately described using only acoustic terms;
nor can they be described entirely in articulatory terms. Listeners and
speakers (and languages) organize two aspects of vowel quality primarily
in auditory/acoustic terms and have a third feature which is organized
primarily in articulatory terms.

Considerations of this kind lead us to suggest that it is inap-
propriate to speak of a dichotomy between auditory and articulatory theories.
At the sensory-motor level of the cortex, which is where phonetic units
are encoded for the production of speech, both articulatory and auditory
images are available; and similar images are probably used in the process
of decoding incoming speech signals. Human beings are not maximally
efficient encoders and decoders, using only the minimum smount of in-
formation. Speech is a highly redundant system at all levels, and is best
described in terms of an auditory-motor theory of speech production and
perception.
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The Feature Advanced Tongue Root
Mona Lindau, Leon Jacobson, and Peter Ladefoged

[Expanded version of a paper given at the 82nd meeting of the Acoustical
Society of America, October 1971]

Introduction. This paper discusses some phonetic mechanisms that are
used to distinguish between sets of vowels. In some African languages
two sets of vowels are used in what is called vowel harmony: only
vowels belonging to the same set will occur in the same word. In a
typical vowel harmony language there are eight or nine distinet vowels,
four or five occuring in one set of words, and the other four or five
occuring in the other.

The feature which distinguishes between the two sets of vowels
has been deseribed in terms of a number of phonetic mechanisms,
Christaller (1875) distinguishes the two sets by 'tongue height' for
Twi; while Welmers (1946) introduces the suprasegmental feature 'raising'
for this distinction in Fante. Berry (1955) claims that the vowel sets
exhibit different phonation types--the tense vowels being accompanied
by a "dull and breathy voice" and the lax vowels by a "tight or creaky
quality of voice." The terms 'tense' and 'lax' were used by Schachter
and Fromkin (1968) as phonological classifiers with no claims regarding
their phonetic content. Chomsky and Halle (1968) introduce the feature
'Covered' and define 'covered' sounds as "...produced with a pharynx
in which the walls are narrowed and tensed and the larynx raised;"
'uncovered' sounds are described as "...produced without a special
narrowing and tensing in the pharynx" (p. 315). No examples are given
so it is ambiguous which set 'covered' is supposed to represent, partic=-
ularly since Chomsky and Halle obfuscate the issue by associating the
dull quality with covered vowels. Where the dull or breathy phonation
is mentioned elsewhere it refers to the set that also is tense, or raised,
or has a wider pharynx.

Ladefoged (196L4) and Stewart (1967) put forward the hypothesis that
vowel harmony is conditioned by differences in pharynx width controlled
by advancing the tongue root. They point out that the differences between
the two sets of vowels in some languages cannot be satisfactorily described
in terms of tongue height. Halle and Stevens (1969) support this notion
and suggest a revision of the feature system by replacing the ill-defined
feature Covered with the feature Advanced Tongue Root.

Halle and Stevens (according to Perkell, 19T71) recently suggested
that the feature Advanced Tongue Root alsc substitute for the feature
Tense, at least for nonlow vowels. The feature Tense is commonly used
in the description of many languages, such as English, which do not have
vowel harmony systems of the kind deseribed above. Evidently Halle and
Stevens argue that the same phonetic mechanism, advancing the tongue root,
is used in both English and West African languages. We presume this
claim can be generalized to other Germanic languages with vowels similar
to those of English, and to those East African languages that have a vowel
harmony similar to that of West African languages.
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Figure 1. The major forces affecting the position of the tongue. (1)
Jaw opening; (2a) M. Genioglossus; (2b) Affect of (2a); (3) M. Stylo-
glossus; (4) M. Glossopharyngeus; (5) M, Hvoglossus; (6) M. Mylohvoideus;
(7) M. Longitudinalis inferior; (8) M. Longitudinalis superior; (9) M.
Verticalis; (10) M. Lateralis; (11) Forces affecting the hyoid: (a) M,
Geniohyoideus; (b) M. Stylohyoideus; (c) M. Thyrohyoideus.
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In summary, therefore, we may note that there are two claims which
can be made about the feature Advanced Tongue Root. 1) It is a feature
which distinguishes between vowels in some way other than the ways in
which other features such as High and Low can be used to distinguish
between vowels. 2) The so~called tense vowels in English and other Germanic
languages differ from the so-called lax vowels in the same way as the
vowels differ in the vowel harmony sets in African languages.

Before we can evaluate the hypothesis that Advanced Tongue Root is
a feature with phonetic correlates which are distinguishable from those
of other features such as High and Low, we must consider the ways in
which the height of the tongue can be varied. Figure 1 is a simplified
diagram of the major forces affecting tongue shape.

Tongue height can be varied by movements of the jaw: raising and
lowering the mandible will differentiate tongue heights. Since the
effective hinge of the mandible is above and behind the tongue, lowering
the mandible will necessarily lower the front part of the tongue more
than the back part of the tongue. It will also cause the back part of the
tongue to retract, so there is less space for variation of the sagittal
cross-dimension of the pharynx for low vowels than for nonlow vowvels. We
have so far excluded low vowels in this investigation.

Tongue height can be varied by the pulling forward of the tongue
root by the genioglossus muscle., A pull in this direction compresses the
tongue within the mandible. But since the mass within the mandible must
remain constant, the effect of simply rulling the tongue root forward is
that the front of the tongue is displaced upward as indicated by the
dashed position of the tongue, and the arrow marked 2b in figure 1.

Tongue height can be varied by the action of the mylohyoid, which
lifts the whole body of the tongue up from the mandible, and the bunching
up and resultant 1lifting of the tongue by the styloglossus muscle, which
varies tongue height for back vowels by an upward and backward pull.

In theory then, a speaker can control tongue height by the use of
three forces, either singly or in combination: opening the jaw, advancing
the tongue root, lifting the tongue.

Now, returning to the first part of the hypothesis, we can see that
in order to demonstrate that movement of the tongue root serves some function
other than varying tongue height, one would have to show that the variations
in tongue height in a given set of vowels can be accounted for in some
other way. To demonstrate the second part of the hypothesis, the part
that was suggested neither by Ladefoged nor Stewart, but only by Halle
and Stevens, the independence of tongue root advancement from height of
the tongue would have to be shown for Germanic languages as well as for
African languages.

Analysis. In order to investigate the feature Advanced Tongue Root, we
analyzed radiographic data from two West African languages, two East
African languages, and two European languages. For the West African
languages we used two languages of the Akan group, the Akyem dialect of
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gestures.
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Points and measurements used in quantifying articulatory
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Asante Twi and Igbo. The East African languages were Dho-Ino (Western
Nilotic) and Ateso (Eastern Nilotic); these two languages are not related
to the West African languages of this study, and are only distantly
related to each other, The European languages were English and German.

For Twi and Ateso the data were obtained by radiography of sustained
vowels, Both subjects had had some phonetic training, and we ensured that
the sustained vowel was in fact of the intended vowel guality.

For Dho-Luo, the data were obtained by cineradiography. The text
consisted of a list of words illustrating the harmonizing vowels. Simulta-
neous oscillomink recordings were made of the audio signal and of the frame
counter attached to the camera. A steady state portion of each vowel was
located on the film and a tracing was made of that frame. For Igbo we

sed the cineradiography data described in Ladefoged (196L). All these
African languages exhibit vowel harmony so that a word contains vowels
from one or the other of two sets. In this paper we will refer to the
two sets as 'tense' and 'lax'. We emphasize that we use these terms only
ag labels for separating the sets.

For German our data consists of the X-rays published by Wingler (1961),
while our data for American English consist of tracings from a cineradio-
graphic film of six speakers saying sentences illustrating ten English
vowels (Ladefoged, et. al., 1971).

Figure 2 shows the points used for measuring articulatory gestures.
The starting point for two of the measurements is an arbitrary plan
A-A', parallel to the floor of the nasal cavity. The highest point of
the tongue (marked B) is defined in accordance with traditional phonetic
practice as the highest point with reference to an arbitrary plane parallel
to the floor of the nasal cavity (A-A')., Point B is also usually close to
the point of maximum constriction of the vocal tract. Our measure therefore
defines a critical point in the determination of the acoustic structure of
the sound, as well as a point with articulatory significance.

The degree of jaw opening is determined by taking an arbitrary point
on the mandible (marked C) and measuring the distance A-C. Point C is
chosen so that it is immediately below the median position of B in the
vowels under consideration for each speaker. In this way we can regard the
distance A-C as a true index of the influence of jaw opening on tongue
height. We also measure B~C to get an indication of how much the tongue
is lifted within the mandible. The degree of tongue root advancement is
determined by measuring the distance between an arbitrary point E on the
surface of the tongue 18mm above the root of the epiglottis, and a fixed
point D on the anterior aspect of the mandible near the origin of the
genioglossus muscle on the posterior aspect of the mandible.

The measurements are on the same scale for each subject, but only
relative comparisons can be made across subjects. The results of the
measurements were plotted with tongue height on the abscissa against jaw
opening, lifting, and advanced tongue root on the ordinate (figures L, T,
and 8). The vowel symbols are raired in terms of tense and lax, the lax
ones being marked with a subscripted comma. The correlation between
tongue height and each of the other features shows to what extent that
feature contributes to tongue height. TFor example, a nonsignificant
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correlation between tongue height and advanced tongue root demonstrates
that advancing the root of the tongue does not contribute to the tongue
height, in which case the advanced tongue root may constitute a separate
articulatory mechanism from that of tongue height. On the other hand,

a significant correlation between tongue height and advanced tongue root
means that the advancing of the tongue root contributes to raising the
height of the tongue and therefore it is not a separate feature.

Results. TFigure 3 shows the articulatory positions of the two sets of
vowels in Twi.¥* The tracings are made with reference to the maxilla. 1In

each pair the pharynx is considerably widened by advancing the root of the
tongue in the tense vowel. A slight lifting of the tongue occurs with

the advanced tongue root, only in the case of /o/. The other pairs of
vowels have similar tongue heights, so it seems very likely that the
advanced tongue root is not employed to control tongue height but can

be used to control tenseness.

Figure 4 shows the functional relationships between tomgue height
and jaw opening, lifting, and advanced tongue root of the Twi vowels.
The only significant correlation is between tongue height and jaw opening
(correlation coefficient 0.75, p< ©.05). Jaw opening is the main control
of tongue height. The lifting factor does not contribute to the height
of the tongue, but it is of interest to point out that, except in the
case of /i/ and /i/, the speaker tends to use lifting of the tongue body
antagonistically to jaw opening to control tongue height. This is illus-
trated by the negative correlation between lifting and jaw opening in
Figure 5. When /i/ and /i/ are excluded from consideration, the negative
correlation is significant (correlation coefficient 0.94, p< 0.002). The
speaker trades off an increase in jaw opening with an increase in tongue
lifting; that is, the lower the jaw is, the higher the body of the tongue
tends to be lifted above the mandible. In controlling tongue height with
Jaw opening this speaker apparently overdoes the gesture to some extent,
so the lifting mechanism is employed in compensation. (The notion of
compensatory articulations between jaw opening and tongue shape was
recently discussed by Lindblom and Sundberg (1971).

Although there is a considerable range of variation of the tongue
root, it does not contribute significantly to the tongue height. Advancing
the tongue root is clearly used to separate tense and lax vowels in Twi.
It can be seen from the graph in Figure 4 that all the tense vowels have
& more advanced tongue root than all the lax vowels. A matched t-test
shows that the difference in tongue root advancement between tense and
lax vowels is significant (p< 0.025). Associated with the advanced tongue
root of the tense vowel set there is also a consistent lowering of the
position of the hyoid and the larynx. The gesture of advancing the tongue
root seems thus to involve at least the genioglossus, the sternochyoid, and
the sternothyroid muscles.

¥ This is not the set of all vowels in Twi. We have excluded the low
vowels.
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The original data published by Ladefoged (196L4); here reproduced
in Figure 6 of Igbo vowels indicate that the harmonizing set of the high
vowels are partly differentiated by the mechanism of advanced tongue
root. The nonhigh vowels do not all use this feature, however. Instead,
/e/ and [a/ are differentiated by jaw opening.

Figure T shows tongue height related to jaw opening, lifting, and
the advancement of the tongue root, for Dho-Luo. Here the situation for
control of tongue height is more complex. The correlations between
tongue height and jaw opening, and between tongue height and lifting
are both very small and nonsignificant (correlation coefficients 0.3,
p< 0.2 and 0.6, p< 0.2, respectively); and there is no significant
correlation between tongue height and advanced tongue root. How does
this speaker control tongue height? In the plot of tongue height against
lifting, the tense [u] is the vowel that deviates most from the regression
line. If tense [u] is disregarded the correlation between tongue height
and lifting improves and is highly significant (correlation coefficient
0.9, p< 0.002). Except for tense [u] then, tongue height is controlled
by lifting.

Execluding any one of the most deviant vowels in the plot of tongue
height against jaw opening does not improve the correlation between these
two variables. However, if all the back vowels are considered in isola-
tion, they are found to be almost on a straight line. So for back vowels,
Jjaw opening also contributes to attaining the required height.

The difference in advanced tongue root between tense [u] and lax [y]
is considerably more than between any of the other pairs. By advancing
the tongue root more for the tense [u] the speaker compensates for the low
1lift above the mandible. In summary, tongue height for front vowels in
Dho-Luo is attained by lifting; tongue height of back vowels except [u]
by lifting and jaw opening; and tongue height of [u] by jaw opening and
advanced tongue root.

Again, advancement of the tongue root separates the two classes of
vowels in this language. The difference between the tense and lax vowels
is significant (p< 0.05). Together with the lack of significant correla-
tion between tongue height and tongue root it could support a claim that
the distinctive feature for the two harmonizing sets of vowels in Dho-Luo
is Advanced Tongue Root.

The results from Ateso are shown in Figure 8. Both the correlations
between tongue height and 1lift, and between tongue height and advanced
tongue root are high (correlation coefficient are 0.9 and 0.8, respectively)
and at significant levels (p< 0.01 for both). Jaw opening is not used
systematically for varying tongue height (correlation coefficient 0.5, ns).
Note also that this speaker makes use of compensatory articulation. When
the jaw opening is too small in [g] the tongue is lifted more than ex-
pected. Tongue height in Ateso is a result of the combined effects of
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lifting and advanced tongue root. This is an example of a language where
the vowel harmony sets are not distinguished by any separate mechanism
of the tongue root, but all vowels differ by the height mechanism only.

In Twi an advanced tongue root is accompanied by a lowered hyoid bone
and larynx. This does not happen in Ateso. The heights of the hyoid
bone and larynx remain the same for tense and lax vowels of the same
pair. Our data from Igbo and Dho-Luo do not include the hyoid and the
larynx.

Figure 9 shows the results for German. In this language the tense
vowels differ from the lax vowels in quantity as well as quality: the tense
vowels are noticeably longer than the lax vowels, as well as having a
slightly higher tongue position. Before we can say that the lax vowels and.
the tense vowels differ in terms of the feature Advanced Tongue Root,and
not by the feature of height, we have to see whether advancing of the
tongue root is the general mechanism for making all height distinctions
in German.

The results are similar to those of Ateso. The subject does not
use jaw opening in any consistent way in achieving different tongue
heights. Tongue height is attained by lifting and by advanced tongue root,
both of which are strongly correlated with tongue height (both correlation
coefficients are 0.9, p< 0.002). The difference in advanced tongue root
between the tense and lax vowels is nonsignificant. Note too, that the
range of variation of advanced tongue root in Germen is only fractionally
larger than that of tongue height, while for Twi and Dho-Luo the varia-
tion of advanced tongue root was considerably larger than that of tongue
height. These two facts indicate that advanced tongue root is not a
separate feature in German. The mechanism is used (at least by this one
speaker), but all it does is contribute to tongue height. The difference
in vowel quality between long and short vowels in German is simply one
of vowel height, which is what some investigators of phonetics have
suggested (e.g. Wingler).

An account of our analysis of the vowels of six speakers of American
English is presented in more detail elsewhere (Ladefoged, et al., 1972).
The main result relevant to this paper is that there is a substantial
variability in the mechanisms used to distinguish between vowels. Tongue
height is attained by different combinations of jaw opening, 1lifting,
and advanced tongue root for different speakers. Three of our six speakers
do indeed separate out the vowels in heed and hid, and the vowels in hayed
and head, by making the vowel in the first word of each pair with a more
advanced tongue root. But even these three speakers do not all distinguish
between a pair of back vowels such as those in who'd and hood in the same
way. And the other three speakers do not make consistent differences be-
tween any pair of tense and lax vowels solely by advancement of the tongue
root.
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To recapitulate, tongue height in Twi is controlled by jaw opening
interacting with lifting in Dho-Luo by combinations of lifting, Jaw
opening and advanced tongue root, in German by lifting and advanced tongue
root. When more than one speaker was used from English it was found
that all three mechanisms may contribute to tongue height.

Discussion. The African languages under consideration exhibit vowel
harmonies that are structurally similar to each other. Part of the task
of a systematic phonemic representation is to make possible comparisons

of the operation of the "same phonological rule" across languages. There-
fore it becomes desirable to represent the conditioning factor of vowel
harmony with a uniform feature, so that this structural similarity can be
represented in the grammar. The phonetic level includes a specification
of what phonetic mechanisms are involved, but the phonetic interpretation
of the vowel harmony feature will not be the same in the different languages.
In Twi and Dho-Luo the articulatory mechanism is Advanced Tongue Root, in
Ateso it is Tongue Height, and in Igbo it is partly Advanced Tongue Root,
partly Tongue Height. This leads to positing different representations

of vowel harmony at different levels in the phonology. At the lexical

and systematic phonemic levels it is represented by an abstract cover
feature (Cf. Ladefoged, 1972). At a later stage interpretive rules

assign the cover feature to some possible phonetic mechanism(s). The
diagram below illustrates this model.

Systematic phonemic
representation:
Cover feature Tense-Lax

Phonological

Phonetic representation '

ﬁférpretive
ruleg////

Advanced Tongue
Tongue Root Height

v b

Advanced | {Jaw Lifting
Tongue Root| }Opening )
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The phonological feature of vowel harmony can in the case of Twi be
interpreted as a phonetic feature Advanced Tongue Root with a fairly
simple relation to an articulatory gesture that pulls the root of the
tongue forward and simultaneously lowers the hyoid and the larynx. In
Ateso the articulatory mechanism of vowel harmony cannot be distinguished
from that of Tongue Height. This feature bears a much more complex rela-
tion to articulatory gestures than the feature Advanced Tongue Root. It
may involve the same articulatory mechanism as for Advanced Tongue Root,
and in addition gestures of jaw opening and lifting.

The previous discussion has assumed that the "phonetic mechanism" is
articulatory in nature, and that what the speaker tries to accomplish,
his phonetic target, is an articulatory gesture. As a result we find
rather complex relationships between a phonetic feature and vowel targets
in different languages, and even between different vowel targets of one
speaker. The obvious next question to ask is whether these relationships
are simpler if we instead assume that vowel targets are acoustic.

Figure 10a shows the formant chart of Igbo (Fig. 13 in Ladefoged,
1964, and Fig. 10b), the charts for Ateso, Twi, and Dho-Luo. The formants
are measured from the midpoint of the vowels in words. The set of 'tense'
vowels are connected with a straight line, and the set of 'lax' with a
broken line.

The first formants of the back vowels for Ateso differ somewhat more
than the first formants of the back vowels for Igbo, but the overall
pictures of the acoustic spaces are very similar. Igbo and Ateso both
have the 'tense' vowels inside the space of the 'lax' vowels. The F. -

F,, space of Dho-Luo resembles that of Igbo and Ateso. The only tense vowel
tgat is not inside the space of the lax ones is [u], where the second for-
mant is too low. This could however be a result of the fact that [u] is
the only vowel in Dho-Luo where an advanced tongue root participates in
attaining tongue height.

The formant chart of Twi displays a different picture of the relation
between the two vowel sets. The main difference is due to the first for-
mant. The first formant of all the tense vowels is lower than the first
formant of all their lax counterparts. The same result was obtained after
an acoustic analysis of the vowels of three other Twi speakers. The Twi
chart exaggerates, as it were, the acoustic distinction between tense and
lax vowels. Twi is also the only language where the pharynx width in the
vicinity of the tongue root is greater for all tense vowels than for all
lax vowels. Igbo and Dho-Luo have a more advanced tongue root for tense
vowels than for their lax counterparts, but the tongue root mechanism
does not separate out all tense vowels from all lax vowels.



93

In summary, the articulatory data of Twi demonstrate that an
advanced tongue root separates out all tense vowels from all lax vowels.
In Twi the advanced tongue root is also accompanied by larynx lowering
which further enlarges the pharyngeal cavity. This mechanism contributes
nothing to tongue height. When the acoustic data are considered we also
find one factor, the first formant, that separates out tense and lax
vowels. Thus the phonological feature of vowel harmony in Twi could
be attributed in a fairly simple manner to either an articulatory para-
meter of advanced tongue root and lowering of the larynx, or to an acoustic
parameter of a downward shift of Fl.

The results of the articulatory data of the other African languages
show that in Ateso the two sets differ by the height mechanism, in Igbo
some vowels differ by height, others by the tongue root mechanism, and
in Dho-Luo the advanced tongue root separates each tense vowel from its
lax counterpart, but it does not separate all tense vowels and all lax
vowels as in Twi. In spite of all the separate articulatory means in-
volved the acoustic formant spaces look very similar in all three languages.
The tense vowels are "inside" the space of the lax vowels. The first
formant does not separate out the two classes of vowels unambiguously,
and tenseness becomes confused with the dimension of acoustic vowel
height.

Conclusion. When the phonological feature Vowel Harmony is interpreted

in articulatory terms the four African languages result in four dif-
ferent interpretations. If the phonological feature is interpreted with
reference to acoustic parameters the relation between the abstract cover
feature and its interpretation becomes much simpler. Two patterns can be
distinguished: one where all tense vowels have a lower first formant than
lax vowels, and another where the tense and lax vowels seem to be on a
dimension that is very similar to vowel height. Looked at from the point
of view of a model of speech production this provides support for the
claim that what a speaker aims at in vowel production, his target, is a
particular configuration in an acoustic space where the relations between
formants play a crucial role. The nature of some vowel targets is much
more likely to be auditory than articulatory. The particular articulatory
mechanism a speaker mekes use of to attain a vowel target is of secondary
importance only.

The variation among speakers of English should lead us to view all
our data on other languages with caution. We are currently recording
additional speakers of these languages. But at the moment all our remarks
on other languages should be regarded as indicating simply what is possible.
Thus we can say that the first part of the original hypothesis is sup-~
ported and there may be a feature of advanced tongue root at work in some
languages. Three of the four speakers of the African languages considered
use it to distinguish their vowel harmony sets. But it clearly cannot be
used in a feature system to replace all cases of what have previously
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been called tense-lex distinctions among high vowels, which is the
second part of the hypothesis suggested by Perkell (1971). Some tense-
lax differences between vowels, as in Ateso and German, and probably as
in English, are better interpreted in terms of tongue height and length
differences.
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John Okeju, Achola Pala, Edward Twum-Akwaboah for their invalusble
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The Three Glottal Features

Peter Ladefoged

[Expanded version of a paper presented at the 82nd Meeting of the Acoustical
Society, October 1971.]

In this paper I will consider the linguistic aspects of speech that
are controlled by the actions of the larynx. In doing so I am to a great
extent restating a position which I have documented from a linguistic point
of view in an earlier monograph (Ladefoged, 1967) and in its latest revision
(Ladefoged, 1971). In the present paper I will contrast this position with
some recent suggestions by Halle and Stevens (1971).

The glottis viewed from above is 1like a triangular slit. The two prin-
cipal forces acting on it are shown very schematically in Figure 1. One force
causes it to be stretched in the anterior-posterior dimension (in the direct-
ion of the line a=a') mainly by varying the position of the thyroid cartilage.
The other force results in the movement of the arytenoid cartilages, along the
lines shown as b-b', thus decreasing or increasing the length of the base of
the triangle. There are, of course, numerous other forces acting on the glot-
tis. For example, there are movements in the vertical dimension, which cannot
be shown in Figure 1. To the best of my knowledge none of the other possible
movements are used linguistieally indevendently of the two forces we have dis-
cussed, In fact, even these two forces interact, in that movements of the ary-
tenoids obviously also affect the length of the glottis.

There are three ways in which languages use laryngeal features. In the
first place, all languages make syntactic differences between utterances by
varying the PITCH. Some languages also use pitch differences to make lexical
contrasts. The mechanisms for varying the pitch of the voice are well known
and need not be considered in detail here. The most important is the stretch-
ing of the vocal cords principally in the anterior-posterior dimension, through
the action of the forces along a-a'; one of the most dramatic visual changes in
the appearance of the glottis is the increase in length which occurs with an in-
crease in pitch. Along with the stretching of the glottis in the anterior-post-
erior dimension shown in the figure, there may be some stretching in the superi-
or-anterior dimension (not shown) due to the raising of the larynx. Pitch changes
are also the result of tensing the vocal cords by means of the intrinsic muscles,
which can thus vary the mass which is able to vibrate. In addition the rate of
vibration depends on the size of the Bernoulli effect which causes the vocal cords
to be sucked together. The size of the Bernoulli suction is proportional to the
rate of flow of air through the glottis. The rate of flow of air depends in part
on the subglottal pressure —~ a parameter which will not be considered further in
this paper where we are exclusively concerned with laryngeal features. But it is
also partially dependent on the position of the vocal cords themselves, When the
glottis is spread open there is obviously a potentially higher rate of flow than
when it is narrowed. Hence, even from the point of view of laryngeal features,
we must remember that the physiological correlate of pitch wariations is not just
the muscular adjustments which can be summarised in terms of a label such as glot-
tal tension; pitch variations may also occur as a result of variations in the de-
gree of constriction of the glottis.
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Figure 1. A schematic view of the glottis showing the two principal
forces involved in linguistic contrasts., Movements along the
line a a' represent a stretching of the glottis and are associated
with PITCH features. The solid circles represent the arytenoid
cartilages; movements along the lines b b' are due to the actions
of these cartilages and represent the linguistic feature GLOTTAL

STRICTURE.
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The second way in which languages use laryngeal gestures is to vary the
phonation type. There is more speculation on this topic than on most others
in phonetic theory. What little evidence there is seems to suggest that var~
iations in phonation type are principally dependent on movements along the
lines b-b' in figure 1, just as variations in pitch are princivally dependent
on movements in the direction of the line a-a'.

In support of this contention, consider the photograph shown in figure 2
(on the facing page). These photographs, which were taken by John Ohala and
Ralph Vanderslice, show the state of the glottis in (a) voiceless sounds, such
as the voiceless vowel symbolized by /h/ at the beginning of the word hot; (b)
murmured or breathy voiced sounds of the kind that occur in Hindi and other Indo-
Aryan languages; (c) voiced sounds such as the vowel /a/ in hot; and (d) laryn-
gealized or creaky voiced sounds of thé kind that occur in Indo-Chadic languages.
Immediately below each photograph is a schematic representation of the glottis,
with the vibrating parts of the vocal cords indicated by dashed lines and the
centers of the arytenoid cartilages shown by solid circles. The distance be=
tween the arytenoids is arbitrarily taken to be 100% in voiceless sounds as in
(a). In sounds of this kind the arytenoids are far apart, and the vocal cords
cannot be set into vibration. In breathy voiced sounds as in (b) the distance
between the arytenoids is only 90% of that in (a). Because of the basically
triangular shape of the glottis, the anterior portions of the vocal cords are
now close enough together to be set into vibration. In ordinary voiced sounds
as in (c) the arytenoids are still closer together (about 75% of the distance
in voiceless sounds) so that the whole glottis is able to vibrate. Finally,
in creaky voiced sounds as in (d) the arytenoids have come even closer (67% of
the distance in voiceless sounds) so that the posterior portion of the glottis
is held together and unable to move, leaving only a small part of the ligamen-—
tal vocal cords vibrating. Note that, because the arytenoid cartilages move
forward as they come together, the vocal cords tend to be less stretched in
creaky voiced sounds; they are therefore likely to vibrate at a lower frequency.
But the coming together of the arytenoids and the movements of the thyroid cart-
ilage that stretch the vocal cords are independent laryngeal gestures, so that
it is quite possible for creaky voiced sounds to occur on any pitch. They are,
in fact, used with contrastive pitches in tone languages such as Kuman.

The four states of the glottis shown in figure 2 represent points in a
continuum of possible arytenoid positions. Other photographs of a similar
kind have shown quite clearly that the arytenoids are further apart than in fig-
ure 2(a) when breathing in, and perhaps also in strongly aspirated sounds, They
are also closer together than in figure 2(d) when making a glottal stop, which
is a laryngeal gesture used by many languages (e.g. Tagalog and other Malayo-
Polynesian languages; or for most Americans as the form of /t/ which occurs in a
word such as button). Furthermore several stages intermediate between those
shown in figure 2 are possible. Thus there is a noticeable difference in the
degree of breathiness that occurs in the murmured stops in the languages spoken
in different parts of India; and the murmured sounds that occur in Southern Bantu
languages are different from any that occur in India in that they are much more
like sounds with regular voicing. Differences in the degree of laryngealization
(ecreaky voicing) also occur. For example a very slight degree of laryngealiza-
tion may be heard in the vowel after so-called fortis unaspirated stops in Korean.
Kagaya (1971) has shown by a motion picture film of the larynx taken through a
fiberscope that the fortis Korean stops have a much more constricted glottis than
the corresponding lenis stops. But the slightly laryngealized Korean stops are
very different from the strongly laryngealized stops that occur in Hausa., TFur-
thermore, the difference between the two sets of vowels that occur in a Nilotic

language such as Luo is that one set is slightly laryngealized, whereas the oth-
er set has regular voicing or a tendency towards murmur. But the degree of
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Figure 2. Photographs (taken by John Ohala & Ralph Vanderslice) and schematic reoresentations of four states
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trarilv taken to be 1007%.
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laryngealization which occurs in ILuo is nothing like so extensive as that
found in the creaky voiced semivowels in Chadic languages such as Margi.

The multi-valued feature underlying all these differences in phonation
type may be referred to as GLOTTAL STRICTURE. A set of terms for possibil-
ities within this feature might include: (1) glottal stop; (2) creak; (3)
creaky voice; (4) stiff voice; (5) voice; (6) slack voice; (7) murmur; (8)
breathy voice; (9) voiceless. The terms stiff voice (for a moderate degree
of laryngealization) and slack voice (for a tendency towards murmur) are
taken from Halle and Stevens (1971), where they are defined slightly differ—
ently. It should be emphasized that each member of the set of terms corres—
ponds to an arbitrary area in the range of possibilities. It would have been
quite possible to have added other terms. Alternatively we could have col-
lapsed some adjacent pairs of terms. As far as I am aware no language con-
trasts more than three possibilitieswithin this feature. There is, for ex-
ample, no language that differentiates between a group of sounds solely by
making one with creaky voice, another with regular voice, a third with breathy
voice, and a fourth which is voiceless.

The third way in which languages use laryngeal features is by varying the
timing of laryngeal events, with respect to the articulatory gestures. Thus
in stops and fricatives the vocal cords may be vibrating throughout the artic-
ulation (as in English 200 or Burmese /zan/ 'levitation'), or they may start
vibrating just after the articulation (as in English Sue, or Burmese /san/
'example'), or there may be a short period of aspiration before regular voic-
ing starts (as in Burmese /shan/ 'rice'). No language uses this feature to
distinguish more than three possibilities. Linguistie differences in voice
onset time have been well described by Lisker and Abramson (1971, and refes-
ences therein) and need not be elaborated further here.

Finally we must note that there is no reason to believe that these three
glottal features are independent, or even that they allow for the specification
of speech sounds in a Euclidean space. Terbeek and Harshman (1971) have dis-
cussed some of the spatial distortions that may occur in the perception of vow-
els, and it is possible that similar effects apply in the feature specification
of the laryngeal aspects of sounds. It is clear, for example that there is an
interaction between the value of the voice onset feature and the glottal strie-
ture feature, in that only a limited range of phonation types can be potential-
1y aspirated or unaspirated. Voiceless sounds and sounds accompanied by a glot-
tal closure may, or may not, be followed by a period of voicelessness (aspira-
tion); but laryngealized sounds, and sounds with regular voicing are, to the
best of my knowledge, never followed by a period of voicelessness before regular
voicing starts. However the voice onset and the glottal stricture features can-
not be collapsed into one feature because sounds with several different phonation
types (e.g. glottal stops, murmured stops, and voiceless stops) can all be as-
pirated.

There is also an interaction between the value on the pitch feature and
that on the glottal stricture feature. We have already noted that laryngeal=-
ized sounds tend to have a lower pitch, because they are the result of a glot-
tal state in which the arytenoid cartilages are not only held together but also
moved forward so that the vocal cords become less stretched. Conversely, after
a voiceless sound in which there is a high rate of flow, the pitch tends to be
higher because of the increased Bernoulli effect. We must emphasize however,
that there is only a tendency towards a correlation between the rate of vibra-
tion of the vocal cords and the degree of glottal stricture. The glottal stric-
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ture and the pitch of a sound can be varied independently in many Nilotie
languages, so at least in these languages (and therefore within the theory
of general phonetics) these two features cannot be collapsed into one.

The foregoing discussion seems to indicate quite conclusively that we
need at least three laryngeal features in linguistic description; and I would
not be at sll surprised to find that we need even more. There are some states
of the glottis (such as whisper) which cannot be characterized in terms of a
single variable such as distance between the arytenoids; and many authors (cf.
Fromkin 1971) have shown that a single feature, pitch, is not sufficient to
account for the contrasts that occur in tone languages.

Halle and Stevens (1971) have suggested that all the phenomena we have
been discussing can be described in terms of only two variables: the degree
of stiffness of the vocal cords; and the degree of constriction of the glot-
tis, (They in fact characterize each of these variables in terms of two bi-
nary oppositions: [# stiff], [# slack]; and [+ spread], [# constricted], with
a convention that neither [+stiff, + slack] nor [+ spread, + constricted] can
co~occur., They are thus expressing two ternary oppositions in terms of four
binary oprositions. But this idiosyncracy is irrelevant to the present discus-
sion.) Halle and Stevens use their features to capture a number of interest-
ing linguistie generalizations. Tor examvle, they claim that they are able to
formalize the reason for the occurrence of alternations in which a vowel occurs
with a high tone after voiceless stops but with a lower tone after voiced stops.
In their view, this is just an assimilation in which the vowel is taking on the
stiffness value of the consonant. High tone vowels have stiff vocal cords, and
[fe) (they claim) do voiceless consonants; but low tone vowels have slack vocal
cords, and (in their view) so do voiced consonants,

Halle and Stevens do not produce any evidence for their claim that the
pitch tends to rise after voiceless consonants because voiceless consonants
have stiff vocal cords. Personally I would rather assume there is no special
stiffening in voiceless consonants; it seems to be an unmotivated and, indeed,
unlikely additional complication. There are two other reasons why there may
be an increase in pitch after voiceless consonants. Firstly: voiceless con-
sonants may have a higher larynx position than the corresponding voiced con-
sonant. As we noted earlier, this may result in a stretching of the vocal cords;
but it seems curious to call this stretching a stiffening of the voeal cords.
Secondly the increase in pitch may be due to the increase in the flow rate which
is associated with voiceless sounds. Probably the best way of dealing with this
phenomenon in phonological theory is by means of marking conventions, rather than
by combining the feature specifying the degree of glottal stricture and pitch.

Furthermore, as many of the examples discussed above have shown, a correct
feature system must make it possible to seperate out differences in phonation
type, which are due to differences in glottal stricture, from differences in
pitch which depend on another mechanism. It must be possible to show that
voiced sounds, breathy voiced sounds, and creaky voiced sounds can all occur
over a range of different pitches. In addition, I cannot see any reason for
dispensing with any simple way of specifying voiced and voiceless sounds (which,
under the Halle-Stevens proposal, are specified in terms of differences in stiff-
ness-slackness, and are inextricably confused with pitch variations). As has
been shown by Fromkin (1971), the use of a feature system of this kind results
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in some ridiculously unnatural rules. It seems clear that there must be at
least three multi~-valued glottal features, not just two ternary oppositions.
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Respiration, Laryngeal Activity and Linguistics

Peter Ladefoged

[Abstract of a paper to be presented at the International Symposium on
Ventilatory and Phonatory Control Systems, 24-29 January 1972, London,
England. The full text of this paper is not given here, as it is extreme-
ly similar to the previous paper, supplemented by additional material from
Preliminaries to Linguistic Phonetics]

This paper will discuss the ways in which the languages of the
world use the respiratory and phonatory mechanisms to produce
linguistically significant differences in sounds. Tach of these
mechanisms will be discussed first in relation to the production of
segments (phonemes) then in relation to suprasegmental systems (accent
and intonation).

Few languages (if any) use the respiratory system as the sole
means of distinguishing between segments., Chomsky and Halle have
proposed that "heightened subglottal pressure” may be a linguistically
significant feature. The little evidence that there is for this feature
will be reviewed. There are numerous occasions when there are increases
in respiratory activity (e.g. in /h/ sounds), but it is by no means
clear whether these are programmed for individual segments or whether
they are the result of feedback mechanisms.

All known languages make extensive use of different phonatory
mechanisms. There seem to be two parameters involved, one being the
glottal stricture (roughly, the degree to which the arytenoid cartilages
are pulled together or apart) and the other the timing of the onset of
phonation. Languages distinguish up to three possibilities on each
parameter. Thus, on the glottal stricture parameter, Hausa has /8/
(laryngealized or "creaky" voice), /b/ (regular phonation), and /p/
(voiceless); and Gujerati has /b/ (regular phonation), /bR/ (murmur or
"preathy" voice), and /p/. Three way variations in voice onset time
occur in Thai, Hindi, and many other languages.

The phonatory and respiratory mechanisms function together to
produce suprasegmental phenomena. Accented syllables have an increase
of respiratory energy, accompanied by a variation in the tension of the
vocal cords. Variations in intonation contours can be characterised
mainly in terms of glottal tensions. In English most intonation
contours can be characterised in terms of two binary features, Cadence
(a falling pitch) and Endglide (a terminal rise in pitch).
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On the Reality of Linguistic Constructs: Evidence from
Speech Errors

Victoria A. Fromkin
[Revised version of a paper given at the VIIth International

Congress of Phonetiec Sciences, Montreal, Canada]

During the period when anti-mentalism dominated American linguistics
the 'reality' of abstract constructs was denied by those linguists who
agreed with Twaddell (1935) that 'the linguistic processes of the "ming"
are..simply unobservable (and)...we have no right to guess about the
linguistic workings of an inaccessible "mind".' But just as there is
evidence for such 'unobservable' physical entities as atoms and electrons
50 too is there evidence for linguistic processes of the mind. Speech
error data provide such evidence.

In fact, linguistic behavior cannot be explained without assuming
the reality of highly abstract units and processes. Arguments have been
put forth previously (Fromkin, 1971) for the reality of independent dis-
tinetive features and discrete phonemic segments, despite the fact that
the emitted speech signal is a continuous one. The substitution and
transposition, deletion or addition of segments and individual features
which occur in deviant utterances (deviant in the sense that the spoken
utterance differs from the intended target) justify their 'reality'. The
examples under (1) are errors in which only feature values are switched.

(1) *a. metaphor + menaphor (t >+ n ;[-nasal] + [+nasal]/[+nasal] x

b. is Pat a girl + is bat a curl (p + b,g > k;

[-voice] « + [+voice])

¥ In examples, the arrow is to be interpreted as 'spoken as'. The pro-
nunciation of the utterance will be given in phonetic symbols, within square
brackets, only when the orthography may create an ambiguous interpretation
or obscure the actual speech errors. A dash represents a pause by the
speaker; a series of dots (...) indicates that no errors occurred in the
intended words.

)
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It should be noted in these examples that if we view segments as being
indissoluble units one can not explain in any coherent fashion the 'cause'
of the errors. However, in (la) the change of the [t] to [n] shows that
(at least in English) nasality implies voicing, and the switeh from [g]
to [k] in this phonetic context causes a delay in the onset of voicing,
or aspiration of the voiceless stop. This suggests that the 'feature-
switeh' must occur prior to the phonetic constraints of the language
which in turn must occur prior to the stage where articulatory commands
are determined.

But to suggest that features are 'real' does not deny the reality
of segmental units as can be seen by the examples under (2).

(2) a. dinner at eight - inner at date (d< » @)

b. pinch hit + piteh hint ([pint[ hugt] > [pFt[ hint]

n<«->g)
¢. & whole box of flowers > a whole blocks of flowers b , Dbl

These errors show the addition of a segment where the intended ut-
terance had no such unit, or the deletion of a segment present in the
target, implying the existence of segment-type units.

The fact that consonant clusters can be separated is further evidence
for the reality of discrete segmentsal units, and, in addition, reveals
that at the point in the production process where the error occurs the clusters

consist of sequences of such discrete segments. This is illustrated in (3)
(3) a. slumber party + lumber sparty (sl ... p> 1 ... sp)

b. there's a pest in every class - there's a vet in every

class {st -+ t)

c. but vhat is deep structure + but what is steep dructure
(@ ... str> st ... ar)

The fact that affriecates do not behave as other clusters, that is,
the stop and fricative are never split in errors, reveals that such af-
fricates are underlying single segments in English.

The positing of semi~independent features and discrete segments does
not deny the possibility that at some later stage in the production of an
utterance, clusters or syllables or even larger units may constitute one
articulatory program. In fact, it is also necessary, if we wish to account
for the data, to posit syllable units composed of ordered segments, as
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shown previously by Fromkin (1971). Any attempt to explain the com-
plexities of language and speech by positing only a single 'bagic unit'
whether this be the 'feature' the 'phoneme' or the 'syllable' is bound
to fail.

What appears to be even more interesting than the 'behavioral'
evidence for such abstract units (abstract, in the sense that one cannot
find them as discrete units in the physical signal) is the evidence pro-
vided by speech error data supporting the reality of even more highly
abstract constructs.

The examples under (4) are fairly straightforward. They all il-
lustrate the split of nasal-stop clusters.
(L) a. The bank [b@Enk] will pay [pej] 5.6% interest -
The ban [b&n] will [pejk] 5.6% interest.
(Ink]l > [n], 6 » [x])

b. The rank [r@nk] order [order] of the subjects -
The rand [r@nd] orker [orker] of the subjects

([nk]...[rda] » [nal...[rk])

¢. The red tide will stink [sttnk] up the sea [stj] »
..will [stin] up the [sijk]

Example (4a) is interesting in that it shows that when the final k,
is deleted (or moved), the remaining nasal is an alveolar [n] rather than
the'expected' velar [n]. This suggests that underlying the [nk] in bank
is /nk/. It also attests to the reality of the homorganic nasal rule in
English phonology, which must operate in the production process after the
misordering of units has occurred.

The second example supports this hypothesis in a more ambiguous
way, since if all examples were like (UYb) one could conclude that the
homorganic rule was operative but that rank was stored as /renk/; the
switch of the /k/ and /d/ would change the velar nasal to an alveolar.
But (Le) further attests to the underlying /n/ in phonetic [nk] sequences.

The examples under (5) also involve velar nasals, but ones in which
the intended utterances do not ineclude phonetic clusters.

(5) a. swing and sway [swin] and [swej] » [swin] and [swejgl

b. sing for the man [sin... m¥n] > [sig ... mEn]
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c. Chuck Young [tfak JjAn] - chunk yug [t[Ank Jjag]
d. cut the string [kat] the [strin] -+ [kAnt] ...[strig]

e. I'll wring your neck - I'll rink your neg.
([rin] [nex] +  [rink] [negl)

f. morphemes in the verb string - morphemes in the wverg strin

[vArd strin] > [varg strin]

g. springtime for Hitler » sprig time for hintler
([sprin] [hitlar] + [sprig] [hintlaer])

Errors that produce a phonetic [g] which does not occur in the in-
tended phometic utterances support the proposal made by Sapir (1925),
Chomsky and Halle (1968) and others, for deriving the phonetic [n] from
an underlying sequence of /ng/ in English.

Some of the examples above may be alternatively explained by sug-
gesting that these errors involve feature anticipations and switches. '
(50), for example, may result from a denasalization of the [n] in sing
following the non-nasal [s], and the. perseverance of the velarity feature

ie. [n] »[gl /s x 5 [nl> [n]/[elx__ . Similarly, (Se) may
result merely from the addition of an anticipated [k] i.e. [rin] » [runk]/
x [nex].

The examples (5a) and (5g), however, are not so 'easily' explained.
To suggest that what occurs in the process of producing '[swin] and [swejgl’
is that the velar nasal becomes alveolar in swing and in addition a non-
nasal velar stop is added to sway may describe the result but does not
explain it. (5g) is equally complex without positing an underlying /ng/.
If on the other hand we assume that brior to the articulatory stage the
vhonological representation of swing is /swing/, and the phonological
representation of spring is /spring/, then the errors are similar to others
in which a cluster is broken up, or a single segment is misordered. This
is illustrated in (6).

(6) a. /swing/ and /swej/ - /swin@/ and /swejg/
b. /spring/time for /hitler/ - /sprifg/ .... /hintlar/
A1l the errors cited under (5) are more plausibly explained by as-—

suming the existence of the /ng/. Such errors also provide "behavioral'
support for the English phonological rule (7).

(1) g~> @/ N —+#
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Since the [g] emerges if the nasal is deleted or transposed during
speech production, the /g/ must be present at some stage in the production
process. Should this hypothesis be accepted it shows that the homorganic
nasal constraint must occur after the error in serial ordering since the
nasal in swing is alveolar rather than velar. This evidence for ordering
is also given in the examples under (L).

These errors reveal, in addition, the extent to which abstract
generalizations are constructed in acquiring a language. Vhile swing is
never heard as *[swing] (nor even as swinger *[swinger]) by 'analogy' with
long [longl and longer [longer] and by recognizing the distributional
constraints of [n], general rules are devised which account for all the
data. Some might suggest that these rules (and the underlying forms)
are only posited after the speaker has learned to spell. Even if this
is the case, the result of the spelling system, together with the phono-
logical facts of the language, can combine to permit the storage of ab-
stract segments never heard phonetically.

It is not surprising to find evidence for such underlying segments.
Even more abstract structures are shown to be 'real' as illustrated in

(8)
(8). a. I regard this as imprecise + I disregard this as precise¥

b. It's not possible that he's going + it's possible that he's
not going -- it's not possible that he's not going -- I mean,

it's impossible that he's going.

c. People agree that it is not well formed + people don't agree

that it's well formed.
d. The vowels are not....are unrestricted.

e. I know he's not going to Valley College -~
I don't know he's going to Valley...I mean...
I know he's NOT going to Valley College.

f. He had no idea + he had an idea...uh...no idea.

Examples under (8) demonstrate that in oroducing a negative sentence
a speaker must first generate an abstract NEGATION element which is in-
dependent of any particular word or place in the string. In non-deviant
sentences this element is placed in a specified place in the string. DBut
just as segments or features may be disordered, so may such syntactic
elements.

The intended surface structure and the surface structure of the
actual utterance of (8a) are given under (9).

¥ This error was provided by Roland Hausser. I would like to thank him,
in addition, for his stimulating insights regarding syntactic errors of this

type.
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Surface Structure of
(9) Surface Structure of Intended Utterance Spoken Utterance

v /\m» / \
/ v NP
/ /// ,
N S
/ / \ NEG :
/ N
/ NP ADJ P / \
l \ ' ADT
/ N NEG N
/ .
~ s
I °' regard this as *im precise I dis regard this as precise
4
2 o

4 4
® e

° o
LS (
[
Can @

In the intended utterance, the negation occurs in the embedded sen-
tence, while in the deviant spoken utterance the negation occurs in the
higher sentence. One cannot explain this error by a performance model which
posits a Markovian process of word selection. Such errors provide further
evidence to Lashley's hypothesis concerning a hierarchy of structures in
the serial order of behavior. (Lashley, 1961).

These examples also show that the morphophonemic rules which produce
the phonological and final phonetic realizations of negation must occur
after the Negative element has been moved, that is, NEGATIVE + precise -
imprecise while NEG + regard -+ disregard.

As is shown by (8b) NEG + possible may alternatively become not pos-
s8ible or impossible under certain conditions, just as NEG + restricted
may occur as unrestricted.
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Examples (8c) and (8e) once more illustrate the existence of under-
lying abstract elements which may not occur on the surface. In c, the
intended utterance has no do form, i.e. the present tense of the verb
agree in the affirmative has no phonetic expression. The do insertion
must occur after the NEG is disordered. (10) shows the intended surface
structure and the disordered surface structure (before the do is inserted).

(10)
S
NP /\VP\
peoplL ] V NP
g
A agree
\ S
\ / \
\ that NP VP,
\ !

>\

\ it
well formed

What was actually said was not 'People not agree that it is well formed'
but rather 'People don't agree that it is well formed.'

Since do does not occur in the intended utterance, it must be in-

serted after the NEC element is disordered, in keeping with the syntactic
rules of the language.

I am not claiming that syntactic rules can not be broken. Speech
errors also reveal those rules which either fail to apply in the production
of an utterance, or where misordering results in ungrammatical sentences.
Such errors are given under (11)

(11) a. The last I knew about that = The last I know about that.

b. It seems like all the dogs in the neighborhood bury their

bones in our back yard > ...its bones....
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¢. Now you can relax » Now you can relaxed

d. That's what we're going to be doing today - ...going to
be do today.

e. Laurie's boyfriend has longer hair than he does...than

she does.

f. I did it yesterday - 1I'll do it yesterday.

While such syntactic errors occur (and these are but a small sample
of the kinds of syntactic errors) the examples under (9) show that there
is constant monitoring which occurs during the production process. Such
monitoring is not foolproof or no errors would occur. But the 'overlocking'
of one error does not preclude the 'correction' of other aspects of syntax
or phonology. Thus, when NEG is moved incorrectly, the do insertion rule
may 'correct' another possible syntactic error.

Evidence for many other such performance rules (which are identical
with grammatical rules), for semantic features and classes, for the generation
of syntactic structures prior to lexical insertion, for major category
nodes, etec. all of which must be posited in a model of linguistic per-
formance, as well as in a grammar, is similarly provided by speech error
data. In this paper just a few illustrations were presented supporting
Sapir's statement that 'the notion of speech sounds is (not) explicable
in simple sensory motor terms (since)...a complex...psychology...is im-
plicit in the utterances of the simplest consonant or vowel.' (1925) Speech
errors provide a way to investigate this complex psychology.
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Determination and proof of minimum uniqueness conditions for PARAFACI

Richard A. Harshman

Introduction

The most important single fact sbout PARAFACL is that it provides
a unique solution when the data fulfills certain necessary conditions.
It is obviously important, then, to determine just what these conditions
are, This problem has been approached in two different ways: empire
ically and mathematically.

Empirically, the necessary and sufficient conditions for uniqueness
are explored by analysing "synthetic" data. This synthetic data is
generated by computer so that the underlying structure and mathematical
properties of each data set are known exactly. The computer starts
with factors and their relationships and then generates the data that
those factors would produce. In testing each data set, the PARAFACL
program is used to repeatedly analyse the data from different starting
positions. When, for & given data set the PARAFACl program converges
on the same solution from all different starting positions, it is
concluded that the PARAFACL model provides a unique description of that
set of data. From a number of such experiments on different types of
data sets (i.e. different sized data sets, different types of factors
underlying the data sets, etc.) it is possible to observe the common
properties of those data sets which have unigue sclutions, and thus
generalize to those conditions which any data set must fulfill in order
to have a unique solution. Further, it is possible to observe any
regular patterns in the types of data that yield non-unique solutions
and generalize to typical ways in which data sets can be "inadequate"
to uniquely determine a solution. When non-unique solutions occur, one
can observe the ways in which uniqueness can partially or completely
"break down", and relate each type of non-uniqueness to a corresponding
type of data "inadequacy". The results of such empirical studies of
PARAFACL are described in Working Papers 16 (Harshman, 1970).

Mathematically, the conditions for uniqueness are explored by
attempting to derive them from the algebraic properties of the PARAFAC1
model, If all our questions could be answered algebraically, there
would be no need for the empirical studies (except to study the quirks
of a particular algorithm, or the effects of different amounts and
kinds of "noise" added to the data.) Unfortunately, the algebraic
properties of PARAFACL are relatively subtle, and most of all the math-
ematical insights are yet to be discovered. The proof which is given
below should be viewed as one more step in an ongoing effort to gain
mathematical understanding of the subtler properties of PARAFACL.

The first uniqueness proof for PARAFACl was discovered by Robert
Jennerich of the UCLA Department of Biomathematics. It was published,
along with the results of a number of empirical studies on PARAFACI1, in
Harshman 1970. Jennrich's Uniqueness Theorem showed that the potential
for a unique solution exists when one has as many parallel two-way data
sets as there are factors underlying the data., For example, if there
are three factors underlying a set of measurements, then one would need
to have at least three measurements, on three objects, repeated on three
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different occasions, to fit the uniqueness conditions required by
Jennrich's Theorem. (Certain other conditions were also required which
are described in Harshman, 1970).

Empirical results, however, suggested that the conditions required
by Jennrich's theorem were stronger than were really necessary in order
to determine unigqueness. It was empirically possible to uniquely ex-
tract at least 6 factors from data sets having only three repetitions of the
two~way tables (three different "occasions"). The minimal conditions of
unigueness could not be determined, however, since convergence became too
slow if the number of occasions was too small compared to the number of
factors. (See Harshman 1970, chapter 4).

The proof which follows shows that two occasions can be sufficient to
uniquely determine any number of factors, provided that the factors change
size from the first to the second occasions and that the percent change of
each factor is different than that of the other factors. The proof reveals
some of the necessary and sufficient conditions for uniqueness, These find-
ings shed light, for example on patterns of "partial breakdown" of unique-
ness by clarifying how and why uniqueness fails, as well as when it fails.

Theoren
If

(1) Xl = A Dl B!

(2) X, = A D, B!

where A and B are n by I matrices which are non-horizontal (n>l) and "basic"
(of rank 1) and D, and D, are non-singular diagonal matrices such that

(2b) (Dl)(DQ_l) = D_ where DD has distinct diagonal elements.

P

Ang if

there exists some alternate representation of Xl and X2, such as

\ ® %%
(3) X, =AD) B
¥ % %
- 1
(k) X, = A D, B
then
#
(5) A=AAM,
*
(6) B =B A,
where A_ is some combination of a diagonal and a.permmtation
matrix, and the same is true of A i.e. A , A are nonsingular
with one nonzero element in each Xolunn. v
Proof

We start with our expressions for Xl’ X
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(1) Xy = AD; B

(2) Xp = A Dy B'
now let us seek the restrictions imposed on any alternate A matrix.
We can describe any alternate A matrix as our original A matrix subjected
to some transformation Tpe

(1) K=,
This is possible since the columns of A and i must span the same space
(eeg. Xl). In fact we can write an expression for T using equations

1, 2, 3, and 4. Since

(8) A 51 314= A Dy B

- o - i * % -
it then follows that by post-multiplying bot? iiges by (D, B') the
% % * X ¥ e -
right pseudo~inverse of D, B', i.e. (B(B'B) ")D
e t 3 D * ¥ .1
(9) X 51 Br3 )t = D, B' (Dy B')
.. * ¥ ol ¥ o
(10)  A=a(p; 8 5151

let T = Dy B! g1 51'1 and we obtain, by substitution, equation (7).

In g similar fashion, we obtain

*
(11) B=3T,
-1 -
now since TA TA =1I, TB TB =TI, we write.
(12) X3 = a(Ty T,™1) Dy (47 Tp) B
-1 -1
(13) X = ATy Ty77) Dy (T4 TY) B

or, simply regrouping parentheses,

= -1 =1 F RN
(14) %, = (a T )(T,™" D, TLT)(T) B')
= -1 =1 ] '
(15) X, = (A TA)(TA D2 TB )(TB B')
*
which can be rewritten, substituting £=a TA’ B! = Té B' as
* -] 1y ¥
= B!
(16) X, =4 (TA D T} )*
® o =1 -1
= ' '
(11)  x, =14 (T,” D, T1°7) B
now since equations (3) and (16) both give expressions for Xl
* 2 _ ¥ -1 1 %,
(18) AD B A (T, D, T3 ) B

using the fact that i and § are basic, and thus have left pseudo-inverses
we can pre and post multiply by appropriate inverses obtaining
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S1 By E & %L1y _ %] % -1 =1y %, £,-1
(if«) (1 4) 5, (B B'7h) = (&1 B)(z,™ o, mpmhy(Br BT

x 1 -1
(20) D, = (TA Dl Té )

In precisely the same fashion, by operating on equations for X2 (i.e.
equations (4) and (17)) we can obtain

%
= -1 =1
(21) D, (TA D, Ty ).
Now equations (20) and (21) can be premultiplied on both sides as follows
¥ ¥ %3 -1 =1
(22) D;” D, =Dy (lA D, T, )
%] ¥ %=1 =1 '—l
(23) D7D, =D, (T, D, T )
or
¥=]1 <=1 -1
24 I=¢(, T D T
(24) (0, T, o )
%
=1 =1
2 = 1
(25) I (D2 T, D, TY )
setting these expressions equal to one another, we get
%wl ~1 -] %=1 -1
26 b-T D T =D T D T!
(26) 1 A 1°B > A2 B
postmultiplying both sides by Té we get
¥-1 -1 _ k=]
(27) D, TA D, = D" T, Dy

® -
Premultiplying both sides by D1 and postmultiplying by Dll we obtain

% -] -1
(28)  m, =D, 52 T, D, D]

now
p. D=1 = D from (2b)
271 hol

we can let

* *_l
Q =
(29) Dy =Dy D,
* *
we know that T, is nongingular since D, D, are nonsingular (if they were
gingular, the rank of X ﬁl B'would not be the rank of Xy and similarly for

X,)
So from (29) and (2b), we can rewrite (28) as
(30) Ty =Dy T, D,
now this implies that T, is diagonal and/or permutation, To see this,
consider two elements in a given row of T,. Let us take t. 3 and tg,,

elements from row & and in column b and c. From (30) we can write the
scalar equations
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D
(31) ¢, = (dqaa)(tab)(d o)

(32) = (a (s (@ )

ac

Now if both t., and t__ are non-zero we could simplify by dividing both

sides of equa%?on (317cby s and both sides of (32) vy toee

(33) 1
(34) 1

(dqaa)(dpbb)

p
(2 ) )

from which we would obtain
qa =1 _
(35) (a aa) L

(36) (a% )yt=4P
aa

or

D D
d -
(37) b = & ce

But this contradicts our hypothesis that all diagonal elements of
D_ are distinct. Evidently, we cannot take two nonzero elements from any
w of T
A AL.

But since T, is non-singular, each row has at least one nonzero
element. In the"same fashion (but by teking two elements from the same
column) we cen show that each column has at most one nonzero element.

But any non-singular matrix which has only one nonzero element in
each row and column is either a diagonal or apermutation matrix, or some
combinstion thereof.

But A, is defined as some matrix which has just this form, so we
can let

(38) 6 =T,
*

(39)  A=aAT, =2

In the same fashion using symmetry we can obtain

#*
(k0) B= BTB = BAy

We can see that when two elements of D_ are not distinct, the
corresponding factors are not uniquely dete?mined, while the remaining
factors (with elements of D distinet from all other elements of Dp) will
still be uniquely determined. This explains how the uniqueness can
break down "in stages" as discovered empirically in Harshman (1970, p39-LlL).



116

Application to INDSCAL and other models

By teking the case where matrix B=A, the minimal conditions theorem
applies to analysis of scalar product and cross—~product matrices,
providing that one assumes orthogonal factors. Thus it applies to Carroll
and Chang's INDSCAL model (Carroll and Chang, 1970), and provides minimal
conditions of unigueness for INDSCAL solutions. By the same type of
interpretation, it provides a uniqueness proof for the orthogonal factor
case of PARAFAC2 (for a description of PARAFAC? see Harshman 1972, this
issue), The general oblique proof for PARAFAC2 has not yet been dis-
covered (although Progress has been made using reasoning which is along the
same lines as the proof reported here).

Further work to be done

Of course, not all questions about the uniqueness of PARAFAC1
have been answered by this minimal conditions theorem. For example, it
does not deal with the circumstance where some or all of the Dy matrices
are of a lower rank than the full number of factors--i.e. when some
factors have a zero influence on some occasions. Empirical results
show that this circumstance need not interfere with uniqueness when there
are a sufficient number of occasions. Just how many are necessary and
sufficient has not been mathematically determined. Of course, if any
two of the D; matrices satisfy the conditions of the preceding theorem,
then they will suffice to provide the unique solution., BRBut when no two
such D. exist, uniqueness must be determined by a more complicated set of
interdependencies. Jennrich's Uniqueness Theorem applies to this more
complicated circumstance whenever there are as many "occasions" as factors.
It thus establishes some possible sufficient conditions for uniqueness in
such a case. In this respect Jennrich's theorem is “stronger" than the
minimal conditions theorem presented here, although it does not handle
the situations where there are more factors than occasions, or provide
minimal conditions for uniqueness when two D; are of full rank. In
these respects the theorem presented here is "stronger".

Ancther interesting empirical finding which is not covered by either
Proof is the discovery that 10 factors can apparently be uniquely determ-
ined by an 8 by 8 by 8 data set. This would correspond to the case where
the A and B matrices in the minimal conditions proof were horizontal
rather than the current stipulation that they are square or vertical.
Mathematical treatment of this number of factors in such a sized data set
poses the problem of carrying through the proof without the pseudo-
inverses of A and B. This, too, is a problem for further work in the
future.
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The Left Hemisphere is Specialized for Speech,
Language, and Something Else

George Papgun, Steve Krashen, and Dale Terbeek

In WPP 19, we reported that
a) Morse operators were clearly left-hemisphere lateralized for
dichotically presented Morse code letters (p < .001).

b) Naive subjects, taken as a group, were not lateralized; but
(1) The four subjects who were run on a list of all the letters
in the Morse code alphabet (hereinafter ALLETTER) showed
a slight but insignificant left ear, hence right-hemisphere
advantage.

(2) The five subjects run on a restricted list (only the
shorter Morse code letters, hereinafter RLIST) tended
to show a right ear, left-hemisphere advantage (p < .03).

We also noted that the RLIST subjects were tested at a softer intensity
than the ALLETTER group.

Since our previous report, we have run six Morse code naive subjects
on the RLIST stimuli at approximately the ALLETTER intensity (the louder
level). In Table 1 below we summarize our results.

Table 1
Right ear | Left ear | Average | Percent of
Stimuli | Intensity| Subjects ‘| N| % correct | % correct| accuracy| total errors
contributed
by right ear
ALLETTER| loud Morse operators| | g4 g 28.0 39.2 40.9
- instructors
ALLETTER| loud Morse operators| (i o g 22,3 44,0 30.6
- recent
graduates
ALLETTER| 1loud naive L 34.8 L0.0 37.4 52.1
RLIST loud naive 6 70.8 61.5 66.1 43.1
RLIST soft naive 5 52.3 43.4 k7.9 Ls.7

The partial credit scoring procedure explained in our previous report was used
in scoring the results for naive subjects.
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Under dichotic listening conditions, a certain set of long and short
tones (RLIST) is lateralized to the right ear, left hemisphere, for subjects
who do not know them as code. (Combining all naive RLIST subjects,

p < .02) This is the first report of any non-language stimulus to be
lateralized to the left hemisphere under dichotic listening conditions.
Precisely what the crucial characteristics of these stimuli axre That

cause them to be lateralized to the left hemisphere is yet uncertain. In
general, the ability to make timing or order judgements would seem to be
involved. This interpretation is in accord with the findings of Efron that
judgements about the order of presentation of brief flashes of light and
tactile shocks are made in the left hemisphere (Efron, 1963).

In the last column of Table 1, lateralization is reported in terms
of the percentage of the total errors contributed by the right ear. In
these terms, a percentage lower than 50% indicates right ear superiority,
hence left hemisphere lateralization: a percentage above 50% indicates
left ear superiority, hence right hemisphere lateralization. In Harshman
and Krashen (1972), this method is explicated and justified as "An 'un-
biased' procedure for comparing degree of lateralization of dichotically
presented stimuli'. This method is claimed to measure degree of lateralize-
tion without interference from accurscy variations, as opposed to other
measures which give smaller ear difference scores when accuracy is higher.
It also corrects for the influence of different amounts of guessing.

For operators and naive subjects on RLIST, the correlation between
the percent of errors scores and accuracy is only +.0806, while within
groups the percent of errors scores remain consistent. This is further
confirmation of the validity of this method of calculating degree of
lateralization.

We find that the RLIST soft group and the RLIST loud group differ
in their total accuracy; as expected, the loud group has a greater accuracy
(66.1%) than the soft group (47.9%). However, the percentage of errors
for the right ear remains essentially the same (43.1% and 45.7%, res-
pectively). When we compare the Morse operators and the naive subjects,
we find that the Morse operators are more lateralized than the naive
subjects.

From our results so far, we conclude that the left hemisphere is spe-
cialized for speech, language, and something else -~ the ability to make
timing or order judgements. Next we are led to wonder how these functions
are interrelated within the left hemisphere, and how they function together
in the production and perception of language.
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