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Progress and challenges for chemical probing of RNA structure 
inside living cells

Miles Kubota, Catherine Tran, and Robert C Spitale*

Department of Pharmaceutical Sciences, University of California, Irvine, Irvine, California, USA

Abstract

Proper gene expression is essential for the survival of every cell. Once thought to be a passive 

transporter of genetic information, RNA has recently emerged as a key player in nearly every 

pathway in the cell. A full description of its structure is critical to understanding RNA function. 

Decades of research have focused on utilizing chemical tools to interrogate the structures of 

RNAs, with recent focus shifting to performing experiments inside living cells. This Review will 

detail the design and utility of chemical reagents used in RNA structure probing. We also outline 

how these reagents have been used to gain a deeper understanding of RNA structure in vivo. We 

review the recent merger of chemical probing with deep sequencing. Finally, we outline some of 

the hurdles that remain in fully characterizing the structure of RNA inside living cells, and how 

chemical biology can uniquely tackle such challenges.

The control of gene expression lies at the heart of fundamental biological processes. A 

comprehensive understanding of gene expression programs would thus provide continued 

insight into normal biological processes and the ways that their alteration results in disease. 

Although much is known about DNA sequences and transcription factors that regulate RNA 

expression1,2, control over gene expression is also driven by RNA functions that extend 

beyond serving as a template for protein expression.

Early research focused on characterizing RNA function primarily centered on messenger 

RNA (mRNA), transfer RNA (tRNA) and ribosomal RNA (rRNA). Although these RNAs 

play critical roles for the survival of every cell, the discovery of catalytic RNA in the 

1980s3,4 propelled the race to identify RNA molecules that perform more exotic functions. 

The discovery of catalytic self-splicing introns3, which precisely remove the intron and link 

exons together in the correct order (Fig. 1a), and the RNA component of ribonuclease 

(RNase) P4 (Fig. 1b), the enzyme that matures tRNA precursors, first highlighted the 

catalytic roles of RNA. The peptidyltransferase active site of the ribosome has also been 

shown to be composed of RNA5,6. Several species of bacteria utilize small molecule–

binding RNAs, called ‘riboswitches’, to control the expression of genes involved in 

metabolic pathways7. Long noncoding RNAs have been shown to target chromatin-
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remodeling complexes to establish or reinforce an epigenetic state8,9. As these examples 

illustrate, the range of functions performed by RNA continues to expand.

The base-pairing properties of RNA endows it with the capacity to form extensive 

intramolecular and intermolecular structures, which are known to influence practically every 

step of gene expression1. Unique RNA structure elements provide scaffolds for splicing and 

for the binding of other RNA sequences and proteins10–12. RNA structural motifs are 

necessary for RNA subcellular localization13 and are critical in the regulation of transcript 

half-life and decay14. Many RNA structure elements have been discovered to play critical 

roles in the onset of cancer metastasis and neurological disorders14–16. Despite the growing 

list of functional RNA motifs, only a relatively small number have had their three-

dimensional structures studied at high resolution.

The crystal structure of the Group I intron first revealed the principles employed by RNA 

intron-exon splicing (Fig. 1c). X-ray crystallographic analysis of the catalytic component of 

RNase P revealed the way that an RNA active site orients the tRNA substrate for trimming 

(Fig. 1d). Several structures of metabolite-binding riboswitches have revealed how RNA can 

fold into highly complex structures to sense small molecules7. High-resolution structures 

definitively showed the ribosome is a ribozyme6. NMR analysis has been extremely useful 

for dissecting the mechanisms of viral RNAs, telomerase RNA and riboswitches17–19. These 

investigations, and many others, highlight the power of applying three-dimensional 

structural approaches to RNA biology. Despite such progress, however, many structures of 

individual RNAs remain to be solved, and this is especially true within the native 

environment of the cell.

With few exceptions, the majority of the aforementioned investigations of RNA have been 

performed on well-studied smaller RNAs. The size of many RNAs inside the cell, which can 

be greater than 1 kb in length, renders most of them intractable to three-dimensional analysis 

by NMR and X-ray crystallography. Researchers have instead turned to chemical probing, 

which has been used to characterize RNA secondary structure, RNA-protein interactions, 

and even more dynamic processes such as RNA folding20. Importantly, many of the reagents 

used in these experiments are small enough to traverse the cell membrane and thus can probe 

RNA structure inside the cellular environment.

In this Review, we will detail the use and the evolution of chemical tools used to interrogate 

RNA structure and discuss the use and resurgence of chemical probing applied to RNA 

inside living cells. We will highlight how the merger between RNA structure probing and 

deep sequencing has allowed a systems-level view of RNA structure and revealed some 

general principles of RNA regulation in gene expression pathways. Finally, we will 

comment on some of the challenges that lie ahead in interrogating RNA structure inside cells 

and outline how the field of chemical biology is poised to make a great impact in this area.

Chemical methods to probe RNA structure in vitro

Chemical probing methods for characterizing RNA structural elements rely on chemical 

approaches that either introduce a chemical adduct (Fig. 2a) or induce strand scission (Fig. 
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2b) in the target RNA. These probing events are then detected in several ways. Sites of 

chemical adducts, which generally block polymerase extension, are detected by termination 

of reverse transcription (Fig. 2a). Sites of strand scission are identified either by direct 

labeling of the 5′ end of the RNA (with 32P) or by reverse transcription (Fig. 2b). 

Denaturing gel analysis, followed by mapping of cDNA sites back to the primary sequence, 

is used to measure the chemical reactivities at each position of the sequence20,21. Secondary 

structure prediction algorithms can be dramatically improved by integrating such data 

derived from probing experiments (Box 1)22,23. We will discuss the type of reactions that 

can be used to arrive at structure reactivities in detail below.

The first chemical probing reagents were reactive alkylating agents that form chemical 

adducts with RNA. Dimethylsufate (DMS) was first used in the 1980s as a reagent to probe 

single-stranded RNA24; it alkylates the N7 position of guanosine, the N1 position of 

adenosine and the N3 position of cytidine (Fig. 2c). Since then additional reagents have been 

developed to probe the Watson-Crick face of guanosine. Kethoxal reacts with the N1 and C2 

exocyclic amine of guanosine residues21. The silyl derivative N,N-(dimethylamino) 

dimethylchlorosilane has also been used to probe the solvent accessibility of guanosines in 

complex RNA structures25. Carbodiimides react primarily with N3 of uridine and N1 of 

guanine, modifying two sites responsible for hydrogen bonding on the bases26. Each of these 

reagents reacts with specific functional groups on unique bases, but other structural probing 

tools have been developed to examine other RNA functional groups.

Selective hydroxyl acylation analyzed by primer extension (SHAPE) is perhaps the most 

widely employed method of utilizing chemical modification to probe RNA. SHAPE takes 

advantage of the observations that electrophilic reagents can acylate the 2′-hydroxyl group 

of RNA nucleotides (Fig. 2d) and that the reactivity of these 2′-hydroxyl groups is different 

depending on local RNA structure: groups at flexible positions sample conformations that 

transiently enhance their nucleophilicity and thus are more highly modified27,28. SHAPE 

chemistry has been used to understand the structure of the entire HIV RNA genome29, to 

characterize RNA-protein interactions30 and to characterize RNA folding and structural 

transitions27. Because SHAPE chemistry is less selective than base-specific chemical 

probing methods, it allows the user to interrogate all nucleotide positions within an RNA 

molecule simultaneously and provides direct measurements of RNA backbone flexibility.

The second major class of chemical probing techniques is those that induce strand scission 

at specific sites. The dominant tool for site-specific RNA cleavage has been RNase enzymes. 

RNase enzymes cut at their binding sites, resulting in the formation of a 2′,3′-cyclic 

phosphate and a 5′-hydroxyl, and can be used to probe specific structure elements in RNA 

(Fig. 2b). RNase S1 recognizes single-stranded domains in RNA, whereas RNase V1 cuts 

double-stranded regions31, and RNase TI recognizes single-stranded RNA sequences and 

cuts at a guanosine residues32. RNase probing is limited by the footprints of the enzymes. 

Instead, researchers have turned to small molecules for higher-resolution probing 

experiments.

Chemical methods are also widely used to create RNA strand breaks. For example, hydroxyl 

radical probing is used to probe the solvent accessibility of the RNA backbone. In one 
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mechanism, hydroxyl radicals abstract hydrogens from the C5′ position of the backbone, 

eventually leading to strand scission, with 3′-phosphate and 5′-aldehyde products (Fig. 

2e)33. Alterations in cut sites reveal changes in solvent accessibility rather than Watson-

Crick pairing. The rate of backbone cleavage is fast enough (milliseconds) to be used to 

infer RNA folding, RNA-protein interaction and solvent effects through careful time-course 

experiments34,35.

‘In-line probing’ is a methodology that takes advantage of the intrinsic chemical reactivity of 

the 2′-hydroxyl group to induce phosphate backbone cleavage under slightly basic 

conditions. The optimal reaction geometry for intramolecular RNA backbone scission 

requires that the nucleophilic 2′-hydroxyl must be positioned directly opposite (at 180 

degrees to or ‘in line’ with) the departing 5′-phosphate group (Fig. 2f)36. Residues at 

flexible RNA nucleotides have a higher likelihood of adopting an in-line conformation and 

are therefore more likely to undergo cleavage at that site. In-line probing has been widely 

used to elucidate changes in RNA flexibility that occur due to the binding of small 

molecules and for the structural interrogation of metabolite-binding riboswitch RNAs36. One 

drawback to in-line probing is that the typical experiment may need to be performed for up 

to 40 h to induce enough ‘spontaneous’ cleavage. This prevents its use for analyzing RNA 

folding or RNA structure transitions that occur on faster time scales.

Chemical probing has provided a powerful method for analyzing RNA secondary structure 

in vitro. The small molecule–based methods developed initially for use in the test tube are 

now finding use in living cells and are helping to elucidate the role that RNA structure plays 

in cellular RNA regulation.

Progress on in vivo chemical probing of RNA structure

The structural characteristics of RNA in vivo are likely more complex than those in vitro. 

RNA structure is easily influenced by the rate of transcription37–40, local solution 

conditions41, the binding of small molecules42 and interactions with RNA-binding 

proteins12. These observations hint that the physical state of RNA within the cell is very 

important for its function, but little is known of how intracellular RNA structure can 

contribute to the specificity of such events. A key bottleneck is the ability to ‘observe’ RNA 

structure in living cells. Probing RNA structure inside cells will provide a more realistic 

understanding of the physical nature of RNA in living systems.

Dimethylsufate RNA alkylation has been the most widely used method of analyzing RNA 

structure inside cells. The small size of DMS makes it cell permeant. Further, DMS reaction 

times can be limited to just a few minutes, thereby capturing a somewhat short window of 

time for structure probing. DMS probing has been used to elucidate RNA-protein 

interactions43, study RNA enzyme function in living cells44 and even probe RNA structural 

rearrangements caused by RNA remodeling proteins45. The strength of DMS probing was 

recently highlighted when it was used to investigate the structure of ribosomal RNA during 

pre-ribosome maturation46. Ribosomes undergo many structural rearrangements during 

maturation that are critical to the final ribosome structure. Probing experiments do not select 

for nascent RNA structures, and thus early structural intermediates are notoriously difficult 
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to probe. 4-thiouracil (4-thioU) RNA labeling46, in which newly transcribed RNAs are 

selectively marked with 4-thioU (see Fig. 3a below for a more detailed discussion of this 

approach), was used to overcome this challenge. In vivo structure probing by DMS 

modification of newly synthesized (4-thioU-labeled) 20S pre-rRNA was evaluated over time 

and revealed a remarkably flexible structure throughout ribosomal subunit biogenesis, with 

little stable RNA-protein interaction observed. DMS probing at different time points 

revealed structural changes that are associated with small nucleolar RNA (snoRNA) binding, 

a critical event in ribosome maturation. Finally, the analyses indicated that many parts of 

ribosomal RNA structure mature early, but additional protection appears subsequently, 

presumably reflecting protein binding. This paper represents just one important 

demonstration of the power of DMS probing to enhance mechanistic understanding of RNA 

structure and function in cells, particularly throughout the lifetime of RNA folding and 

maturation.

As discussed above, SHAPE has emerged as a key method for chemical probing of RNA. 

Using SHAPE in vivo would dramatically increase our understanding of how RNA structure 

is manipulated by the intracellular environment by means of trans-acting proteins and RNAs. 

The 1M7 SHAPE reagent (Fig. 3b) has been used to probe the structure of ribosomal 

RNA47,48 and a riboswitch RNA41 in vivo. Further exploration of reagent design has 

extended the ability of SHAPE to be used on weakly expressed RNAs, such as noncoding 

RNAs and even mRNAs.

Recent advances in SHAPE electrophile design have extended the SHAPE tool kit. NAI and 

FAI are two new SHAPE reagents that have an acyl imidazole scaffold (Fig. 3b)49. Both 

reagents have much higher solubility (>200 mM) and extended half-lives (~30 min) as 

compared to earlier SHAPE reagents. Initial analysis of NAI reactivity suggested chemical 

probing patterns similar to those of other SHAPE reagents. SHAPE probing of 5S rRNA, 

comparing in vitro and in vivo data, identified regions of the RNA that are in contact with 

the RNA-binding protein L5 and 16S rRNA. Comparison of SHAPE probing and a recent 

crystal structure of the ribosome demonstrated that NAI is highly reactive, with residues that 

have high B-factors (thermal flexibility, Fig. 3c). Importantly, NAI was also used to read out 

the secondary structure of the 5S rRNA across five different species and those of less 

abundant nuclear RNAs in mammalian cells. Additional studies have used NAI when 

comparing RNA structures inside and outside cells, further underscoring its usefulness50,51. 

Although the approach is powerful, the long incubation times (minutes) of SHAPE and 

DMS reagents render them incapable of measuring RNA dynamics and folding in cells.

Hydroxyl radical cleavage is perhaps the most promising method for measuring RNA 

dynamics in vivo52. Recent extension of this method has permitted the analysis of RNA 

solvent accessibility53 in living cells54. Synchrotron-generated X-rays were used to create 

hydroxyl radicals within cells, which permitted the analysis of RNA folding and observation 

of RNA-protein complexes in vivo. In a typical experiment, a 100-ms exposure to the high 

flux of a synchrotron X-ray beam is sufficient to probe the folding and dynamics of 

intracellular RNAs55. In vivo hydroxyl radical probing has revealed the critical interplay 

between ribosomal RNA and associated proteins56 and the use of RNA chaperones57 that are 
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necessary for ribosome assembly. Hydroxyl radical probing has been solidified as a powerful 

method to analyze RNA structure folding inside living cells.

Systems-based approaches to RNA structure in cells

Most analyses of RNA structure have come from examining a few well-studied RNAs one at 

a time. Recent efforts have been focused on combining the precision of chemical probing 

experiments with the power of transcriptomics to gain a holistic understanding of RNA 

structure, even on understudied messenger and other less abundant noncoding RNAs.

RNA molecules act in a concerted manner to control biological pathways. Groups of RNAs 

are localized to the same cellular destination through consensus RNA structure elements58. 

RNA-binding proteins can bind to many classes of RNAs, all based on conserved primary 

and secondary structure elements59. RNA structures can control the decay of gene sets to 

control their abundance14. Therefore, moving beyond single-transcript analysis to analyzing 

groups of RNAs may reveal how RNA structure contributes to cell biology on a systems 

level.

Coupling RNA structure measurements to deep sequencing provides two key pieces of 

information. First, sequencing of the reverse transcriptase–generated cDNA (as outlined in 

Fig. 2a) catalogs RNA modification sites across the entire transcriptome for each 

experimental condition. Second, precise structural features can be inferred, in the same 

manner as with denaturing gel electrophoresis, by quantifying the abundance of each cDNA 

molecule from the deep sequencing data. There are a series of recent articles detailing 

genome-wide methods of probing RNA structure60,61. How these efforts have increased our 

understanding of RNA structure inside the cell and how that controls post-transcriptional 

pathways are discussed below.

SHAPE-seq was the first method used to probe the structures of many RNAs in parallel in 
vitro62. In SHAPE-seq, a pool of in vitro–transcribed RNAs is subjected to modification by 

conventional SHAPE reagents followed by deep sequencing of the reverse transcription 

products (cDNAs). SHAPE-seq was initially used to simultaneously measure the structures 

of hundreds of RNA molecules, even revealing structural changes resulting from 

mutations62. This was a landmark study, as it demonstrated the sequencing methods could be 

used to not only measure RNA structure but also discern between alternative RNA structures 

that are the result of single-nucleotide differences. Overall, this early effort set the stage for 

transcriptome-wide measurements of RNA structure.

DMS was the first chemical successfully applied to transcriptome-wide structure probing 

inside living cells63. This study revealed that mRNAs associated with stress responses tend 

to have more single-strandedness, longer maximal loop length and higher free energy per 

nucleotide. Such features may allow these RNAs to undergo conformational changes in 

response to environmental conditions63. Consensus RNA structure elements shared among 

similar classes of RNAs may be an underappreciated means to control gene expression.

In a parallel study also using DMS, it was revealed that mRNA structures seem to sample 

many different conformations; however, highly important RNA structures, such as those 
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involved in localization, have similar profiles inside and outside the cell64. ATP-dependent 

RNA remodeling enzymes (helicases) were shown to be responsible for the structure 

probing variation. Their analysis hints at the possibility that important, conserved structure 

elements must have a high degree of thermodynamic stability, whereas other portions of the 

RNA sequence have a much greater ensemble of alternate structures. These studies highlight 

important examples of the information that in vivo RNA structural measurements can reveal 

about basic RNA biology.

In sequencing experiments, the sampling of low-abundance RNAs can be problematic, and 

the low signal-to-noise ratio from chemical probing experiments presents an even greater 

challenge. Designing and synthesizing chemical tools that have dual functionalities—RNA 

structure probing and modified RNA-enriching properties—to select for chemically 

modified RNAs could overcome such shortcomings. Recently developed SHAPE reagents 

are amenable to transcriptome-wide measurements of RNA structure in vivo65. Building off 

the previously designed in vivo SHAPE probe49, a dual-functioning SHAPE electrophile 

was produced with the addition of an azide to the nicotinic acid ring (at position 2), yielding 

NAI-N3 (Fig. 4a). Incorporation of the azido moiety allowed covalent attachment of biotin to 

the SHAPE reagent and RNA enrichment using copper-free ‘click’ chemistry (Fig. 4a). This 

method, termed in vivo click-selective 2′-hydroxyl acylation and profiling experiment 

(icSHAPE), affords the user greater signal-to-noise ratio and higher specificity over 

traditional chemical structure probing methods by enabling the selective purification of 

SHAPE-probed RNA (Fig. 4b). Comparing structure probing profiles inside and outside the 

cell can reveal sites of structural differences afforded by the intracellular environment (Fig. 

4c). For instance, implementation of icSHAPE in vitro and in vivo recapitulated known 

global structural features of mammalian transcriptomes, while also reading out RNA-protein 

interactions and RNA methylation for the first time.

icSHAPE has also been used to identify protein-binding sites and RNA modification sites on 

cellular RNAs. The former was accomplished for RBFOX and HuR, two proteins important 

for regulating RNA splicing and stability, respectively. In addition to protein-binding sites, 

icSHAPE also was able to identify sites of RNA methylation: m6A chemical modifications 

were identified with a >90% true positive rate65. These structural studies revealed, for the 

first time, that m6A modification sites are base-paired, which is contradictory to the single-

stranded structure proposed66. The structural motifs probed by icSHAPE were also later 

corroborated using focused biochemistry and traditional RNA structure footprinting67. 

Overall, these studies demonstrate the power and importance of chemical enrichment 

strategies, such as icSHAPE, for studying RNA structure in vivo.

The progress from the initial studies probing RNA structure with DMS to the present day 

has been impressive. The field now has a strong toolset with which to go after the structure 

of nearly any RNA. Nevertheless, transcriptome-wide studies in living cells are just recently 

being tackled, and there are still many challenges to overcome. We discuss below some of 

the key remaining obstacles that need to be addressed to further expand our understanding of 

RNA structure inside living cells and how chemical biology is poised to help the field move 

forward.
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Future challenges and the role of chemical biology

A first major limitation to all methods of probing RNA inside cells is that the probing 

pattern obtained is from an average of structures. This problem is especially important to 

address when considering co-transcriptional folding. The structure of RNA as it is being 

transcribed is likely to be different from the fully folded structure. In classic in vitro 
experiments, RNA is denatured and annealed, such that it is the final folded molecule that is 

probed. Whereas small RNAs fold on the microsecond to millisecond time scale in vitro, 

large RNA molecules may require minutes to hours to reach the functional state68. However, 

the time scales of RNA structure formation in vivo may be much faster. This is likely to be 

the case when taking into account the rate of transcription, which can be 10–20 nt·s−1 for 

human RNA polymerase II or 20–80 nt·s−1 for bacterial RNA polymerases69.

The majority of our knowledge of co-transcriptional folding has been garnered from 

extensively studied model systems. RNA structure formation of the Group I intron was 

demonstrated to be much faster in vivo, where folding is limited by the disruption of 

prematurely formed non-native structures, as compared with fully synthesized and denatured 

RNA in vitro70,71. Studies using the hairpin ribozyme in Saccharomyces cerevisiae 
demonstrated that the primary sequence direction and order can influence the formation of 

functional structures, consistent with a sequential folding model in which the outcome is 

determined by the structure that forms first during transcription72. Thus, determining how 

RNA structures are being formed co-transcriptionally could dramatically increase our 

understanding of how RNA structures fold and reach their final functional state.

Studying co-transcriptional folding on a transcriptome scale is a grand challenge, and novel 

methods for isolating RNA as it is being transcribed present an opportunity for chemical 

biology. Nascent RNAs can be isolated using chemically modified nucleoside analogs that 

are added into RNA by endogenous metabolic pathways. GRO-seq utilizes a bromouridine 

(BrU) analog, which can be incorporated into nascent RNA and purified with an anti-BrU 

antibody73. Similarly, 4-thiouracil (4-thioU) pulse labeling can be used to purify nascent 

transcripts by enrichment. Such an approach was used to probe the structure of early 

ribosome assembly intermediates in living S. cerevisiae cells46. Any RNA or RNA–protein 

complex is potentially amenable to such an approach, as 4-thioU incorporation occurs in all 

RNA classes. Marrying affinity purification of nascent transcripts with DMS and SHAPE 

probing transcriptome-wide could prove powerful for elucidating co-transcriptional RNA 

structure formation inside living cells (depicted in Fig. 5a).

RNA localization is another facet of RNA biology driven by RNA structure. In S. cerevisiae 
spatial control over protein expression during cell division is driven by mRNA 

localization74. Fluorescence in situ hybridization (FISH) revealed that 71% of the 3,370 

genes expressed in the developing Drosophila melanogaster embryo are differentially 

localized75. As such, evaluating RNA structure in different cellular compartments may lead 

to a better understanding of how structure motifs contribute to spatial organization.

The structure of RNAs in subcellular compartments can be obtained by chemical probing 

before lysis, followed by cellular fractionation. However, fractionation methods are 
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notoriously dirty, with many complexes forming and dissolving upon cellular lysis76,77. 

Because transcripts can exist in different parts of the cell at different times, chemical probing 

data ends up being a mixture of what are likely many structural states at different spatial 

points. An alternative would be to probe the RNA in different cellular compartments in such 

a way that only the RNAs within that compartment are subjected to chemical treatment (Fig. 

5b).

There are many different cell-directing functional groups that could be co-opted to localize 

modification reagents so as to enrich subcellular reactivity. For example, the benzimidazole 

dyes (such as Hoechst 33258) are exclusively localized in the nucleus78. 

Triphenylphosphonium salts have been shown to localize to the mitochondrial matrix as a 

result of the negative potential formed during oxidative phosphorylation79. 

Triphenylphosphonium RNA structure reagents could be used to understand the 

mitochondrial transcriptome and the unique mitochondrial ribosome. A myristoyl 

lipopeptide derived from the N terminus of Src-family proteins is membrane permeant and 

can localize to the inside surface of the plasma membrane80. The literature provides 

numerous examples of self-localizing chemical moieties, which provide a strong starting 

point for the development of localized reagents that would permit RNA structure analysis.

RNA structure reagents have been primarily designed to measure secondary structure. 

However, three-dimensional folds, mediated by long-range base-pairing or other structural 

interactions, are important for regulating RNA function. The development of methods to 

restrain RNA structure prediction programs to account for long-distance or three-

dimensional contacts should be a primary focus of future efforts. One such method recently 

developed with this goal in mind is crosslinking, ligation and sequencing of hybrids 

(CLASH)81. In CLASH, irradiation at 254 nm causes the formation of RNA-RNA 

crosslinks. Sequencing CLASH crosslinks can identify RNA-RNA crosslinks that can be 

separated by great lengths of primary sequence. Hydroxyl radical probing has also been 

merged with discrete molecular dynamics (DMD) simulations of RNA to generate three-

dimensional structural ensembles consistent with experimental radical footprinting 

measurements35. These methods are starting to bring structural probing into three 

dimensions, but there is still much work to be done in this area.

Designing chemical reagents that can mark two points in space on the same RNA molecule 

would be ideal for developing a three-dimensional profile of the RNA. If a reagent was 

designed that could ligate two functional domains of the same RNA together (Fig. 5c), deep 

sequencing could identify them. A hint for analyzing such data comes from analogous 

methods that have been developed for three-dimensional modeling of the genome. For 

example, hi-C captures three-dimensional contacts in the genome through formaldehyde 

proximity crosslinking82,83. A two-dimensional heatmap could be constructed to identify 

sites of RNA structure interaction that are close in three-dimensional space (Fig. 5c). 

Developing such a method would go a long way toward allowing more accurate 

representations of RNA structures, and this may be feasible given the potential for small 

molecules to traverse the cell membrane and probe RNA structure in living cells.
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All the suggested challenges in this section have been limited to interrogating RNA structure 

on its own. However, RNA is rarely without a protein partner in the cell, and thus 

understanding of the RNA-protein interface and how structure controls such interactions is 

critical to a holistic view of RNA structure. The description of how structure controls protein 

binding, on a global scale, is still severely limited. RNA hybrid and iCLIP (hiCLIP)84 

permits the detection of RNA-RNA intermolecular duplexes that are bound by a protein, 

which are then identified using high-throughput sequencing (Fig. 5d). When hiCLIP was 

applied to the RNA-binding protein Staufen 1, double-stranded regions of RNA were 

identified through sequencing of noncontiguous insertions, which were mapped back to the 

primary sequence. These interactions included the hybridization of regions in the 3′-

untranslated region, just downstream of the stop codon, with regions further downstream 

near the poly(A) site or upstream near the start codon. The invention of hiCLIP suggests that 

merging biochemical methods for the isolation of RNA structure segments with deep 

sequencing can reveal a genome-wide view of the regulatory role that RNA structure 

elements play in protein recognition and cell biology.

These challenges represent just a fraction of what needs to be accomplished in order to 

better understand RNA structure and function inside the cell. At the heart of each of these 

hurdles is the need to develop novel chemical tools or biochemical methods that can 

measure RNA structure in ways that are currently not possible. Future developments are sure 

to open the door to further exploration of RNA form and function.

Conclusions

Although once regarded as a passive genetic transporter, RNA has emerged as a key player 

in nearly every biological pathway and processes. At the heart of RNA’s ability to perform 

so many functions is its inherent ability to fold into complex structures that control its role 

inside the cell. Methods that utilize chemical modification reagents to analyze RNA 

structure have emerged as the main approaches for dissecting RNA structure formation, 

analyzing structural interactions with proteins and other trans-acting factors, and gaining a 

physical perspective on RNA function. However, performing such assays on cellular RNA 

has proven to be difficult, partly because of a lack of chemical methods that work robustly in 

the cellular environment. Recent progress in the design of novel reagents and protocols has 

begun to permit RNA structural analysis inside cells. Further, the merger of chemical and 

genomic technologies has opened the door to gaining a holistic understanding of how RNA 

structure elements regulate gene expression and cell biology. Despite such progress, there 

remains much work to be done. Analyzing RNA structure as a transcript is being transcribed 

should reveal the early stages of RNA folding and the eventual final form. Deciphering the 

structures of RNAs within unique cellular compartments will reveal the physical nature of 

genetic organization in the cell. Finally, obtaining a three-dimensional perspective on RNA 

structure will unravel how motifs are organized and controlled to guide transcripts 

throughout their lifetime. With the intersection of chemistry and biology leading the way 

toward novel methods of structure probing, the future looks very bright.
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Box 1

Structure probing in RNA structure predictions

Chemical probing experiments provide data sets for building models of RNA structure. 

However, these methods do not present the complete picture and can lead to hypothetical 

structural models. Incorporating experimental restraints from chemical probing 

experiments as ‘pseudo-energies’ can improve the accuracy of structure prediction 

programs such as RNAstructure85, UNAfold86 and RNAfold87. For instance, the 

secondary structure model of 16S rRNA was improved to 97% accuracy, from 49.7%, as 

a result of restraints on the model introduced from SHAPE data88. A recent excellent 

review outlines each of these programs and their limitations in predicting RNA secondary 

structure89.

The major challenge facing all RNA structure prediction methods is that of parameter 

estimation90. That is, the accuracy of predictions made by free energy minimization is 

limited by the quality of the free energy parameters in the underlying model. It is still 

unclear whether the structural estimations gathered by studying RNAs with a significant 

amount of structural stability (such as ribosomal RNA, ribozymes and riboswitches) can 

be extrapolated to other types of RNAs within cells (such as mRNAs). The recent 

observation that mRNA structures are quite dynamic within the cell63,64 further suggests 

that the estimates gathered by studying highly structured RNAs may not apply.

Methods to model RNA structure on entire transcriptomes are currently being pursued as 

well. One program, SeqFold91, transforms experimental RNA structural data into a 

structure preference profile (SPP) and uses it to select stable RNA structure candidates 

representing the structural ensemble. Under a high-dimensional classification framework, 

SeqFold efficiently matches a given SPP to the most likely cluster of structures sampled 

from the Boltzmann-weighted ensemble. Another program, StructureFold, directly 

integrates probing data to restrain RNA secondary structure prediction via the 

RNAstructure and ViennaRNA package algorithms92. Overall, the merger of RNA 

structure probing with prediction algorithms is sure to increase the accuracy of RNA 

structure predictions and models.

Understanding how primary RNA sequence variation leads to alterations in the structural 

ensemble of RNA is another active area of study and will increase in importance as more 

genomic data, some with disease relevance, identifies functional RNA mutations that 

occur outside of coding regions. A recent study toward this goal has taken publicly 

available RNA structure probing data and benchmarked several RNA structure prediction 

algorithms93. Prediction algorithms designed to identify changes in RNA structure due to 

mutations performed the best among the 11 algorithms tested. More traditional prediction 

programs (RNAfold and RNAstructure) performed better when base-pairing probabilities, 

rather than free energy calculations, were implemented. However, overall algorithmic 

performance was low, suggesting the need for continued improvement. Nevertheless, 

these results demonstrate that structural rearrangements are possible as a result of genetic 
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variation and these should be taken into consideration when dissecting mutational data in 

genomic data sets.
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Figure 1. The functional and structural complexity of RNA
(a) A cartoon depicting the function of group I introns. (b) A cartoon depicting the function 

of RNase P in trimming tRNA. (c) A crystal structure of the group I intron (PDB 3BO2). (d) 

A crystal structure of the catalytic component of RNase P in complex with a tRNA substrate 

(PDB 3Q1R).
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Figure 2. Chemical methods to probe RNA structure
(a) A depiction of a typical chemical probing experiment. The RNA is first folded and then 

treated with a reagent that reacts covalently. The site of reaction is read out by reverse 

transcription and synthesis of cDNA that can be resolved by denaturing gel electrophoresis. 

(b) A depiction of a typical RNA structure probing experiment in which RNA cleavage is 

used to probe structure. The RNA is first folded and then treated with a reagent that cleaves 

the RNA backbone. The site of cleavage is read out by reverse transcription and synthesis of 

cDNA that can be resolved by denaturing gel electrophoresis. (c) Dimethylsulfate can 

alkylate the N7 of guanosine, the N1 of adenosine and the N3 of cytidine. (d) RNA SHAPE 

analysis measures the propensity of the 2′-OH to become activated as a nucleophile and 

undergo an acylation reaction. (e) Hydroxyl radical probing at the C5′ position leads to 

strand cleavage, resulting in the formation of a 3′-phosphate and 5′-aldehyde. (f) In-line 

probing results in a 2′,3′-cyclic phosphate and a 5′-hydroxyl.
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Figure 3. Methods to measure RNA structure inside living cells
(a) A schematic representation of using 4-thioU (4SU) RNA labeling to enrich for newly 

transcribed RNAs. DMS chemical probing was merged with 4SU labeling to study the 

structure of pre-mature rRNA in vivo (see ref. 46). In this method DMS chemical probing is 

performed in vivo and only the RNA structure pattern for premature ribosomal RNA is 

obtained. Both the pre-folded and mature RNA are present. However, as a result of 4SU 

enrichment, only the pre-mature rRNA is probed. (b) A chemical schematic of RNA SHAPE 

reagents. The site of 2′-OH attack is represented as a red sphere. (c) Demonstration of NAI 

structure probing of 5S rRNA in living cells. A denaturing gel is shown at right and the B-

factors of the 5S rRNA from a corresponding crystal structure at left. Images in c are 

reproduced from ref. 49 with permission from Nature Publishing Group.
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Figure 4. icSHAPE is a novel chemical probing method that permits transcriptome-wide 
interrogation of RNA structure
(a) Chemical scheme for the preparation of acylated RNA, which can be purified by biotin-

streptavidin purification. DIBO, dibenzocyclooctyne. (b) Schematic of icSHAPE 

modification and purification steps to generate a sequencing library. (c) Schematic of 

subtractive RNA structure probing, which can be used to study RNA-protein interactions to 

identify the role of RNA structure in regulating post-transcriptional interactions65.
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Figure 5. Outstanding challenges for understanding RNA structure inside living cells
(a) Outline of an experiment for interrogating RNA structure formation during transcription. 

In such a case a modified nucleoside can be introduced into the cell and then used to enrich 

for co-transcriptionally probed RNA structure. (b) A schematic for the design of a dual-

functioning chemical probe to measure RNA structure within unique subcellular 

compartments. (c) A depiction of how a chemical probe can be used to identify three-

dimensional contacts within folded RNAs. The results are mapped to an interaction map, 

depicting the spatial relationship between two points in the RNA sequence. (d) A schematic 

for the recently developed method known as hiCLIP84. In hiCLIP non-contiguous reads are 
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mapped to genes and represented by rainbow maps to connect primary sequence points 

through space.
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