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Keaveny, PhD2,3

1O.N. Diagnostics LLC, Berkeley, CA, USA

2Department of Mechanical Engineering, University of California, Berkeley, CA, USA
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Abstract

Patient-specific phantomless calibration of computed tomography (CT) scans has the potential to 

simplify and expand the use of pre-existing clinical CT for quantitative bone densitometry and 

bone strength analysis for diagnostic and monitoring purposes. In this study, we quantified the 

inter-operator reanalysis precision errors for a novel implementation of patient-specific 

phantomless calibration, using air and either aortic blood or hip adipose tissue as internal 

calibrating reference materials, and sought to confirm the equivalence between phantomless and 

(traditional) phantom-based measurements. CT scans of the spine and hip for 25 women and 15 

men (mean ± SD age of 67 ± 9 years, range 41–86 years), one scan per anatomic site per patient, 

were analyzed independently by two analysts using the VirtuOst software (O.N. Diagnostics, 

Berkeley, CA). The scans were acquired at 120 kVp, with a slice thickness/increment of 3 mm or 

less, on nine different CT scanner models across 24 different scanners. The main parameters 

assessed were areal bone mineral density (BMD) at the hip (total hip and femoral neck), trabecular 

volumetric BMD at the spine, and vertebral and femoral strength by finite element analysis; other 

volumetric BMD measures were also assessed. We found that the reanalysis precision errors for all 

phantomless measurements were less than 0.5%, which was as good as for phantom calibration. 

Regression analysis indicated equivalence of the phantom- versus phantomless-calibrated 

measurements (slope not different than unity, R2 ≥ 0.98). Of the main parameters assessed, non-

significant paired mean differences (n=40) between the two measurements ranged from 0.6% for 

hip areal BMD to 1.1% for mid-vertebral trabecular BMD. These results indicate that phantom-

equivalent measurements of both BMD and finite element-derived bone strength can be reliably 

obtained from CT scans using patient-specific phantomless calibration.
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1. INTRODUCTION

Quantitative analysis of computed tomography (CT) scans can be performed clinically to 

identify patients at high risk of fracture [1–3] based on calibrated measurements of bone 

mineral density (BMD) at the spine and hip, as well as measurements of bone strength when 

combined with finite element analysis [4–7]. In any quantitative CT analysis, proper 

calibration of the scan is required to correct for variations in scanner settings and attenuation 

characteristics [8], any related beam-hardening, and patient-specific characteristics such as 

body size, all of which can alter the attenuation characteristics [9]. Without such corrections, 

BMD and bone strength measurements can vary across different CT scanners or with 

different scan protocols or over time, confounding interpretation and clinical utility.

The most widely used method for calibrating CT scans utilizes an external calibration 

phantom [10]. However, the need for a phantom, which must be placed under the patient 

during scanning, adds expense and increases the logistical burden of clinical imaging. 

Various approaches have been proposed to calibrate without an external calibration phantom. 

One approach is to not calibrate the scan [11], but this amounts to not performing 

quantitative densitometry and is therefore questionable for diagnostic or monitoring 

purposes because attenuation values can vary widely depending on the specific scanner and 

scan protocol [9, 12]. Another approach is to pre-calibrate a particular CT scanner using a 

calibration phantom, or to pre-calibrate CT-based BMD measurements via DXA, and then 

use that pre-calibration for scans of future patients on that or similar scanners [13–16]. 

While this approach is preferable to not calibrating, both approaches are not specific to the 

individual patient and thus ignore potentially important calibration issues associated with 

variations in patient body size and habitus; nor can they be applied retrospectively over any 

appreciable period of time. A third approach, which represents a patient-specific 

phantomless calibration, is to utilize the patient’s own internal tissues as the calibrating 

reference materials [17, 18]. One such approach involves sampling the attenuation of a 

region of muscle, then further processing those attenuation data into components assumed to 

be associated with pure muscle tissue and pure adipose tissue, thereby providing attenuation 

data for two known reference materials [19]. However, one limitation of that approach is its 

poor repeatability [17], presumably due to the challenges of choosing the region of muscle 

in a repeatable fashion as well as consistently separating out the pure tissue components.

Overcoming these limitations with patient-specific phantomless calibration, we report here 

on an alternative implementation having improved precision. Already validated clinically 

against DXA for accurately measuring areal BMD at the hip [2, 3], this technique utilizes as 

calibrating reference materials the external air that is visible on the patient’s CT scan and 

one of either the patient’s blood or adipose tissue adjacent to the bone being assessed. 

Applying this technique to a diverse cohort of patients and CT scanners, we sought to 

quantify its inter-operator reanalysis precision for measuring both BMD and finite element-

derived bone strength, at both the spine and hip; we also sought to confirm the equivalence 

of the phantomless versus traditional phantom-based measurements.
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2. METHODS

2.1 CT Scans for the Study Sample

The study comprised of a reanalysis of pre-existing research-quality clinical-resolution CT 

scans that had been analyzed in prior clinical drug trials at O.N. Diagnostics. Permission was 

obtained from the original sources for reanalysis of the CT scans, and additional internal 

review board approval for this reanalysis was not necessary due to the retrospective, de-

identified nature of the dataset.

We randomly selected a sample of CT scans from a larger pool of scans in order to minimize 

sources of measurement bias in the selected scans. Eight prior multi-center studies at O.N. 

Diagnostics had scans that were available for reanalysis. Of those studies, eligible CT scans 

for inclusion were those that were: 1) acquired on a multi-detector CT scanner at 120 kVp; 

2) available for both the spine and hip for an individual patient; 3) imaged with a mineral 

phantom pair that included an external phantom for calibration and a quality-assurance 

phantom for beam hardening correction; 4) reconstructed utilizing a slice thickness of 3 mm 

or less and a standard kernel (GE: standard; Siemens: B30; Philips: B, C; Toshiba: FC12, 

FC13); 5) without imaging artifacts that would preclude analysis; and 6) were not previously 

utilized in the development of the phantomless calibration method. Typical exposure values 

were set according to patient height and weight (ranging from 25–195 mAs for spine scans, 

and 50–390 mAs for hip scans) or were determined by the scanner’s automatic exposure 

control function (e.g. noise index = 25 HU or quality reference mAs = 160). For any of the 

studies that assessed longitudinal effects, only baseline scans were included, so no scans 

reflected any treatment effects. The CT scans for 1032 subjects thus identified were acquired 

on 58 scanners. From those, we randomly selected 40 subjects — providing sufficient 

statistical power for a precision study [20, 21] — while limiting the number of scans from 

any single CT scanner to no more than eight. scans were derived from 24 unique CT 

scanners, representing nine different CT scanner models (Table 1). Fourteen of these 24 

scanners were represented in development of the phantomless calibration method. The 

cohort consisted of 25 women and 15 men, spanning a wide range of age, weight, height, 

and body mass index (Table 2).

2.2 Phantom and Phantomless Calibrations

The VirtuOst software (version 2.1, O.N. Diagnostics, Berkeley, CA), written in the Python 

programming language and utilizing NumPy and SciPy software libraries, was used for both 

the phantom and phantomless calibrated analyses. Both methods of calibration were 

performed separately at the spine and hip since attenuation characteristics can differ at each 

site due to site-specific differences in body habitus. For the phantom calibration, the same 

type of external calibration phantom (Model 3 Phantom, Mindways Software, Inc., Austin, 

TX) was utilized for each patient (Figure 1). Following the manufacturer-supplied 

specifications [22], the attenuation values (Hounsfield Units) of the chambers in the 

calibration phantom were sampled and the images were calibrated into equivalent-BMD 

units (mg/cm3) of a K2HPO4-water mixture. The user specified the range along the length of 

the phantom from which to sample data (avoiding any shading or other artifacts) and then 

over that range cylinders were automatically registered to each chamber. The final volume of 
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interest (VOI) was determined by removing an outer layer from each chamber to eliminate 

volume averaging with the surrounding phantom substrate. To help account for potential 

beam hardening between the locations of the external calibration phantom and the bone of 

interest, a quality-assurance torso phantom (Mindways Software, Inc., Austin, TX) was also 

scanned on top of the external calibration phantom (Figure 1), typically within one day of 

each subject’s CT exam. The resulting quality-assurance phantom scan was calibrated as 

described above and the measured BMD of its central chamber was used to generate a ratio 

versus the reference value of BMD for that chamber [23]; this field-uniformity correction 

ratio was then used to scale the corresponding subject’s BMD measurement to correct for 

any field-uniformity effects, the same ratio used both for the spine and hip scans. Across the 

40 scans, values of this ratio varied from 0.92 –1.05. To assess the sensitivity of the overall 

reanalysis precision error to the measurement of this ratio (which itself contributes some 

degree of measurement error), we also calculated reanalysis precision with this ratio set to 

1.0 for all scans.

For the phantomless calibration, the attenuation values were sampled for external air and 

either abdominal aortic blood tissue for assessment of the spine or pelvic visceral adipose 

tissue from the ischioanal fossa for assessment of the hip (Figure 1). Since both reference 

tissues are near the respective bones of interest, we applied no additional corrections for 

beam-hardening effects. Segmentation of the aorta was initiated by a single seed point, and 

then proceeded automatically to identify a curved cylindrical VOI, consisting of variably 

sized and centered circles on each transverse section, spanning a distance from 

approximately one vertebral height above and below the center of the target vertebra. 

Segmentation was performed using gradient-profile algorithms that were independent of 

absolute attenuation, and the size and location of the circles at each transverse section were 

chosen to omit regions of calcification and minimize overall heterogeneity in attenuation. 

Segmentation of the ischioanal fossa, which was fully automated, identified a contiguous 

volume of attenuation values within a pre-specified range and situated in the appropriate 

location between the femurs (Figure 1). The resulting thresholded volume was then 

smoothed to remove rough edges. After the initial segmentation of both tissues, the final 

VOI was determined by removing an outer layer from each segmented VOI in order to 

minimize volume averaging with any adjacent tissues. Numerical quality checks were run to 

test if the final VOI was sufficiently large, the sampled tissue attenuation data were normally 

distributed, and the average attenuation value was within the expected range. If any check 

failed, the analyst was alerted and could make manual changes.

The resulting scan-specific attenuation measurements for the external air and the reference 

tissues were then paired against previously developed reference values of equivalent-BMD 

(in units of a K2HPO4-water mixture) for these materials to provide a scan-specific linear 

calibration equation. Although the same reference values of equivalent-BMD were used for 

all scans for a given CT manufacturer, the calibration was specific to each scan since it 

depended on the scan-specific measured attenuation values of the reference materials. The 

reference values of equivalent-BMD depended on the CT manufacturer and the kVp setting 

of the scan, and were developed empirically in a prior calibration process. For that process, 

we used data from 268 different patients scanned on 31 different CT scanners, spanning four 

different CT manufacturers (GE Healthcare, Siemens, Philips, Toshiba). The scans were all 
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acquired at 120 kVp with a slice thickness of 3 mm or less and reconstructed with a standard 

kernel; exposure values were set according to patient height and weight or were determined 

by the scanner’s automatic exposure control function; table heights were determined by 

centering the table on the QA or torso phantom. Using these scans, an optimization study 

was then performed to identify reference values, by CT manufacturer, for the air, blood, and 

adipose tissues that minimized the difference in measurements of both cortical and 

trabecular BMD between phantom and phantomless calibrations for the 268 patients. After 

optimizing, the coefficient of variation (defined here as the standard deviation of the 

difference in measurements, divided by mean of the underlying measurements) in integral 

volumetric BMD between phantom and phantomless calibration across all patients ranged 

across the four manufacturers from 2.9–4.3% (7–10 mg/cm3) at the hip and from 2.8–4.1% 

(5–7 mg/cm3) at spine. Separately, extrapolation of these reference values for 120 kVp to 

other kVp values was performed using scans of a custom torso phantom consisting of 

various tissue-equivalent chambers and scanned on 35 different CT scanners (for the four 

manufacturers) at various settings (80–140 kVp), although performance of the phantomless 

calibration at different kVp values was not assessed in this study.

To convert units of K2HPO4-equivalent areal BMD into units of DXA-equivalent (Hologic) 

areal BMD, a previously-developed empirical equation (the same for both phantom and 

phantomless calibration) was used. The resulting type of areal BMD measurements has been 

validated against DXA measurements [2, 3, 24].

2.3 Bone Strength and BMD Measurements

VirtuOst was also used to measure volumetric BMD and finite element-derived bone 

strength at the spine and hip, and areal BMD at the hip. For the phantom and phantomless 

analyses, all image processing and finite element analyses were identical except for the 

calibration method. For the spine, we measured the mid-vertebral trabecular volumetric 

BMD and vertebral compressive strength for the L1 vertebra, or if L1 was unavailable, one 

other level from T12–L3 (Figure 2). Spine areal BMD was not assessed since prior studies 

have shown that both mid-vertebral trabecular volumetric BMD and vertebral strength are 

more strongly associated with risk of vertebral fracture than spine areal BMD [25–27]. For 

the hip, we measured DXA-equivalent areal BMD values for the femoral neck and total hip 

regions and overall femoral strength for a simulated sideways fall, preferentially from the 

left proximal femur (Figure 2). All these “clinical” measurements have been validated in 

various prospective [1, 25, 28] and prevalent [26, 27, 29, 30] fracture-outcome studies, and 

are available clinically for patient care [2, 3, 31] and meet recommended practice guidelines 

[32]. To enable further comparisons with the research literature, we also report on the 

reanalysis precision for various other volumetric BMD measurements, specifically, integral 

volumetric BMD for both the whole vertebral body and total hip and their respective cortical 

and trabecular compartments. The cortical compartment included all cortical bone and some 

adjacent endosteal trabecular bone, and was defined as all bone within a fixed distance of the 

periosteal surface (3 mm for the hip; 2 mm for the spine) plus any other adjacent bone with 

an apparent-BMD value greater than 1.0 g/cm3; the trabecular compartment was defined as 

all of the remaining trabecular bone. Henceforth, for brevity, we refer to these compartments 

as the cortical and trabecular bone, respectively.
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All additional image processing for strength and BMD assessments was performed as 

described elsewhere [1–3]. Briefly, the target bones in the QCT images were segmented (and 

posterior elements removed for the spine), calibrated, registered into a standardized 

coordinate system, and then converted into finite element models. The highly automated 

segmentation techniques for the bone employed a combination of seeded region-growing, 

various standard morphological algorithms (such as erosion, dilation, and smoothing), active 

contouring, and calibration-independent adaptive thresholding. After registering the 

segmented bone into a standardized coordinate system, all regions of interest for the BMD 

measurements were automatically placed based on the location of specific bone features 

such as the vertebral endplates, the femoral neck, and the lesser trochanter. The location and 

orientation of these regions could be adjusted manually if needed. Following precedence 

[33], the mid-vertebral trabecular volumetric BMD (in mg/cm3) was sampled within an 

elliptical region of interest, 8 mm high, located in the middle of the vertebral body in a 

slightly anterior position (Figure 2). For the hip areal BMD measurements, the segmented 

femur was automatically registered into the recommended DXA orientation, projected in the 

anterior-posterior direction into a frontal plane, and then processed to generate DXA-like 

femoral neck and total hip regions of interest (Figure 2).

After all image processing, the images were converted into finite element models using 1.0 

mm (spine) or 1.5 mm (hip) cube-shaped, eight-noded brick elements, both re-sampled 

resolutions producing in the range of 40,000 elements per finite element model. Element-

specific elastic properties (anisotropic for the spine; isotropic for the hip) and elastic-plastic 

failure properties (higher strength in compression than tension at the hip) were all derived 

from the calibrated volumetric BMD values [34–36]. After automatically registering each 

segmented bone to a standardized orientation via rigid-body transformation, boundary 

conditions were applied to simulate a uniform compressive overload of the spine or a 

sideways fall of the hip, both via a layer of plastic to mimic laboratory testing conditions, 

and non-linear finite element analysis was performed to estimate strength (in newtons) at 

each site.

2.4 Inter-Operator Reanalysis Precision

Two analysts performed all measurements, blinded to each other, for both the phantom and 

phantomless calibrations, for both the spine and hip, for all 40 subjects. This enabled an 

inter-observer comparison between the two analysts. For the phantom calibration, this 

repeated analysis also included re-measurement of the field-uniformity correction ratio from 

the quality-assurance phantom scans.

2.5 Statistical Analyses

A number of statistical procedures were employed. To assess inter-operator reanalysis 

precision error for each BMD and strength measurement, both for phantom and phantomless 

calibrations, we calculated the root-mean-square error [21] between the two analysts’ 

measurements (n=40 pairs, separately for spine and hip), expressed both in absolute units of 

the measurement (standard deviation, SDRMS) and as a percentage of the mean measurement 

(coefficient of variation, CVRMS). Any statistically significant difference between the 

phantom and phantomless precision errors was determined by 95% confidence intervals of 
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the respective variances using a chi-square distribution [21]. In assessing equivalence 

between the absolute measurements provided by phantomless and phantom calibration, we 

tested for any proportional or fixed biases [37] using orthogonal linear regression analysis 

[38] and Bland-Altman analysis [39], respectively. From the Bland-Altman plots, we 

calculated the 95% limits of agreement between phantomless versus phantom calibrations; 

that parameter was calculated as 1.96 times the standard deviation of the paired differences 

between the phantomless and phantom measurements, centered about any statistically 

significant fixed bias. We also performed paired t-tests on the phantomless and phantom 

measurements. All statistics were performed using JMP (Version 9.0, SAS Institute, Inc., 

Cary, NC).

3. RESULTS

The inter-operator reanalysis precision error for phantomless calibration was no more than 

0.5% for all measurements at both the spine and hip, and was at least as low as for phantom 

calibration (Table 3). The precision error for phantomless calibration ranged from 0.1% for 

total hip areal BMD and total hip trabecular volumetric BMD to 0.5% for vertebral strength 

and mid-vertebral trabecular volumetric BMD. Numerically, these precision errors were 

always either equal to or lower than those for phantom calibration. For all the hip 

measurements the precision errors were significantly lower (p<0.05) for phantomless 

calibration than for phantom calibration, reflecting that the phantomless calibration was 

fully automated for the hip, whereas some user input was required for our implementation of 

the traditional phantom-based calibration. When measurement of the field-uniformity 

correction ratio was eliminated (i.e. set equal to unity for all analyses) for the traditional 

phantom-based calibration, precision errors for the phantom calibration decreased by up to 

0.2 percentage points (Table 3).

Comparison of the absolute measurements between the phantomless and phantom 

calibrations confirmed the equivalence of both measurements. For all parameters assessed, 

with the exception of cortical volumetric BMD, there were no statistically significant 

(paired) differences between any of the phantom and phantomless measurements, and 

orthogonal regression showed no proportional bias (slope not different than one) (Table 4, 

Figure 3); for cortical volumetric BMD, the observed statistical difference was small (1%). 

Bland-Altman analysis also revealed no trend between the difference in any of the 

measurements between phantom and phantomless calibration and their average value 

(Figure 3). For the clinical measurements, the 95% limits of agreement were ±7 mg/cm3 for 

mid-vertebral trabecular volumetric BMD, ±550 N for vertebral strength, ±0.037 g/cm2 for 

femoral neck areal BMD, ±0.044 g/cm2 for total hip areal BMD, and ±310 N for femoral 

strength. Consistent with this level of agreement, all measurements were highly correlated 

between the two calibration methods (R2 ≥ 0.98 for the clinical measures, R2 ≥ 0.95 for the 

other vBMD measures, Table 4).

4. DISCUSSION

External calibration phantoms have been the mainstay of quantitative-CT bone densitometry 

since its inception, but they complicate the logistics of scan acquisition. The results of this 
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study — obtained across a wide range of CT scanners and patients — demonstrate that 

patient-specific phantomless calibration can reliably provide measurements of both BMD 

and bone strength that are equivalent to those provided by traditional phantom calibration. 

That is to say, for analysis of a single scan, the measurements from phantomless calibration 

are as precise as those from traditional phantom-based calibration, and are equivalent 

statistically in terms of absolute values. Despite concerns over extrapolation errors if using 

calibration reference materials that have attenuation values far beyond the range of bone 

[18], the current results demonstrate that the combination of just external air and either 

blood tissue (at the spine) or adipose tissue (at the hip) can be used to calibrate CT scans 

equivalently to traditional phantom-based calibration, the gold standard for quantitative CT. 

Consistent with these findings, we previously found that hip areal BMD measurements, 

obtained by applying the currently reported method of phantomless calibration to routine 

clinical CT colonography and enterography scans, were equivalent to those as measured 

directly by DXA [2, 3]. The current results complement those findings by extending them to 

using traditional phantom-based quantitative CT as the reference standard.

There are advantages and trade-offs to consider when using phantomless calibration in any 

quantitative CT analysis compared to using a traditional phantom calibration. One important 

advantage of this implementation of phantomless calibration is the use of reference tissues 

immediately adjacent to the target bone, which should not only capture the beam-hardening 

effects in those reference tissues but also any similar effects in the adjacent bone. By 

contrast, an external phantom alone cannot reliably measure those effects because it is 

placed outside the body [9]. External phantoms can also be susceptible to subtle artifacts 

arising from any air gaps between the patient and the external phantom. These artifacts can 

influence the measured attenuation from the phantom chambers, and in turn can diminish 

inter-operator precision if different analysts correct for such artifacts in slightly different 

ways; these artifacts can also diminish longitudinal precision if they vary over time. In the 

same way, artifacts internal to the body (arising from air in the lungs or in the bowels, aortic 

calcifications, disease in adipose tissue, etc.) can affect the phantomless calibration tissues, 

and thus in both methods an analyst should always review scans for such subtle artifacts and 

make manual adjustments if necessary. Clearly, the main advantage of phantom calibration 

is the physical uniformity of the phantom chambers, in space and over time. In developing 

our phantomless calibration technique, we have found that aortic blood at the spine and 

visceral adipose tissue at the hip appear relatively homogeneous across patients and do not 

vary much across body size and habitus, which explains in part why the use of these tissues 

as reference materials provided good agreement against the phantom-based values. With 

ease of use and precision in mind, the other reference material was the external air, which 

our current results demonstrate can be used for calibration even though air is already used to 

calibrate Hounsfield Unit values of attenuation. It remains for future work to demonstrate 

that these blood and adipose tissues are sufficiently stable over time to provide highly 

precise measurements of change in BMD and strength. In the meanwhile, our current results 

indicate that any inhomogeneity of these tissues across patients has little practical effect on 

the ability of our phantomless calibration to provide one-time measurements that are 

equivalent to those from traditional phantom calibration.
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In performing any precision study, one key issue is the potential trade-off between 

automation — which improves reanalysis precision — and accuracy. By comparing the 

absolute values between the two calibration methods, we were able to confirm that the 

automated elements of our process did not degrade accuracy. We note also that the lower 

precision for phantomless calibration at the hip compared to phantom calibration does not 

imply that precision for phantomess calibration is better than for phantom-based calibration. 

Since the hip adipose tissue is relatively homogenous, it can be processed in a highly 

automated fashion, with minimal or no user input. Meanwhile, for our implementation of the 

phantom-based calibration, the analyst must choose the range over which the phantom is 

sampled, and that range can vary across analyses. If our implementation of phantom 

calibration had been completely automated, then we would expect no difference in 

reanalysis precision between the two methods.

Beyond the method of calibration, highly automated image processing algorithms are also 

integral to achieving good precision [40]. In this regard, VirtuOst employs a unique 

combination of segmentation and registration techniques that typically require little user 

input beyond a small number of seed points, and then readjustment only if necessary. In 

addition, the BMD regions of interest are initially placed automatically based on anatomic 

features, and can also be adjusted if necessary. These types of contemporary methods have 

been shown to improve precision compared to earlier generation image processing methods 

[40]. As regards our hip areal BMD measurements, they were derived from analysis of the 

segmented image in a standardized registered orientation that is the same for all femurs. 

Processing the segmented image for these measurements eliminates many of the soft-tissue 

artifacts that are inherent to DXA measurements [41]. In that sense, these CT-based areal 

BMD measurements are technically more robust than those provided by DXA. 

Unfortunately, we could not measure short-term precision since we did not have pairs of 

independent scans for each patient, although others have shown excellent short-term 

precision for CT-based measurements of hip areal BMD using traditional phantom 

calibration [42].

Regarding the finite element analysis-derived measurements, two important factors that can 

influence their precision, in addition to segmentation and calibration, are the orientation of 

the bone and application of the boundary conditions. To minimize such errors, VirtuOst uses 

an optimization scheme to rigidly transform the vertebral body and proximal femur to a 

standardized orientation for virtual loading, uniformly truncates the model boundaries using 

automatically detected anatomic landmarks, and resamples all CT images to uniform 

resolutions for the creation of the same-sized voxel finite elements (1.0 mm for the spine, 

1.5 mm for the hip) regardless of the scan resolution. These types of techniques should 

improve not only inter-operator but also short-term precision. Beyond another (brief) inter-

operator reanalysis precision study utilizing an earlier version of the VirtuOst software as 

applied to 39 patients who had a CT colonography exam [3], we are aware of only three 

reports of repeatability precision for finite element-derived results, all of which were short-

term precision [5, 9, 43] (Table 5). In two studies, patients were scanned twice on the same 

CT machine, with repositioning between. The first of these studies [5] utilized large 

elements and a relatively simple implementation of the finite element analysis technique as 

applied to the vertebral body and had poor short-term precision (12.1%); by contrast, the 
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second of these studies [43] utilized a more contemporary technique as applied to the 

proximal femur and achieved good short-term precision (1.9%), consistent with our findings. 

In the third study [9], patients were scanned on two different CT scanners on the same day, 

and the resulting inter-scanner (short-term) precision error for finite element strength ranged 

from 5.9 to 19.6%, depending on how the cross-calibration was performed and the type of 

loading condition (stance or fall). The poor inter-scanner precision, which also occurred for 

the various types of BMD measurements in that study, underscores the potential challenges 

of cross-calibrating across different CT machines, an issue that was not addressed in this 

current study. In that third study, the authors also report reanalysis (inter-operator) precision 

errors for a stance strength (1.6%) and a fall strength (6.4%) from previously unpublished 

data; it is not clear why the reanalysis precision error was so high for the fall strength, 

although it may be related to the failure criterion used to estimate a strength value from a 

linear analysis. Although alternate loading conditions are possible with VirtuOst, such as a 

stance orientation of the proximal femur, we constrained the outcomes in this study to those 

that are used clinically. However, we would expect those alternate strength outcomes to have 

similar precision to what has been reported in the current study since the methods are 

identical with the exception of the bone orientation and boundary conditions, both of which 

are automated processes.

Our results have implications for both clinical practice and research studies. Clinically, the 

low inter-operator reanalysis precision errors, the equivalence of the phantom and 

phantomless measurements, and the previous validation against DXA [2, 3, 24], together 

imply that a patient-specific phantomless analysis of pre-existing routine CT scans can 

provide reliable one-time diagnostic-quality measurements. For clinical monitoring, since 

repeat CT scans might not be feasible due to cost or radiation-exposure issues, patients with 

an existing CT scan covering the spine or hip could instead be monitored by a follow-up 

DXA exam. One would expect the precision error of such a comparison to be equivalent to 

that for comparing BMD T-scores from two different DXA scanners. In research studies, if 

the magnitude of the short-term precision error is similar for strength and areal BMD — as it 

is for the reanalysis precision error — then one would expect a shorter monitoring time 

interval for strength since typical annual changes are larger for strength than for BMD [2, 3, 

24]. Consistent with this concept, the greater statistical power of the femoral strength 

measurement for detecting treatment effects has been demonstrated [44]. Eliminating the 

need for a calibration phantom would also reduce the expense and logistical challenges of 

research studies. However, while we have demonstrated equivalence of cross-sectional 

measurements of phantomless and phantom calibration, further work is required to 

demonstrate that longitudinal changes are also equivalent.

This study has a number of limitations. Most importantly, we did not measure short-term 

precision error. Due to the constraints of minimizing radiation exposure in research studies, 

short-term precision studies — in which the subject is scanned twice the very same way but 

with repositioning between the scans — are rare for CT. Another limitation is that, although 

we sampled CT scans from nine different CT scanner models and from 24 different 

scanners, the scans all had similar acquisition and reconstruction settings, the most 

important being 120 kVp and a standard reconstruction kernel; and most scanners were from 

a single manufacturer (GE Healthcare). While it is unlikely that the inter-operator reanalysis 
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precision error would be sensitive to the manufacturer or the precise value of equivalent-

BMD assigned to our reference materials, the absolute measurements are likely sensitive to 

the acquisition settings, and we did not investigate in this study how longitudinal or 

manufacturer-related differences in acquisition or reconstruction settings would alter the 

measurements, either for phantom or phantomless calibration. These issues remain topics of 

ongoing research [9]. Related, the scans in this study were acquired originally in clinical 

drug studies, albeit in many different imaging centers, and may therefore not reflect typical 

clinical practice. However, a prior precision study using VirtuOst performed on ordinary CT 

colonography scans, showed similar precision errors to those reported here (Table 5), 

suggesting that the current data are indicative of what would be expected clinically, at least 

for specific classes of CT scans. Further, the scans in this study, although acquired in various 

facilities, were processed by trained staff in a centralized laboratory (O.N. Diagnostics) and 

not by hospital personnel. Finally, it is possible that the internal reference tissues may be 

altered for certain medical conditions – for example abdominal visceral adipose tissue in 

patients after gastric bypass surgery [45] or in women with anorexia nervosa [46]. Such 

changes would likely influence our phantomless measurements, although the size of any 

possible effects is not currently known. In the meanwhile, the strong correlation observed in 

this study between phantom versus phantomless measurements, and between phantomless-

derived hip BMD against DXA-derived hip BMD [2, 3], suggests that the blood and adipose 

tissues utilized in this study, when paired with the external air, are sufficiently uniform 

across individuals to provide a patient-specific phantomless calibration of diagnostic quality.
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HIGHLIGHTS

• Phantomless calibration of CT scans has excellent inter-operator precision.

• Precision for finite element-derived bone strength is comparable to precision 

for BMD.

• Accuracy of phantomless calibration was confirmed vs. phantom calibration.
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Figure 1. 
Transverse images from a typical CT exam in this study for the spine (left), hip (center), 

and quality-assurance phantom (right), showing typical image quality and the internal 

reference tissues used for phantomless calibration – aortic blood tissue from the spine scan 

is shown in red (with white outline added); pelvic visceral adipose tissue (ischioanal fossa) 

from the hip scan is shown in yellow.
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Figure 2. 
Analysis of the spine and hip from a 70-year-old woman. Left: Automatically-placed 

regions of interest for the BMD analysis of the mid-vertebral trabecular bone (yellow 

ellipse) and DXA-equivalent areal BMD analysis of the hip, showing the femoral neck 

(yellow box) and total hip regions of interest (all bone above the yellow line, up to and 

including the femoral neck). Right: Virtual deformation patterns (magnified for viewing 

purposes) by finite element analysis for the spine and hip, showing regions of simulated 

bone tissue failure (colored). The gray colors denote the volumetric BMD values throughout 

the models. Boundary conditions were applied via virtual layers of plastic (light blue) to 

evenly distribute the applied loads over the bone surfaces, and simulated a compressive 

overload of the vertebral body and a sideways fall for the proximal femur.
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Figure 3. 
Orthogonal regression analyses (top) and the corresponding Bland-Altman plots (bottom) 

comparing phantom- and phantomless-calibrated vertebral strength (left) and femoral 

strength (right). N=40 points in each plot; the same scales are used to enhance direct visual 

comparisons. For the regression plots: red line = orthogonal regression best fit; for reference, 

the Y=X line of unity is shown. For the Bland-Altman plots: red line = mean difference; 

dashed black line = zero difference; solid black lines = 95% limits of agreement; mean 

difference ± standard deviation, p-value versus zero mean.
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Table 1

Forty scans each for the spine and hip were used in this analysis, acquired from nine different CT scanner 

models, from 24 different scanners.

CT Scanner Model* Number of Scanners Number of Scans†

GE BrightSpeed 3 4

GE LightSpeed Ultra 1 1

GE LightSpeed VCT 4 8

GE LightSpeed 16 5 8

Philips Brilliance 16 2 2

Philips Brilliance 64 3 7

Siemens Sensation 40 1 1

Siemens Sensation 64 1 2

Toshiba Aquilion 4 7

 Total 24 40

*
All scans were acquired at 120 kVp and reconstructed with a standard reconstruction kernel with a slice thickness of up to 3 mm.

†
Number of paired spine and hip scans (n=40 total for each type of scan).
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Table 2

Descriptive statistics for the analyzed cohort.

Women Men Pooled

Number of Subjects 25 15 40

Age (yrs) 64 ± 9 (41–80) 72 ± 6 (65–86) 67 ± 9 (41–86)

Height (cm) 157 ± 6 (141–166) 177 ± 6 (167–185) 164 ± 12 (141–185)

Weight (kg) 58 ± 9 (39–73) 100 ± 18 (66–124) 74 ± 24 (39–124)

BMI (kg/m2) 23.7 ± 3.9 (18.2–31.5) 31.7 ± 4.0 (23.3–36.7) 26.7 ± 5.5 (18.2–36.7)

BMI — Body Mass Index

Values are mean ± standard deviation (range in parentheses).
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