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Intra- and Inter-Session Network Coding
In Wireless Networks

Hulya SeferogluMember IEEE, Athina MarkopoulouMember IEEE, K. K. Ramakrishnankellow, IEEE

Abstract—In this paper, we are interested in improving the overheard and also (ii) code so that all one-hop downstream
performance of constructive network coding schemes in logs nodes can decode. This must be done at every hop across the

wireless environments. We propose’NC - a cross-layer approach it

that combines inter-sessio% gnd intra-session ngtworpkpcdmt; path of a flow and cross-layer optimization approaches can be
and has two strengths. First, the error-correcting capabiities used [@_] to further boost the performance. .

of intra-session network coding make our scheme resilientot One important problem that remains open, and is the focus

loss. Second, redundancy allows intermediate nodes to omge of this paper, is COPE’s performance in the presence of non-
without knowledge of the decoding buffers of their neighbos. negligible loss rates. The reason is that intermediate s\ode
Based only on the knowledge of the loss rates on the direct COPE require the knowledge of what their neighbors have
and overhearing links, intermediate nodes can make decisis h d i d ¢ f h int . NC
for both intra-session (.e., how much redundancy to add in overhear K In order 10 perrorm .one- _op Inter-session :
each flow) and inter-sessioni(e., what percentage of flows to However, in the presence of medium-high loss rate, although
code together) coding. Our approach is grounded on a network each node fully cooperates to report what it has overheard,
utility maximization (NUM) formulation of the problem. We  this information is limited, possibly corrupted, and/otajeed
propose two practical schemes, “INC-state and FNC-stateless, ,yar |ossy wireless channels. COPE turns off NC if loss rate
which mimic the structure of the NUM optimal solution. We also d threshold with default val 20% [2]. H
address the interaction of our approach with the transport layer. exlcee S a threshold wi eflault value [ ]', owever,
We demonstrate the benefits of our schemes through simulatis.  this does not take full advantage of all the available NC
opportunities. To better illustrate this key point, let usctdiss
Index Terms—Network coding, wireless networks, error cor- the following example. _ _
rection, cross-layer optimization. Example 1:Let us consider Fig[]1, and focus on the
neighborhood of nodd, i.e., only the packets transmitted
via I, from A; to A, and from B; to B,. This forms an
_ _ “X” topology which is a well-known, canonical example of
Wireless environments lend themselves naturally to né{woéne-hop opportunistic NCCT1][]2]. In the absence of loss
coding (NC), thanks to their inherent broadcast and OV”het"hroughput is improved b)33-?;% becausel delivers two '
ing capabilities. In this paper, we are interested in wle ,,cets in three transmissions (with NC), instead of four

mesh networks used for carrying traffic from unicast session,ithout NC). Let us re-visit this example when there is tck
which is the dominant traffic today. Network coding has beqgss Assume that there is loss only on the overhearing link

use_d as a way to improve_ thro_ughput over such Wirele§1's1 — By, with probability (4, 5,; = 0.3, and all other links
environments. Given that optimal inter-session NC for 88iC 4y ng |oss. In this case)% of the packets can still be coded
is st|I.I an open problem, constructive a_tpproachgs are ”‘;edtdgether, and throughput can be improved 26y, which is
practice [1], [2], [3], [4], [S]. One of the first practical véless | 5 significant improvement. Even at higher loss rate.,

NC systems is COPE [2] - a coding shim bet\_/ve_en the IP a dAth} = 0.5, inter-session coding still improves throughput
MAC layers that performs one-hop, opportunistic NC. COPEy '+ 20% This is under the assumption thatknows the
codes packets from different unicast sessions, and refies Q .t state ofds, Bo, i.e., what packets were overheard, and
receivers being able to decode these using overheard gackg,s 1 is able to decide what packets to code together so as
This way, COPE combines multiple packets by using infogy garantee decodability at the receivers. However, at hig
mation on overheard packets which are exchanged throyglg rates, cooperation among nodes becomes difficult.ighis
transmission reports and effectively forwards multiplelgds why COPE turns off the coding functionality when loss rate

in a single transmission to improve throughput. In order fQg pigher than a threshold with default value 20%, thus not
COPE to work in a multihop network, nodes must coopera{gking full advantage of all coding opportunities. -

to (i) exchange information about what packets they haveyy, propose a solution to this problem with a design which
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I. INTRODUCTION
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loss characteristics on the direct and overhearing links.
We implement this and other functionalite.§., queue
management) performed with or after inter-session NC
as a layer between MAC and IP.

Q4: What information should be reported to make these
decision® We propose two schemegNC-state, which
needs to know the staté.d., overheard packets) of the
neighbors; and’NC-stateless, which only needs to know
the loss rate of links in the neighborhood.

Our approach is grounded on a network utility maximization
(NUM) framework [7]. We formulate two variants of the
problem, depending on available information (as in Q4 apove
Fig. 1. Example of a unicast flow (frons; to R) traversing muliple 1n€ solution of each problem decomposes into several parts
wireless hops. Each node performs (intra- and inter-ses§€. The neigh- Wwith an intuitive interpretation, such as rate control, NaGey
borhood of / is shown here in detail. (Two unicast flows; — &1 and redundancy rate, queue management, and scheduling. The
Ss — Ra, meeting at intermediate node I receives packets, b from nodes . . . . .

Ay, By, respectively. It can choose to broadcasth or a + b in a single structure of the optimal solution provides insight into the

transmission to both receivers. The next haips B, can decode-+b because design of our two schemes NC-state and3NC-stateless.

they overhear packetsanda transmitted fromBy, A1, respectively.) We evaluate our schemes in a multi-hop setting, and we

session NC, even in the presence of medium-high loss ra consider their interaction with the transport layer, imthg

thus improving throughput. Second, the use of intra—sessioab and UDP. We propose a thin adaptation layer at the

interface between TCP and the underlying coding, to best

NC makes all packets in the session equally beneficial. Thlﬁ?atch the interaction of the two. We perform simulations in

I2NC eliminates the need to know the exact packets that hac\;/foMoS i [B], and we show that our schemes significant
been overheard by the neighbors of intermediate nbdk M 9 Y

iaqprove throughput compared to COPE.

is sufficient to know the loss probabilities of overheard an .

transmitted packets. In our scheme, this information isrieul The structure of the rest of the paper is as follows. Setfon |

by each noge o thé nodes in its r’1ei hborhood which mal%rsesents related work. Sectignllll gives an overview of the
y , : 9 system model. Sectidn]V presents the NUM formulation and

NC possible even at higher loss rates.

Addi dund in this setting i trivial. si al solution. Sectiofi )/ presents the design of tARC schemes
. Ing redundancy in this setling 1S non-trvial, SINce awlo ., jet4i] - Sectiof VI presents simulation results. SecVdi
is affected not only by loss on its direct links, but also bgslo

ludes th \
on overhearing links. This affects the decodability of cnbdeConc udes the paper
packets. Therefore, the amount of redundancy needed to be Il. RELATED WORK

determined carefully_. . _ _ COPE and follow-up workThis paper builds on COPE,
Example 1 - continuedConsider again the neighborhood, actical scheme for one-hop NC across unicast sessions
of 7 in Fig.[l. Flow 2 (originated fromss) is affected not i, "\yireless mesh networks1[2], which has generated a lot
only by loss on its own patif}; — I — B, but also by 10ss 0n ¢ yasearch interest. Some researchers tried to model and
the overhearing linkd; — B>, which affects the decodability analyze COPE[]9],[T10],[[11]. Some others proposed new
of coded packet + b at B. In order to protect flow 2 from qqeq wireless systems, based on the idea of COPE [12], [5].
high loss rate on the overhearing link — B>, I may decide |, 73] the performance of COPE is improved by looking
either to add redundancy on flow 2, or to not perform coding jts interaction with MAC faimess. Our recent work [ [6]
or a combination of the two. On the other haddmay also jnnroves TCP's performance over COPE with a NC-aware
decide to add redundancy on flow 1 (originated fréim), 10 4,6 management scheme. This paper also improves COPE
correct loss on the overhearing link, — By, thus helpingBz 1y adding intra-session redundancy with a cross-layergdesi
to receivea and decoder +b. B ond reducing the amount of information that is needed to be
Therefore, a number of questions need to _be addres_seqs%&hanged among nodes cooperatively, nodes no longer
the design of a system that combines both intra- and intgfseq to know the exact packets overheard by their neighbors
session NC. In particular: and can operate only with knowledge of the link loss rates.
Q1: How to gracefully combine intra- and inter-session NC NUM in coded systemsThe NUM framework can be
We propose a generation-based design, and specify #pplied in networks, to understand how different layers/and
order we perform the two types of coding. modules (such as flow control, congestion control, routing,
Q2: How much redundancy to add in each flow& show etc.) should be restructured when NC is used. Although
how to adjust the amount of redundancy after taking inthe approach is general, the parts and interpretation of the
account the loss on the direct and overhearing links. Viéstributed solution is highly problem-specific. For NUM to
implement the intra-session NC functionality as a thibe successful, the optimization model must be formulated so
layer between IP and transport layer. as to capture and exploit the NC properties. This is highly
Q3: What percentage of flows should be coded togetimet non-trivial and problem-specific. A body of work has looked
what parts should remain uncoded? We design algat the joint optimization of NC of unicast flows, formulated
rithms that make this decision taking into account th@ a NUM framework.




Optimal scheduling and routing for COPE are considered?2) Wireless TransmissionPackets from a source.g.,S;
in [9] and [11], respectively. A linear optimization framevk in Fig.[d) traverse potentially multiple wireless hops befo
for packing butterflies is proposed il [4]. A re-transmissiobeing received by the receivee.§., R;). We consider a
scheme for one-hop NC is proposed inl[14]. Forward erranodel for interference described [n[22]: each node careeith
correction over wireless for pairwise NC is proposed.inl [15fransmit or receive at the same time, and all transmissions i
[16], which are also the most closely related formulatioms the range of the receiver are considered as interfering.
ours. Our main differences are that we consider: (i) mudtipl We use the following terminology for wireless. A hyperarc
flows coded together instead of pairwise, (ii) local instead, 7) is a collection of links from nodé e A to a non-empty
of end-to-end redundancy, and (iii) the effect of lossesroveet of next-hop nodeg C N. A hypergraphH = (N, A)
direct and overhearing links, to generate the right amodint @presents a wireless mesh network, whafeis the set of
redundancy. nodes and4 is the set of hyperarcs. For simplicity,= (i, J)

Dealing with wireless losRecent studies of IEEE 802.11bdenotes a hyperara i) denotes nodé andh(7) denotes the
based wireless mesh networks|[17].][18], have reportedgiacket of nodes in7, i.e, h(i) = i and h(J) = J. We use
loss rates as high as 50%. Dealing such level of loss in veiseléhese notations interchangeably in the rest of the papeh Ea
networks is a hard enough problem on its own, which is furthByperarch is associated with a channel capaciy. Sinceh
amplified by NC. There is a wide spectrum of well-studiet a set of links,R;, is the minimum capacity of all the links
options for dealing with losse.g., using redundancy and/orin the hyperarci.e., Ry = minjc,){Ri,;} s.t.i € N. In the
re-transmissions, locally (MAC) and/or end-to-end (t@ors example of nodd in Fig.[d, h = (I, {B, A>}) is one of the
layer). Local re-transmissions increase end-to-end detay hyperarcs, and its capacity isin{ R(; p,}, R{1,4,} }-
jitter, which, if excessive, may cause TCP timeouts or hurt Note that with both intra- and inter-session NC, it is polesib
real-time multimedia. Furthermore, the best re-transimiss to construct more than one code over a hypefartet ),
scheme for network coded packets varies with the loss proli the set of inter-session network codes over a hypérarc
bility] and it is hard to switch among re-transmission policieS, C S be the set of flows coded together using céde K,
when the loss rate varies over time. Re-transmission aiod broadcast overf]
requires state synchronization to perform inter-sessi@ N Given #, we can construct the conflict gragh= (A, Z),
which is not reliable at all loss rates. We follow an alteiveat whose vertices are the hyperarcs Af and edges indicate
approach of local redundancy because we are interestedniterference between hyperarcs. A cliggC A consists of
keeping delay low and we want to eliminate the need fseveral hyperarcs, at most one of which can transmit without
knowing the state of neighbors. interferencei.e.,a transmission over a hyperarc interferes with

There is extended work on TCP over wireless. One késansmissions over other hyperarcs in the same clique.
problem is the need to distinguish between wireless and3) Loss Model:A flow s may experience loss in two forms:
congestion loss and have TCP react only to congestion;shiddass p; over the direct transmission links; or logg”, of
possiblee.g. through Explicit Congestion Notification (ECN).antidote on overhearing links. These two types of loss have
When re-transmissions exceed the delay budget, end-to-elifterent impact on network coded flows.
redundancy may also be used to combat loss on the patlfFirst, let us discuss loss on the direct links. A flevirans-
[19]. The error-correcting capabilities of intra-sessiblC  mitted over hyperard experiences loss with probabilify; .
have recently been used in conjunction with the TCP slidinthis probability is different per flows, even if several flows
window in [20]. In contrast, we focus on one-hop inter-sesssi are coded and transmitted over the same hypérabecause
coding rather than end-to-end intra-session coding. different flows are transmitted to different next hops, tkas
different channels. For example, in %.@7{327A2}) is equal
to the loss probability over link — A, and P(Sf,{Bg,Az}) is
equal to the loss probability over link— Bs.

We consider multi-hop wireless networks, where intermedi- Second, let us discuss the effect of lost antidotes on the
ate nodes perform intra- and inter-session N&N@). Next, overhearing link. Consider that flowis combined with flow

we provide an overview of the system and highlight some ¢f S.t. s # ', and that some packets of flow are lost on
its key characteristics. the overhearing link to the next hop ef Then, coded packets

cannot be decoded at the next hop and floveses packets,
with probability p;’;/. For example, in Fig[]l, packets from
A. Notation and Setup flow S; cannot be decoded (hence are lost) at nddelue to
loss of antidotes from flow$; on the overhearing link3; — As.
In our formulation and analysis, we assume ngandp;’j

IIl. SYSTEM OVERVIEW

1) Sources and FlowsLet S be the set of unicast flows
between source-destination pairs in the network. Each flow
s € S is associated with a rate, and a utility functionU(x,), ) o )

fel' h b ﬁ% | Y f . S(f S) ’Note that we consider constructive inter-session NE, network codes
which we assume to be a strictly concave function:o k € K;,7 as well ash = (i, ) is determined at each node with periodic

control packet exchanges or estimated through routing tabl

1 We have observed through simulations that if a network cqubetet is lost for one 3F0|I0W|ng the POlson-antldote termlnology.tﬁﬂ [4], we cadlritidotes” the
receiver but received correctly for other receiver(s)sibetter to re-transmit the same Packets of flowss” that are coded together with and thus are needed for
network coded packet for low loss rates. However, it is beitecombine the packet the next hop ofs to be able to decodé.g, in Figld, a is the “antidote” that
which is lost in the previous transmission with new packetshiigh loss rates. Bs needs to overhear over link; — Bs, to decodea + b and obtainb.



are i.i.d. according to a uniform distribution. However,aar
simulations, we consider a Rayleigh fading channel mod

The loss probabilities are calculated at each intermediatie

as explained later in this section. PP s pesocoocoocog :
4) Routing: Each flows € S follows a single pattP, C A : :
from the source to the destination, which is pre-determimed i E
a routing protocole.g, OLSR or AODV, and given as inputto = ‘=————-—-—-—----- sooooocZoooos T T
our problem. Note that the nature of wireless networks igtin :| Intra-session |:
varying,i.e., nodes join and leave the system dynamically. | il - |i | -
| |

I |
such cases, the routing protocol actively determines netspa | |
which are used as input to our problem. It is not critical th: |  inter-session Inter-session [ inter-session |
the paths remain fixed, neither from a theoretical nor from ittt
practical point of view, as explained in the following secis. | MAC |<—>| MAC |<—>| MAC |

Also, note that several different hyperarcs may connect tv Source Intermediate Receiver
consecutive nodes along the path. We defifje, =1 if s is
transmitted through hyperarec using network codé: € Krn; Fig. 2. Operations taking place at end-points and interatediodes.
and Hj , =0, otherwise.
' to COPE), shown in Fid.]2. We design two schemésld-
state andiNC-stateless, depending on the type of information
that is needed to make network coding decisions. We define
Next, we give an overview of how an intermediate nodgs state of a node the information about which exact packets
performs intra- and inter-session NC. The implementatigiave been overheard at that node.
details are provided in Secti¢q V. I2NC-state: First, we assume that intermediate nodes use
1) Intra-session Network Coding (for Error Correction): COPE [2] for inter-session coding. Each nodldistens all
Consider the commonly used generation-basedNC [23]: paglansmissions in its neighborhood, stores the overhearkbpes
ets from flows € S are divided into generations (note thatn its decoding buffer, and periodically advertises thetenh
we use “generation” and “block” terms interchangeably}Yhwi of this buffer to its neighbors. When a nodwants to transmit
size G°. At the sources, packets within the same generatiory packet, it checks or estimates the contents of the decoding
are linearly combined (assuming large enough field size) gaffer of its neighbors. If there is a coding opportunity,
generate:* network coded packets. Each intermediate nodge node combines the relevant packets using simple coding
along the path of flows adds P* parity packets, dependingoperations (XOR) and broadcasts the combinatio/toThe
on the loss rates of the links involved in this hop. At the nexfontent of the decoding buffers needs to be exchanged, & ord
hop, it is sufficient to receivéz* out of G* + P° packets. to make NC decisions,e., state synchronization is required.
The same process is repeated at every intermediate node un{i2NC-stateless:Second, we design an improved version of
the receiver receiveS*® error-free packets, which can then becOPE, which no longer requires state synchronization. The
decoded and be passed on to the application. key idea is to exploit the fact that the redundancy already
There are many ways to generate paritié¥)(in prac- introduced by intra-session coding makesGil+ P* packets
tice. We use generation based intra-session INC [23] for thisa generation equally importdfitn this improved scheme,
purpose. Although one could use various coding techniquegch node still listens to all transmissions in its neighborhood
such as Reed-Solomon or Fountain codes, using intra-sessiad stores the overheard pac]ﬂgtghe node periodically
NC has several advantages. First, it has lower computdtioggvertises the loss rate for each received and overheard flow
complexity. Second, in systems like COPE that already impl@hich is then provided as input to the intra-session NC medul
ment inter-session NC, it is natural to incrementally adtain to determine the amount of redundancy needed. In partjcular
session NC functionality. Moreover, in this setting, hopHpp the loss rates are calculated at each intermediate node as
intra-session coding (in which redundant packets are gé®er one minus the ratio of correctly received packets over &l th
at each hop) is clearly a better choice than end-to-end godisackets in a generation. Also, the loss rate over overhgarin
for dealing with loss. In terms of performance, hop-by-holnks is calculated as effective loss rakeg.,in Fig.[, the loss
coding achieves higher end-to-end throughput (thanks o iate at noded, is calculated as follows. I + P51 packets
troducing less redundancy than end-to-end coding), withogte sent byB; and at least?>' packets are received at,,
adding high complexity (and thus delay) to the intermediatRen the loss rate is set to 0.5 — u packets are received
nodes. Furthermore, in terms of system implementation, Y A, such thatu < G°1, then the loss rate is set ig/G5.
hop-by-hop scheme requires minimal modifications on top ghe loss rates calculated for each generation are adwkttise

the inter-session NC, which is already implemented. other nodes in the neighborhood. Then, each node calculates
2) Inter-session Network Coding (for Throughpuffter
an intermediate node has added redundaity {o flow s, it 41t no longer matters which exact packets a node has. As lora resde
indicti ; as anyG* out of G° + P#, it can decode with high probability. As long as
treats all Gs + PS) paCketS a_s Indlst_lngwshable parts of thﬁ knowﬁhe percgtage of received packets it cgn Pnake galt)énisions.g
same flow. Inter-session NC is applled on top of the alrea YoNote that when inter-session network coded packets aréheast, they
intra-coded flows, as a thin layer between MAC and IP (similare not stored in the “decoding buffer”, but discarded.

B. Intra- and Inter-session Network Coding



its loss probabilities;, and pfl’j;) as weighted average of the The first term refers to the direct link of flow H;, , o7 ;x5
loss rates it has received. is the fraction of flow rate:, allocated to codé and hyperarc

In summary, there is a synergy between intra- and intef- It is scaled byl — p7 to indicate that we use redundancy
session NC. Intra-session makes the process sequence agiogsrotect against loss that flowexperiences with probability
tic, which allows inter-session coding to operate usingyonpj. (Hj ;o ,xs)/(1—pj) is the total rate of flow, including
information about the loss rates, not about the identityhef t data and redundancy.
packets. The loss rates can be used as input for tuning thehe second term refers to loss on the overhearing links.
amount of redundancy in intra-session NC. In terms of inzs/es (s} Hﬁ/kailkxs’Pi’i is the amount of redundancy

. . - k ) ’ )
plementation, the two modules are separable: an mterrﬁaaedlg,ia intra-session coding) added by the intermediate nade o
node first performs intra-session, then inter-session NC. flow(s) s’ to protect flows against loss of antidote packets.
These antidotes come from other flows € ;) that are

IV. NETWORKUTILITY MAXIMIZATION FORMULATION coded together with flows, reach the next hop for flovs

A. I2NC-state Scheme through the overhearing links, and are needed to decode inte

1) Formulation: Our objective is to maximize the total >¢35'0" coded packets.

utility function by optimally choosing the flow rates, at Example 1- contlnue(_ln Fig.[1, let us conS|d_errow 2 from
sourcess € S, as well as the following variables at theDB1 10 Bz, as the flow of interest. The intermediate nddadds

intermediate nodes: the fractiom; , (or “traffic splitting” rﬁdudr!dancly LOSQ to proteclt aga;r(;st IOS’S rg ;,{Bz,Ale}) on
parameters, following the terminology of [24]) of flows inte the direct linkI — B;. Itngg adds redundancy to flow 1 to
session coded using codee K; over hyperarch; and the protect against loss ra (I.{B3,A2}) of antidotes coming to

percentage of time, , each hyperarc is used. B5 from flow 1 over the overhearing link; — Bs.

' 2) Optimal Solution: To solve Eq.[{ll) we follow a sim-
ax ZUS(CCS) ilar approach proposed in_[36]. First, we relax the capacity
T ses constraint in Eq.[{1), and we have the Lagrangian function:

Hﬁ,kai,kxs

st ——— Hfl’kai/kxs/pfl’i < RpTh i, B . Hﬁ,kaz,kxs
EEAge | Lo ma) = Y Uste) Y 30 3 (T

vhe A ke K S s€S he AkeK,, seSy
) h,S € O ; , )
+ E Hh kOéi LT /ps,s — Rh Th,k |, (2)
§ E o \vj ] 5 ks Fhk

h,k , VS € S,’L S Ps S esis)

h(T)|he AkEK|sES . " . .
)] IS where ¢; , is the Lagrange multiplier, which can be in-

Z Z Thie <7, VCq €A 1) terpreted as the queue size fébfth network code at hy-

heCq kekn perarc h for flow s. We define p;5, = 0 if s =
The first constraint is the capacity constraint for each flow s, Vs,s’ € S and we rewrite} ", ., > .cq. 8S D .5
Sk Itis well-known, [25], that NC allows flows that are coded_, , |.cs,- The Lagrange function isL(z,c,T,q) =
together in codé: € Ky, to coexist,i.e, each have rate up 103, s(Us(@s)—2s 3 pc 4 2orerc, ses, Hiwhox () /(1—
_the rate allogated to that co.ahe Th_e right hand S|deRh7-h,;?, pi>+25/esk qisi,kpi,}f))_*'ZheA Zke_lch Zsesk @ RuThk-
is the capacity of hyperarg; 7, ;. is the percentage of time |t can be decomposed into several intuitive parts (raterobnt
hyperarc: can be used for transmitting tieth network code. traffic splitting, scheduling, and queue update), each dtkh
T,k 1S determined by scheduling in the third constraint, takingy|ves the optimization problem for one variable.
into accc_)untmterference: a_II hyperarcs in a clique irgerfand . Rate Control. First, we solve the Lagrangian w.ut:
should time-share the medium. Therefore, the sum of the time
allocated to all hyperarcs in a clique should be less than an zs = (U) (Xiep. @) (3)
over-provisioning .factorq < 1. The second constraint is thewhere(U’)*l is the inverse function of the derivative of.,
flow conservation: at every nodeon the pathP, of sources, AN .

o and Q3 is the occupancy of flow¢ at nodei and expressed as
the sum ofay;, ;, over all network codes and hyperarcs shoul
Ipe_ equal to 1. Inde_ed, Wh_en a flow gnters a parti_cular node Q7 = 2on(r)heA ke sesy Hh w1 @ ks (4)
i, it can be transmitted to its next hgpas part of different . i , ,
network coded and uncoded flows. where @Q; ;. is the queue size of .f|OV\B associated with
The first constraint is key to our work because it deter/miné‘gperarc and network code pdih, k}:

how to deal with loss on the diregt) and overhearings(3.) Q= Jhk s s
. ) , == res, L dp 1P (5)
links and how large a fractior, ) of flow rate () to code ok = Toa T 2wesi—(s) kP
in the k-th code over hyperark. Let us discuss the left hand Traffic Splitting. Second, we solve the Lagrangian oy ,.
side in more detafi. At each node along the pathi(e., i € Ps), the traffic splitting
problem can be expressed as follows:

6Note that our formulation has two novel aspects, compargatit work,
which allow us to better handle loss and parities. First, Wavafor flows : s s s
coded together to have different rates (in the first constrai Eq. [1)). H};n Zh(J)\hGA ZkeKHSGSk ahkahkahvk
Second, we allow for loss rates of each link to be specifiedusegly, even s
for links in the same hyperarc. S.t. Zh(J)\hEA ZkGKh\SESk Yhok = 1. (6)



Let us assume thak;[Q(t)] is the maximalc_gi(t) at time

t such thatQ;(t) = ;Z@GA;@) Hj; Q5 (t) with

A ()]
A, (t) {o = {MJT),k}ag,, > 0o0rHp,Qf, <

Q;(t),h(TJ) € Nsth € Ak € K,}. At each node
i, the amount of traffic splitting factory;, , for flow s
over hyperarch and codek follows; a;k = K[ E[Q)
Hﬁ,in,k];r; _» Wherer; is a positive constant, angd]’
bif = > 0 and [b]F 0if b < 0 and z
0. It can be seen thab , ; nca Drek, |ses, Vhk
0 and Y2, syinea rerr|ses, Wi @iy < 0. Also,
Soh(n)heA 2rekn|ses, n ki k@i = 0 only if &, =

> @1 and

’

0 which is possible only if Hj ,Qj

O‘Z,k(Hﬁ,in,k -Q;)=0.
The structure of the optimal solution of Eg] (6)(, a;k =

ki Ei[Q] — HﬁkaivkEﬁ,k) has the following interpretation:

the higher the loss rate of antidotes on overhearing Ihik;,
the higherQs ., and the smaller ,. This means that flow
s should code fewer packets with packets from flow{s)n
codek, when antidotes froms’ are likely to be lost.
Example 1 - continuedn Fig.[d, this means that should
combine fewer packets from the two flows if there is loss

the overhearing linkd; — Bs. In the extreme case where los
rate is 1 over the linkd; — Bs, inter-session coding should be
turned off. At the other extreme, where there is no loss, th . e inter-session coded packets with flow s’

two flows should always be combined.
Scheduling. Third, we solve the Lagrangian fot, ;. This

problem is solved for every hyperarc and every clique for th@g' from I to

conflict graphs in the hypergraph.

MAX ) e 4 D keky, 2osesy Ihk BnThk
S't'Zhqu Zkelch Thi <7, VC, C A @)
Let us assume tha®; , = Ry Zsesk G o and E¢, [Q(t)]

is the minimal écq(t) at time ¢ such that; écq(t) =
mzd’ev‘llgq Qh,k(t) with ’ACq = {¢ = {h,k}|7’h7k >

0 or Qpi(t) > E)Cq(t),h € Ak € K;,}. At each cliqueC,,
the fraction of the timer;, , that is allocated to hyperark,
and codek is as follows; 7, j ec,[@nix — Ee, [Q]];“h,k,
where e¢, is a positive constant an@]! = b if z > 0
and ] = 0 if b
Zhecq > kek, The = 0 and ZhECq > ke, Thk@ne = 0.
Also, Zhecq Ekelch TheQnx = 0 only if 75, = 0 which

requires that), , = écq orm, =0and@Qp, < écq.

Queue Update.We find the Lagrange multipliers (queue

sizes)qj, ;. Using the gradient descent:

s s
Hy, w125

@t +1) = {qp (1) + cf 1=p;,

s’ s S,8 +
Zs’esk—{s} Hy o, s py)y — Rptni}t}

+
(8)

< 0 and z = 0. It can be seen that

th network code over hyperaith € A. Indeed, in Eq.[(B),
a5 is updated with the difference between the incoming

(Hp o, ws) /(L= pf) + Des (s} Hj, i, pxspys, and
outgoing Ry, 7, traffic rates ath

B. I?’NC-stateless Scheme

The second term in Ed.J(1) describes the redundancy added
by node: to protect flows from loss of antidotes on the
overhearing link. An implicit assumption was that node
knows what antidotes are available at the next hop and uses
only those packets for inter-session coding. However, this
knowledge can be imperfect, especially in the presencessf lo
Here, we formulate a variation of the problem, where such
knowledge is not necessary. Instead, nadeeeds to know
only the loss rate on all the links to the next hop for flew
(e.g.,in Fig.[ for flow 2 (S2), these are linkd — By and
Al — Bg)

We replace the capacity constraint in Hg. (1) with:

7’ ! <
s s S,
Hh,ko‘h,kms’ph)

%
1op0 < Rpmhi  (9)

s s
Hh,kah,kmb‘

1—p; + Zs'esk—{s}

and this isVh € A,k € Kj,s € Si. The other constraints
remain the same as in E@J (1). The difference from Ej. (1) is

%1 the second term, related to the overheard packets at #te ne
%op. Any fraction of flows’ added as redundancy to flawy

as well as overheard packets frahin the next hop, help to

. To protect
transmissions of these “helping” fraction&{ o5, .z 0} )
from being lost on the direct link to the next hop of flow
Bs), we add redundancy to match the loss
rate of that direct link 47 in general,o{SiBz} in the example).

This is why the termi;’ ;v pp5 s divided byl — p5.

The solution of this optimization problem also decomposes
into rate control, traffic splitting, and scheduling prabkg
which correspond to Eq[¥3)(6), and (7), respectively,
needs to be updated:

a5, qi,, pi/,’s
Q}SL/C = lfpkfL + 25’651@*{5} ’1ip}i’k (10)
The Lagrange multiplier is updated as follows;
HS s B
g x(t+1) = {gp 1.(1) + Ct{%'f‘
H”L, asyi zs/ps’s,
Yvesi—{s) Tty o~ Bamadlt (1)

We provide the convergence analysis of our solution in Ap-
pendix A8 We first give the proof of convergence, then we
verify the convergence through numerical calculations.

"Note that the queue update in EfJ (8) can be re-writtenqgﬁg =
Hj k% k®s
~n, IS a positive constant.
8We do not claim that the solution of our network utility mavxiation
problem is the optimal solution to the general intra- anerisiession NC
problem over wireless networks. This is well-known, opeobtem [26], [27],

s’ s’ s,s’ +
+2sres,—{s} Hixh 1 Ts Py — Brhil

s, Where
K

wheret is the iteration number;, is a small constant, and [28]. Even without an optimal, closed form solution, thesestill value in

the ™ operator makes the Lagrange multipliers positiyg,
is interpreted as the queue for flow allocated for thek-

using the structure of the solution to design mechanisms gagorm well
in practice, as we show through the numerical and simulatresults in the
next sections.



V. SYSTEM IMPLEMENTATION Algorithm 1 Node: processes packet from flow s.

Read the information: packet;, from flow s (generation siz&7*)
Inserta; into the physical output queu@,.
. Determine{h™, k™ } and labela; with {h™*, k*} pair ands
Updategj,« .« (using Eqs.[(B) and{11)) ang . , -
CalculateQj, « .« (using Egs.[(b) and(10)) an@; (using Eq.[(#))
G« px = Ghe e +1
if G° packets from flows are received at ngd'ethen

Calculate the number of paritieB;’"/, Py ;°

We propose practical implementations of thNC-state
and PNC-stateless schemes (Figl 2), following the NUM
formulation structure.

ONORWNE

A. Operation of End-Nodes

At the end nodes, there is an adaptation layer betwe?gi CreateP,;, parities froms and Py .* parities froms’
. . . . : Label all generated parities withh, k} pair ands
transport and intra-session NC which has two tasks: (i) fo
interface between application and intra-session NC; ahtb(i
optimize the reliability mechanism at the transport layer.

Task (i): At the source, the adaptation layer sets the genyperarc, cod_e). The_ packet is labeled with (2", k", 5), )
eration (block) sizeG*. G* is set according to application;Wh'Ch essentially indicates whether and how to code this

e.g., media transmission requirements for UDP, or set eq cket according to the traffic splitting in EQ.I (6): we pick

to TCP congestion window for TCP applications and changNg*’ k*% = ﬁ.rg Tliélhlz’“{ﬂfsi,k?fl,kl}y rarrl]dOmI)(/j brealgng ties.
over time. The adaptation layer receiv@$ original packets ote that this labeling Is local at the node, and does not

, D2, ..., g+ from the transport layer of flow and generates introduce any tra_msmis_,siqn overhead. . .
]gs ]?ritra-fgssion coded pagketﬁ y: D1, G = D1 EpQ Note that{;; , is the indicator whether flow is transmitted

ace = p1+...+pas. We call this coding “incremental additive ©ver hyperardji with cod_ek. This ino!icator is determined at
coding”. We chose the incremental additive coding to avo ch node using a routing table which has a data structure to

introducing coding delays.€., our algorithm does not need to etermine the next hops (note that paths do not need to be

wait G* packets to encode packets) as proposed ih [20]. Th%own by the sources or any node in the system). Basica_llly, if
intra-session header includes the block id, packet id,kblog packet from flows is able to reach to the next hop determined

size, and coding coefficients. At the receiver side, therseve yghe rdou]'gnghtableh Whedn It trar_lsm|tte(:) ovehr hyper(?r?lcd
operations are performed. with codek, then the indicator is set td, otherwise0. We

Task (ii): To further optimize the interaction betweetNIC also note that in this system, as Io_ng as pa_ths remain fixt_ad
and transport, particularly TCP, we keep track of and acl{+’1ovxf/0r longer (_at Ieast_ longer than a time required FO transmit
packet) time periods, we can see more benefit from NC,

edge the number of received packets in a generation, ratfie h node wil | hich fi b work
than their sequence numbers (note that this part is not dee geause each node will iearn which Tows can be networ
for UDP protocol). This idea is similar to the use of end-tate coded and estimate the loss rates better as time gets longer.

FEC and intra-session NC that make TCP sequence agnoﬂ?é’vever' even in the extreme case in which paths change

[19], [29], [20]. E.g. i a receiver receives the first packetvery fast (say for example at every packet transmission),

labeled with block idg® = 1, then it generates an ACK with our system works well, but it does not fully exploit NC
block id g* — 1 and packet,idns — 1. The uncoded packets opportunities, since it cannot estimate whether NC is jpessi

...pge, are stored in a buffer at the source for TC r not. However,_it WorI.<S not worse than a system without NC.
ﬁlcvl%)’adég?ation E.g, if an ACK for block id ¢* = 1 and Therefore, NC is designed to adapt to path changes and to

: ; - loit NC benefit if possible.
packet idn® = 1 is received by the source, then the TCcF*P ; . .
adapter matches this ACK to packatand informs TCP that Update Virtual Queue Sizes.When packet, is selected

packetp, is ACK-ed. As long as the TCP receiver transmit%) be transmitted with thé*-th network code over hyperarc

ACKs, the TCP clock moves, thus improving TCP goodpu : the virtual queuesy;. . andg;. ;. should be updated.

After the ACK with the block and packet ids is transmitteéi'h*lvk*I s gpdateg.according tof;q%l (8) aélm*ak’b i‘?
by the TCP receiver, the packet is stored at the receivi culated according to Eq.J(S) fotNC-state and Eq[{10) for

buffer. When the last packet from a generation is receiveld, C-stateless; is calculated according to EqI(4). Then, the

then packets are decoded and passed to the application. number of packet§f*7k* _from the same generation that are
allocated toh*, k* pair is incremented&;. ;. = Gj. - + 1.

. . ik Is set to O for each new generation.
B. Operation of Intermediate Nodes Generate Parities.After G* packets from a generation of

An intermediate node needs to take a number of actiofi@w s are received at node P* parity packets are generated
when it receives (Alg]1) or transmits (Alfl 2) a packet.  Viaintra-session NC (which is performed according to rando
1) Receiving a packet and intra-session network coding:linear NC [30]) and labeled with informatiofs, 2, k). There

Buffer packets. A nodei may receive a packet from higherare two types of parities.

layers or from previous hops. In the latter case, if the re-« P} =[G} . p;/(1—p})] parities are added on flows
ceived packet is inter-coded, it is decoded and the packet virtual queue to correct for loss during direct transmissio
with destination to this node is stored (or is passed to to ;he next hop over hyperarc

transport if it is the last hop). If it is not the last hop, a « P = [G} ,p; 1, Vs' € Sy parities are added on
packeta; € {ai,aq,...,ag-} is stored in the output queue the virtual queues of other flows that are inter-session
Q;. In addition to the physical output queu@;, the node coded together witls. This is to help the next hop fof

i keeps track of several virtual queueg; , per (flow, to decode despite losses on the overhearing link.




Algorithm 2 Node: transmits a packet. been considered in some previous wdrkl [31],][32]. However,

1: Select{A', k"} pair that maximizexQy, . = Rn(C.cs, i.1) this is an aspect orthogonal to the focus &RC (which is
gf }g'r“i"zzzé:dg the synergy between inter- and intra-session NC) and can
4:  if a; is labeled with{n", K} AND flow id label of a; is different from potentially be combined with it.

Va, € ¢ then ; B F—
5: it I2NC-state AND¢ U q; is decodable OR?NC-statelesshen 3) 2Keepmg Track of a_nd Exchanging State Information:
6: Insert packet tct For I°NC-state, intermediate nodes need also to keep track of
7: Network code (XOR) all packets i& ) P H ;
8' Broadcast the network coded packet over hypeterc and excha_nge mforr_natlon with each other, so as to enable the
9: Updateq:; ,;, Vs € S intra- and inter-session NC modules to make their redundanc
10: Re-calculateQn . = R (X, cs, i) andQ; (using Eq.[H) and coding decisions and to provide reliability. An apploac

similar to COPE is used: ACKs are sent after the reception and

successful decoding of a packet. Information about ovedthea

These parity packets are fofNC-state. For INC-stateless P2cKets is piggy-backed on the ACKs. WIthNIC-stateless,
we only need neighbors to exchange information about the

Py is the same, buIP,f/;j =[G} kpz/’,:/(l — )], e, : . .
additional redundancy is used to protect parity packetmfroloss rates at the neighboring nodes_. Information aboutabe | _
rates as well as the number of received packets at a generatio

loss on the direct link. . red th h ol Kets f
2) Transmitting a packet and inter-session network codings' reported through controt packets for every generatian.

We consider the 802 11 MAC. When a nadaccesses a chan- rder to provide reliability, we consider re-transmission
nel, {it, k'} is chosén to ma>.<imizé2h b= RS dir) I2NC-state, a packet is removed from the output queue only
’ ) s s k P

. . . fter an ACK related to the packets is received. Otherwise,
according to Eq.[{7), randomly breaking ties. Although tht e packet is re-transmitted after a round trip time. ANC-

pair {h',kT} determines the hyperarc, code and flows to b ol ket qf th tout h
coded together in the next transmission, the specific packaa €less, packels are removed from the oulput queue when
control packets is received and confirms the successful

from those flows still need to be selected and coded. We cll

these packets the set and select them using the procedur ansmission of all packets of the corresponding genaratio
specified in AIgDE therwise, a number of intra-session coded packets from the

To achieve this, we first initialize the set of network codeﬁeneration which are _missing at the receiver are generated
packets¢ — . For each packety € O;, check whether rom the packets kept in the queue and transmitted.
’ ’ 4) Congestion Control and Queue ManagemeBnd-to-

a; is labeled with{h', kf}. If it is, then we check whether : e
its flow id label already exists in one of the packetséin end congestion control.¢., rate control) is given by EqLI3)
which if Us(z,) = log(zs), thenz, = 1/ (3 ,cp. Q5).

i.e., another packet from the same flow has already beeh. N ¢ ,
This means that flow rate, is inversely proportional with

put in &. If not, there is one more check fofNC-state for ) X h h of flewThis behavi
decodability at the next hops of all packets in the netwolRCr€asing queue size over the pat ot TiewThis benavior
-ﬁlmllar to TCP’s end-to-end congestion control algarth

code, based on reports or estimates of overheard packetéS ) )
the next hops, similarly to[[2]. If the packet is decodabl¥Nere congestion at a node may result in one or more packets

with some probability larger than a threshold (default eald"® be dropped from.the_buffer at this node. TCP reacts 0
is 0.20) theng; is inserted tct. In 12NC-stateless, the packetpa‘cket drops by reQucmg Its rate. Thl_JS’ TCP redgce§_|ts flow
a; is inserted tc¢ without checking the decodability, which israte Wher_' queue size increases. This gives us intuition _that
ensured through the additional redundancy packets. Tliieis TC_P mimics the rate contrql part (.)f the decomposed solution.
strength of ¥NC-stateless: it eliminates the need to exchanJ@'S_ |th|t|on has begn validated il [7EU33D34D35]'
detailed state, which is costly and unreliable at high laseg.  >/milarly, we consider that TCP already mimics the struc-

After all packets inQ; are checked, the labels,(k, s) of the turé of the rate control part in EqL(3). STherefore, upon
packets in¢, inter-session NC header is added, and cod&gngestionatnodg the per-flow queue sizeg; are compared
(XORed) and broadcast ovér and the last packet from flow having the largest); is

After a coded packet is transmitted, the virtual queues a%opped from the queue; in case of a t_'e' an incoming pack('et
updated according to Eqs (8111). The que@ss ,: and is dropped. We do not make any add_ltlonal updates to TCP’s
Qs are calculated according to EqB] ($)1(10), )" _end-to-end congestion control aIgpnthm. Also, we d_o not

We note that in both?NC-state and stateless, packets af8Plement any end-to-end congestion control mechanism for
network coded if some conditions are satisfied. However, {{DP. Our goal is to keep UDP as itis (without any end-to-end
these conditions are not met, a packet without NC is stifigra control) and show thg effectiveness 8NC-state andINC-
mitted, because at least one packet is insertegl (alg. ). Stateless when there is no end-to-end control. _

Thus, we do not delay any packets in our schemes. YetEXample 2:Let us re-visit the X-topology from Figl11,
delaying packets may create more NC opportunities and théfWn again for convenience in Figl 3, and illustrate how

is a tradeoff between delay and throughput. These issues h4¢ Perform intra- and inter-session NC under schefNCt
stateless. The loss probabilities over the dirdct-(B2) and

9The inter-session NC header includes the number of codedtefsac
together, next hop address, and the packet id’s. Note timhéader as well ~ 11in our implementation, the loss probabilities are caladaas weighted
as the IP header of each packet are not network coded. average of the loss rates. The weighted average is caldubster a window
109Note that PNC may cause re-ordering at the receiver, but since we alreadf 10 samples. The last 10 samples are ordered such that wesmnsample
implemented intra-session NC, and made TCP receiver seguagnostic in is the first sample, and the oldest sample is th&* sample. Each sample is
this term, out of packet delivery is not a problem for TCP. given a weight inversely proportional to its sample number.



bi-directional traffic, with one relay shown in Fif] 4(b);eth
wheel topology shown in Fif] 4(c); and the multi-hop topglog
shown in Fig.[l. In X, cross, and wheel topologies, the
intermediate nodd is placed in a center of of circle with
radius 90m over 200m x 200m terrain and all other nodes
Ay, By and etc. are placed around the circle. In the multi-
hop topology of Fig[1l, two X topologies are cascaded and
the distance between consecutive nodes is sél0tn. The
topology is over &800m x 300m terrain.

We also considered variotsaffic scenariosFTP/TCP and
CBR/UDP. TCP and CBR flows start at random times within
ot the first5sec and are on until the end of the simulation which
s, Q 0403 0 0y [ g st @ s, is 60sec. The CBR flow generates data packets at eGebys.

IEEE 802.11b is used in thRIAC layer, with the addition of
the pseudo-broadcasting mechanism, as in COPE [2]. In terms
1 I of wireless channelwe simulated the two-ray path loss model
and a Rayleigh fading channel with average channel loss rate
0,20, 30, 40,50 %. We have repeated eaébsec simulation

R, a3 105 — @ R, for 10 seeds. Channel capacity 19//bps, the buffer size at
a5t 52 each node is set tb00 packets, packet sizes are sett B,
(b) Inter-session coding the generation size is set to 15 packets for UDP flows and to

Fig. 3. Example of coding (under schenfNC-stateless) at nodg in the the TCP window size for TCSI;’ flows. 3
X-topology. There is loss only on two links: the direct litk— By (with We compare our schemes’NIC-state and INC-stateless)

probability 0.5) and the overhearing link; — B (with probability 0.25).  to no network codingr(oNQ, andCOPE[2], in terms of total

transport-level throughput (added over all flows).
overhearing {l; — Bs) links are assumed.5 and0.25. P ghput ( )

In Fig.[3(a), we describe intra-session NC. Let us assume Simulation Results
the generation size af; is G°* = 4 and S, is G2 = 1.
The packets transmitted by,, By areay,as,as,as andby,
respectively. Note that there is only one option for inter
session NC,.e., to XOR packets from the two flows, thus
there exists only one possible network cokde= 1 over Ay — B, or (b) the direct linkl — B,.

hyperarch = (I,{By, A2}). All packets are labeled with The first case is depicted in Fif] 5(a). Loss on the over-

ths's '”Sfor”;a“og‘ and ”;e” flow ids. The labeled packets al:r‘laearmg link does not affect the uncoded streams, thus the
all’a21’a3l’a4l andb,”. Parities are generated as fOIIOWSthroughput of TCP+noNC does not change with loss rate.
Since GI {Ba2, AS} =4 and GI {B2,42} =1 tgesnumber of When NC is employed, reports carrying information about
parities isP; 5! 1 = 0, PPyl 4 = 0, PPia? 4 = 1 overheard packets may be delivered late to intermediate nod
(thus generating one panty ‘from flog, and Iabellng it with 1 Thus, there are some instances that intermediate nodéshou
S, i€, 05%), andPyi5t | =2 (thus generatmg two parities make a decision even if it does not have the exact knowledge.
from flow S; and labeling them withb,, i.e., a5 ,a6 2). In this case,] makes a decision probabilistically. Specifically,
In Fig.[3(b), we describe inter-session NC. Nddgerforms if decoding probability exceeds some threshold (20% in our
inter-session NC and transmits packets according to[Alg. 2:simulations),/ codes packets. However, some of these packets
XORs packets from the two queues, 8, S, and broadcasts may not be decodable at the receiver. It is why the performanc
over the hyperar¢I, {BQ,AQ}). In particular it transmits the of TCP+COPE and TCP4NC-state reduce with increasing
following packetsu?! @ b2, a5 EBb52, o @%2, anda;' @ loss rate and equals to the throughput of TCP+noNC after
. Ao receives and decodes all the packdss. receives 20% loss rate (NC is turned off after 20% loss rate). However,
3 packets on the average over overhearing lihnk— B, and TCP+PNC-state is still better than TCP+COPE, because when
receives2 packets over transmission link- Bs. Five received it makes probabilistic NC decision (when loss rate is lessith
packets allowsB;, to decode all five packets, as, as, aq, b1, 20%), it adds redundancy considering the loss rate over the

TCP Traffic.In Fig.[3, we present simulation results for two
TCP flows in X topology shown in Fid.4(a) to illustrate the
key intuition of our approach. Consider, for the momentt tha
Sloss occurs only on one link, either (a) the overhearing link

S0 by is successfully decoded. B overhearing link. This improves throughput, because agdin
redundancy using intra-session NC makes all packets gquall
V1. PERFORMANCE EVALUATION beneficial to the receiver and the probability of decoding

inter-session network coded packets increases. TN
stateless outperforms other schemes over the entire Ings.ra
We used thes1oMosim simulator [8], which is well suited For example, if there is no loss?NC-stateless still brings
for simulating wireless environments. We considered veriothe benefit due to eliminating ACK packets and using less
topologies X topology, shown in part of Fidl]1 and repeated imverhead to communicate informatioine(, COPE and ANC-
Fig.[4(a); the cross-topology with four end-nodes genegatistate exchanges the information about the overheard acket

A. Simulation Setup
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(a) X topology (b) Cross topology (c) Wheel topology

Fig. 4. Topologies under consideration. (a) X topology. Tuvicast flows,S1, R1, and Sz, R2, meeting at intermediate node (b) Cross topology. Four
unicast flows,S1, R1, S2, R2, S3, R3, andS4, R4, meeting at intermediate node (c) Wheel topology. Multiple unicast flonS;, R, S2, R2, etc., meeting
at intermediate nodé. In all three topologies]/ opportunistically combine the packets and broadcast.

600 TCP+noNC decreases with increasing loss rate because, the

w50 [~ TCP+2NC-stateless | loss is over the direct link and some packets whether they are
o TeRNC stte coded or not are lost on the direct link £ B5). This leads

500 [——TCPsoNC | to decrease in throughput level. TCPMC-state outperforms

450 TCP+COPE in this scenario, becaustNC-state corrects
40;\9\6\“\9\ errors on the direct link thanks to the added redundancy
which reduces the number of re-transmissions. ThtiNCH
state uses the channel more efficiently than COPE and im-

Throughput (kbps)

300 ' ' - - proves the throughput. Note that TCPMIC-state outperforms
250 TCP+COPE even after 20% loss rate, although inter-session
° " aeagelossrais (h) % NC is turned off after this level. The reason is that although

[2NC-state does not do inter-session NC after 20% loss rate,

a) Loss only on overhearing link . ) . . .
@ Y g it keeps doing intra-session NC which adds redundancy to

600 S — correct errors. Due to this property, TCPMIC-state out-
- -6 TCP+PNC-state performs TCP+COPE even at high loss rates. TERE&r
—¥= TCP+COPE - e . -
— TCP+noNC stateless significantly outperforms all alternatives aghie to

500 performing NC at all loss rates and eliminating ACK packets.

Fig.[d presents simulation results for TCP traffic over X,
cross, and the multi-hop topologies assuming loss on &slin
For ease of presentation, here, we report only the resuksiwh
all links have the same loss probability.

N
a
(=}

N
o
=]

Throughput (kbps)

350

300 ' Fig. [B(a) shows the results for the X topology. At low-
250 medium loss rates (10% - 30%)NC-state and COPE are
° ¥ adagelossrae ) * still able to do NC, so TCP£NC-state and TCP+COPE
(b) Loss only on direct link improve throughput significantly as compared to TCP+noNC.

Fig. 5. X topology in Figlh(a). We show the total TCP throughfadded At higher loss rates?NC-sFate and COPE do not have reliable
over two flows) vs. link loss rate, for two specific loss patter_oss happens knowledge of the decoding buffers of their neighbors and
|(‘m||<y on one '"l‘lk' ‘;ithel.“ k(a) thel °Ve|rhea””9 liki — Bz or (b) the direct cannot do NC efficiently. As a result, the improvement of
ink 1= Bo. All other links are lossless. TCP+PNC-state and TCP+COPE as compared to TCP+noNC
while I>’NC-stateless exchanges the information about the [gggluce with increasing loss rate. TCPMC-state is better
rates), thus using the medium more efficiently. When the lo®an TCP+COPE at higher loss rates thanks to its error
rate increases, the improvement @NC-stateless becomescorrection mechanism. TCP*NCstateless outperforms other
significant, reaching up to 30%. The reason is that at high loschemes over the entire loss range thanks to combining NC
rates, FNC-state and COPE do not have reliable knowledgd error correction as well as eliminating ACKs. For exampl
of the decoding buffers of their neighbors and cannot dbthere is no loss, TCP¥NC-stateless still brings the benefit
NC efficiently. In contrast, ANC-stateless does not rely onby eliminating ACK packets, thus using the medium more
this information, but on the loss rate of the overhearing linefficiently. When the loss rate increases, the improvement
to make NC decision. In the discussion of Example 1, wef I2NC-stateless becomes significant, becadbiCtstateless
mentioned that at 50% loss rate, 16.6% improvement can @ees not rely on the knowledge of the decoding buffers of thei
achieved via NC. Here, we see this improvement (13%) B€ighbors, but only on the link loss rates for inter-ses$ih
well as the the additional benefit of eliminating ACK packets Fig. [G(b) shows the results for the cross topology. The
(12%). Note that the total improvement is 25%. improvement of TCP-INC-stateless is higher as compared to
The second case is depicted in Hiby. 5(b). The throughputtbe X topology, because there are more NC opportunities here
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Fig. 6. Total TCP throughput vs. average loss rate (for eaggesentation, the same loss rate is assumed on all linkéyrée different topologies.

400

gain as explained inE[E We present the results for the
load at which the system saturates. At this load, UDP+noNC
is already saturated, several packets are dropped from the
buffers, and they do not arrive to their receivers. This oedu

the throughput of noNC, while NC schemes still handle the
traffic created by the load. Notice that even at 50% loss

350

-8~ TCP+I’NC-stateless
~©- TCP+’NC-state

Througput (kbps)

309 ~+ TPicOPE rate, UDP+FNC-stateless improves over UDP+noNC by 40%,
CRneNE which is significant.
] Fig.[8(b) presents the results for the cross topology. Is thi
250, - n - - - . topology, the improvement of NC is very large. When there is
Number of flows no loss, the improvement is around 250%. The effectiveness

i in Fi ith i i of UDP+I?NC-stateless is also significant in this topology: at
Fig. 7. Wheel topology shown in Fifl] 4(c) with increasing renof flows. g pology:
Loss rate on all links is set to 10%. 50% loss rate the improvement of UDPNIC-stateless over

UDP+noNC is 70%.
for I2NC-stateless to exploit. We also performed simulations Fig.[8(c) presents the results for multi-hop topology. We se
with increasing number of flowsi.€., nodes in this topology); similar behavior as observed by Fig$. 8(b) and (c). However,
the details are provided later in this section. the improvement of UDP+NC-stateless is larger in this

Fig. [8(c) presents the results for the multi-hop topologt}Qp()IOgy' beca_\use the benefit of eliminating ACKs is more
in Fig. . The improvement of TCPHNC-state is higher Pronounced with larger number of hops.
than in the X and cross topologies, especially at higher
loss rates. This is because intra-session coding, employ&dNumerical Results

by I?’NC-state, reduces the dependency on link level ARQ.\ye consider the X and cross topologies shown in Hifys. 4(a)
More specifically, in this multi-hop topology, the end-toee onqz(h). In the X topologyd; transmits packets td. via I
residual loss rate increases with the number of hops. Int{gsh, ratex,, andB; transmits packets 8, via I with ratezs.

sessi_on NC overcomes this, thus ir!creasing TCP t_hrql_Jgthtthe cross topologyd; transmits packets td, with ratez:,
The improvement of ANC-stateless is even more S|gn|f|can_tA2 transmits packets td; with ratex,, B; transmits packets

for this topology, because the benefit of eliminating ACKs ig, B, with ratezs, and B, transmits packets t®, with rate

more pronounced with larger number of hops. z4. All transmissions are vid. In both topologies, the data rate
We also performed simulations with increasing numbef each link is set td packet/transmission. We compare our

of flows, i.e., nodes in wheel topology in Fidl 4(c). It isschemes3NC-state and3NC-stateless with noNC which is

seen in Fig.[I7 that the total throughput achieved by N@lso formulated in a network utility maximization framewor

schemes increases with the increasing number of flows. Whgithout any NC constraints.

the number of flows increases, the probability of NC at the Fig.[d shows the total throughput; + x» for X topology.

intermediate nodd increases. More NC opportunities lead&ig. [9(a) shows the results when there is lossAn— Bs.

to higher throughput. It is seen that the throughput of noNC is flat with increasing

UDP traffic. We repeated the simulations for the three _ , ,
12The MAC gain observed with UDP flows when NC is used can be

topologles for the case that there is loss over all links. TQGmmarized as follows. When NC is employed, the coded veiseteetwork

results are presented in F. 8. can handle larger amount of load as compared to its uncodedterpart.
. Therefore, when coded system saturates at some load levaded system
Fig. E(a) presents the results for the X t0p0|09y' Th(,ean not handle this level of load. Thus, several packets evpped from

improvement of UDP+INC-stateless is up to 60% as comeutput queues at each node in the system. Some of these pankgt be
pared to UDP+noNC. This is signiﬁcantly higher than th@ropped from intermediate packets. In this case, resouficasdwidth in

. . our case) to transmit these packets (which will be eventudibpped) is
Improvement of TCP-INC-stateless and the optlmal SChem@/asted. Therefore, the gap between the achieved throudéyelt of coded

(in which the improvement is 33.3%). The reason is the MA&hd uncoded systems becomes significant.
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Fig. 8. Total UDP throughput vs. average loss rate (the sase riate is assumed on all links) in three different topeegi

o o e ]|, & n-sttcess combine both parity and data parts of a flow with other flows
U“\‘Qf\‘ ”Sw and this improves the throughput significantly. This is ofie o
- Son the important contributions of£NC.
= ”\\\\ Fig. [@(c) shows the results when there is loss on links
Fe Y Ay — By and I — Bs. It is seen that ANC-state improves
039 03 the throughput significantly while the improvement 6NC-
o o stateless reduces @ with increasing loss rate. The reason
Y admesaoo 0 Y aemeeswew  js that, PNC-stateless is a more conservative scheme as
(a) Loss onA; — Bo (b) Loss onl — By compared to ANC-state in the sense that it eliminates the
e , perfect knowledge on antidotes. Yet, it still improves the
07 gixz::::::'e“ = s throughput significantlye.g.,it improves over noNC by 22%
" e 0062 — o™ at 30% loss rate.
50 Soss Fig.[9(d) shows the results when there is loss on all links. It
g o g o9 is seen that2NC-state and3NC-stateless improve over noNC
o - significantly at all loss rates. Note that throughput #fC-
stateless reduces to that of noNC at 50% loss rate il Fig. 9(c)
The reader might wonder why we do not see such behavior in

o
0 10 20 30 40 50 0.25 10 20 30 40 50
Average loss rate (%) Average loss rate (%)

Fig.[d(d). The reason is that since there is loss overAink- T
(c) Loss onAy — B and I — Bo (d) Loss on all links as well asA; — B, the number of parities added by, to
correct losses over linkl; — I also increases the number of
Fig. 9. X topology. Throughput vs. loss rate (the same lossisassumed overheard packets dB,. Therefore, INC-stateless does not
I(i)erlsq}n_(d?f and I — Bs in (c), and the same loss rate is assumed on a&dd redundancy at nodefor both A; — B, andI — B, as in
' Fig.[9(c), but adds redundancy only for loss on lihk- Bs.
his improves the performance ofNC-stateless . Note that
counterpart of these results are presented i Fig. 16(a).
seen that the throughput improvement &lC-stateless over
WGNC at 50% loss rate is around 30% in Hig. 9(d). As com-
pared to this, the improvement of TCPNC-stateless over
noNC is limited in Fig[$(a), because, in simulations, theckl
size is limited and fixed, and the scheduling is not perfeet (w

16.6% at 50% loss rate. Note that Hig. 9(a) is the counterpg&sider IEEE 802.11). Yet, the throughput improvement of

of the simulation results presented in Hifj. 5(a). It is sdw t TCP+PNC-stateless over noNC is around 20% in Fily. 6(a)
TCP+PNC-stateless in Fid]5(a) shows similar performan(iﬁpich is significant '

as PNC-stateless in Fig.]9(a). This shows the effectiveness 0 Fig.[T0 shows the total throughputj + 5 + 5 + x4 for

I I\Il:C satt()aleshs " arr]eallstlcl S|ml;]Iat|orr1] env!rolrlmept. B I2NC-state, ¥NC-stateless and noNC for the cross topology
It ig. [4( )tﬁ ?\%VNS(; F:‘[rtesu tsd‘;IVNE” : frle IS 10SSI0A b2. ghown in Fig[#(b) for different loss patterns. It is seent tha
IS seen tha -state an ~Staleless IMprove OVery, o results are similar to the ones in Hig. 9. One difference

tnhoI:ICtsggor(\)l/fl(iantly att a;lllulgsst r?tes' gzllil‘éls? |rt'1t|erest!ogmte is that the throughput improvement of NC schemes is higher,
ata 0 10SS rafe; FL-slate an ~Staleless IMprove ; o up to 80%, because there are more NC opportunities in

over noNC by 44% WhICh.IS even higher .than in the no_Io§§ie cross topology.
case (33%). The reason is in the following. In the optimal
solution, the throughput values atrg = 0.4 andz, = 0.2.

In this case, in the downlink — B,, data part ofz, with VII. CONCLUSION

rate(0.2 and the parity part with rate.2 (considering loss rate  In this paper, we proposedNIC: a one-hop intra- and inter-
50%) are combined with:;. This means that our schemesession network coding approach for wireless networt$Cl

loss rate, because it is not affected by the loss rate on
overhearing link. INC-state and3NC-stateless improve over
noNC, because they exploit NC benefit. When the loss rate
creases, the improvement reduces, becdsseverhears only
part of the data transmitted by, . Although the improvement
decreases with increasing loss rate, it is still significan.,
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APPENDIXA: CONVERGENCEANALYSIS

In this section, we analyze the convergence of the distibut
solution of the NUM problem, given in SectidnJIV. First,

we provide a proof of convergence, and then present some

wireless networks,in Proc. of MobiCom Montreal, Canada, Sept. 2007. numerical calculations to verify the convergence.
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A. Proof of Convergence

Let us first consider the optimality conditions below. Noténequallty V(g,7,0)

that z, ah ko Th o andqh . are the optimal values.
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Since the marginal utilityl/.(.) is a decreasing function, its
inverse,i.e., the Eq.[[2R) is less than 0. Due to the optimality
condition in Eq.[(IB) and Eq_(15), EQ.(23) is less than 0. Due
to the optimality condition in Eq[(14), Eq_(R4) is less than
0. Due to the optimality condition in EJ_{1L6), E€.{25) isdes
than 0. Thus,V(q, 7,«) < 0. This implies the convergence of

our solutions,[[36],13]7].

B. Numerical Results

We consider again the X and cross topologies shown in
Figs.[4(a) andJ4(b). In the X topologyl; transmits packets
to A, via I with ratex;, and B; transmits packets t®; via
1 with rate z,. In the cross topologyA; transmits packets
to A, with ratexy, A, transmits packets tal; with ratexs,

By transmits packets t@, with rate x3, and By transmits
packets toB; with rate z4. All transmissions are vial.
In both topologies, the data rate of each link is setlto
packet/transmission and the loss rate is set to 30%.

In Figs.[I1 and12, we present the throughput vs. the
iteration number for the X topology at different loss patter
for 12NC-state and ANC-stateless, respectively. Each figure
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shows the convergence of, 25, andz; +x- to their optimum 0
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Iteration number

in Fig.[12(c).
Fig. I3 andI¥ present the throughput vs. the iteratiol) Loss on linksA;, — By and! — B,

number for the cross topology at different loss patterns for

I2NC-state and 2NC-stateless, respectively. We see simil

convergence results. Specifically, each flow ratg, z2, z3,

x4, and the total rate converge to their optimum values.

or I2NC-stateless. Loss rate is 30%.
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