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Trajectory-based modeling of fluid transport in a medium
with smoothly varying heterogeneity

D. W. Vasco’, Steven R. Pride’, and Michael Commer’

'Energy Geosciences Division, Lawrence Berkeley National Laboratory, University of California, Berkeley, California, USA

Abstract Using an asymptotic methodology, valid in the presence of smoothly varying heterogeneity
and prescribed boundaries, we derive a trajectory-based solution for tracer transport. The analysis pro-
duces a Hamilton-Jacobi partial differential equation for the phase of the propagating tracer front. The
trajectories follow from the characteristic equations that are equivalent to the Hamilton-Jacobi equation.
The paths are determined by the fluid velocity field, the total porosity, and the dispersion tensor. Due to
their dependence upon the local hydrodynamic dispersion, they differ from conventional streamlines.
This difference is borne out in numerical calculations for both uniform and dipole flow fields. In an appli-
cation to the computational X-ray imaging of a saline tracer test, we illustrate that the trajectories may
serve as the basis for a form of tracer tomography. In particular, we use the onset time of a change in
attenuation for each volume element of the X-ray image as a measure of the arrival time of the saline
tracer. The arrival times are used to image the spatial variation of the effective hydraulic conductivity
within the laboratory sample.

1. Introduction

A range of numerical reservoir simulators are now available for modeling flow and transport. For example,
there are finite difference, finite-element algorithms, and finite-volume approaches. Given sufficient atten-
tion to the numerics of the problem, purely numerical flow simulators can generally provide accurate solu-
tions to the equations governing flow and transport. However, due to the complexity of many current
simulation efforts, there is a need for semianalytic descriptions of flow and transport that can be of use in
interpreting the results of both numerical simulation and experiments. For example, an analytical solution
can provide a clear relationship between medium properties and features associated with a break-through
curve, such as the arrival time of a pulse. Such relationships are particularly valuable when treating the
inverse problem in which the observations are used to infer properties of the medium. To be useful, the
semianalytic solutions must be valid for realistic media. It is important for such descriptions to be valid in
two and three-dimensional settings and in the presence of substantial heterogeneity.

There are a number of analytic and semianalytic methods for modeling transport but such techniques are
typically restricted to structured porous media. Several analytic solutions are discussed in the report of van
Genuchten and Alves [1982] and the book by Javandel et al. [1984], including the work of Cleary and Ungs
[1978]. Such purely analytic solutions generally require a homogeneous whole-space structure. Using the
method of images, whole space solutions may be extended to a semi-infinite half-space and a single uni-
form layer, as in the analytic Green’s function solution of Park and Zhan [2001]. Other analytic approaches
assume special forms for the flow field and the dispersion or diffusion, such as linear distance dependent
dispersion [Chen et al., 2008], diffusion proportional to the square of the velocity [Zoppou and Knight, 1999],
dispersivity with a power-law dependence in the similarity solution of Su et al. [2005], and a segmented lin-
ear diffusion coefficient for the orthogonal expansion technique developed by Liu and Si [2008]. Transform
methods, applicable to porous media with properties that are uniform or vary in one dimension, have been
used to produce a variety of semianalytic solutions. These include the direct application of the Laplace
transform [Yates, 1990; Xu and Brusseau, 1996; Shan and Javandel, 1997; Sim and Chrysikopoulos, 1999; Mori-
dis, 2002] as well as extensions, such as the generalized integral transform technique (GITT) [Mikhailov and
Ozisik, 1984; Cotta, 1992; Cotta and Mikhailov, 1993; Guerrero and Skaggs, 2010]. There are also asymptotic
methods for layered media [Gelhar and Collins, 1971].
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Streamline simulation is a semianalytic technique that is valid in three-dimensional heterogeneous porous
media [Datta-Gupta and King, 1995; Blunt et al., 1996; Bratvedt et al., 1996; Cirpka et al., 1999a]. Streamline
methods have increased in sophistication and are used in high-resolution reservoir models [Datta-Gupta
and King, 2007]. Streamline methods are now used to model reactive transport involving multiple compo-
nents [Yabusaki et al., 1998; Cirpka et al., 1999b]. However, streamline methods typically neglect dispersion
in their formulation and must implement it using an additional technique, such as operator splitting [Datta-
Gupta and King, 2007]. Thus, the paths are not influenced by the dispersion and are less helpful in visualiz-
ing the physical tracer movement and in understanding those factors contributing to the motion.

In this paper, we present an alternative asymptotic formulation for modeling tracer transport including a
generally anisotropic dispersion tensor and smoothly varying, but otherwise arbitrary, heterogeneity. Thus,
the approach is not limited to structured or symmetric porous media. The approach produces an expression
for the motion of the transported material that is influenced by the dispersion matrix D, the flow field q,
and the total porosity ¢,. This contrasts with a streamline that is computed using only the flow field and
the porosity. The equations governing the construction of the trajectories provide insight into the factors
controlling tracer transport that include the flow field, the porosity, and the dispersion tensor. Due to the
presence of the dispersion tensor, there is an additional term in the differential equation for the trajectory,
determining the deviation of the path from a conventional streamline. As we shall see, factors such as
molecular diffusion, the flow velocity, and longitudinal and transverse dispersion, all impact the path of the
dissolved species concentration. Asymptotic techniques, similar to those discussed in this paper, have been
used in the study of convection-diffusion [Smith, 1981; Knessl and Keller, 1997; Chapman et al., 1999; Vasco
and Datta-Gupta, 1999]. However, these approaches did not include a general dispersion matrix. Multiple-
scale asymptotic approaches have also been used to compute the macroscopic tracer concentration from
pore and subpore flow, a technique known as homogenization [Hornung, 1997; Attinger et al., 2001]. Those
approaches typically seek to average the smaller scale structure in permeability and flow variations into
effective properties to simplify the modeling. Such solutions are distinct from ours, as we are allowing for
the effects of larger-scale heterogeneity in both permeability and dispersion in our model.

The asymptotic method presented here is a tool which may be the basis of efficient imaging algorithms. As
shown in our application below, using the technique one can devise a strategy in which a single simulation
is all that is required for one step in the inverse modeling of tracer observations [Vasco and Datta-Gupta,
1999; Datta-Gupta et al., 2002]. The trajectory-based inversion algorithm scales well with the size of the res-
ervoir model, growing in a linear fashion with the number of grid blocks intersected by the path. The
assumptions upon which the approach is based, smoothly-varying properties within the boundaries of the
model, are compatible with our use of the technique in inverse modeling. Often, due to inherent limitations
in resolution and regularization, the model updates are relatively smooth in comparison to the tracer front.

2. Methodology

An outline of the trajectory-based approach is provided in this section. First, we present the equation gov-
erning transport in the subsurface.

2.1. Governing Equation
The equation governing transport of an inert solute in a dispersive medium is [Bear, 1972; de Marsily, 1986, p. 240]

0
V-(D-Ve-ao=p 5 (1)

where c(x, t) is the dissolved species concentration within the fluid, in units of ML™3, ¢, is the total poros-
ity, D is the dispersion tensor. The dispersion tensor represents the effects of small-scale flow heterogeneity.
That is, heterogeneity varying over a length scale that is less than the dimensions of the grid blocks or the
nodal spacings used in numerical representations of the spatial variations in flow properties. The effect of
larger-scale heterogeneity is represented by the macroscopic variations contained within the reservoir
model. The vector q is the Darcy velocity, given by

where K (x) is the hydraulic conductivity tensor and h(x, t) is the hydraulic head. The hydrodynamic disper-
sion of a solute encompasses the spreading of the material due to the local heterogeneity of both the
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porous material as well as the flow field. The earliest studies emphasized both diffusion and the mixing due
to variable velocity for flow in small tubes [Taylor, 1953, 1954]. One early examination of the small-scale mix-
ing caused by flow variation in a microscopically heterogeneous porous medium was by Scheidegger [1954].
Following this early work, it was realized that dispersion is inherently anisotropic, even in an isotropic
medium, with principle directions determined by the flow direction [de Josselin de Jong, 1958; Saffman,
1959; Nikolaevskii, 1959; Bear, 1961; Scheidegger, 1961]. Our understanding of transport in heterogeneous
permeable media has advanced due to the contributions of stochastic methods to hydrology [Warren and
Skiba, 1964; Schwartz, 1977; Gelhar et al., 1979; Dagan, 1982; Gelhar and Axness, 1983]. As a result of these
and other efforts, there are now several models of dispersion in a porous medium, each limited in some
respect [Sahimi, 1993], and work in this area continues [Bruining et al., 2012; Liu and Kitanidis, 2013]. Here
we adopt a fairly established approach that accounts for both molecular diffusion and hydrodynamic dis-
persion. Experimental evidence, such as that cited by De Marsily [1986, p. 237], indicates that in most flow
regimes and for an isotropic medium, the dispersion along (D)) and transverse (D,) to the flow direction, are
well approximated by the general forms

D= prdm+oq 3)
and
Dr=(/)kdm+0(tq (4)

where d,, is the molecular diffusion coefficient, g is the magnitude of the Darcy velocity vector. The
parameters o, and o, are the intrinsic dispersion coefficients, or dispersivities, in the longitudinal and
transverse directions (with respect to the flow direction). The form of the coefficient has been generalized
to allow for transverse anisotropic media [Fel and Bear, 2010]. The approach described below is appropri-
ate for a general anisotropic porous medium in which the dispersion in the principle directions of the dis-
persion tensor are given by three scalars, say D;, D,, and Ds. Hence, our development will be in terms of a
general tensor D.

Commonly, the dispersion tensor is assumed to be symmetric. However, the symmetry of the dispersion
tensor has been called into question [Carbonell and Whitaker, 1983; Koch and Brady, 1987; Didierjean et al.,
1997; Auriault et al., 2010]. The asymmetry of the dispersion tensor, demonstrated by Koch and Brady [1987],
was recently verified by Auriault et al. [2010] in the case of low Peclet numbers. As noted by Carbonell and
Whitaker [1983], in a uniform medium only the symmetric component of the dispersion tensor influences
the transport. This is easily seen by considering equation (1) when the dispersion tensor does not depend
upon position. The symmetry of the array of second-order spatial derivatives of C, and the invariance of the
other terms in the equation, implies the symmetry of the dispersion tensor. Perhaps because this symmetry
holds in homogeneous media, but does not carry over to heterogeneous media, the general asymmetry of
D has not been emphasized in hydrology. In the discussion that follows, we will develop a solution that
does not require D to be a symmetric matrix.

2.1.1. Transformation Into the Frequency Domain

Because the primary application that we have in mind is a tracer test conducted under the condition of
steady-state flow, the pressure field will not change as a function of time. Therefore, the coefficients D, q,
and ¢, do not depend upon time and one may apply an integral transform to remove the time derivative.
Here we consider the Fourier transform [Bracewell, 1978] of the concentration c¢(x, t), resulting in a function
C(x,w) that depends upon frequency w. Transforming equation (1), using the properties of the Fourier
transform gives

V- (D VC—qC)+ime,C=0, 5)

an equation that only contains spatial derivatives. Note that the technique used to generate the semiana-
lytic solution, the method of multiple scales, can also be applied in the time-domain. Therefore, the assump-
tion of time-invariant flow is not necessary in order to apply this technique and a more general solution can
be developed in the time domain.

2.2. A Trajectory-Based Solution for Dispersive Transport
For a general model, equation (1) is usually solved numerically, using a method such as finite-
differences, integral finite-differences [Pruess et al., 1999], finite-elements, particle tracking, or lattice-
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Boltzmann [Flekkoy, 1993]. However, for a medium in which the properties vary smoothly between
known boundaries, one can obtain useful semianalytic solutions using asymptotic techniques. By
smoothly varying, we mean that the spatial variation in material properties is smoother than the spatial
variation across the concentration front. A quantitative expression of smoothness is provided by the ratio of
the length scales of these variations. That is, let L represent the length scale associated with the variation in
flow properties and / represent the length scale corresponding to variations across the concentration front.
We assume that L > [ and hence, the ratio

e=I/L,

known as the scale factor, is much less than 1. The method should be sufficiently accurate when the
length scale of the heterogeneity is greater than the width of the transition zone across the tracer front.
Some examples of such transition zones are provided in the figures that follow. The method should have
difficulties with heterogeneity that varies more rapidly than the width of the transition zone, for example
at a sharp interface between layers. In the manner of asymptotic ray theory [Kline and Kay, 1979;
Chapman, 2004], it is possible to account for such sharp interfaces as explicit boundary conditions.

It is instructive to examine the limit as ¢ approaches very small values. An extreme example is provided by
an infinite, homogeneous medium, in which case the length scale of the heterogeneity is effectively infinite
and the ratio € approaches zero. An alternative way for ¢ to take on small values is for the front to become
very steep or very sharp. In this limit, the leading edge of the front becomes sharp and approaches either a
step or delta function, depending on the variation of the injection rate with time (constant rate or injection
pulse). We discuss the case of a rapid variation in concentration below and show that the asymptotic solu-
tion is essentially identical to the analytic solution. In these cases, as we shall see below, the power series
used to represent the solution reduces to the zeroth-order term. This term produces a generalization of the
analytic solution for a homogeneous medium, where the parameters of the solution are now functions
accounting for the smoothly varying heterogeneity.

Note that the asymptotic approach, based upon the two scales / and L, is formally equivalent to the method
of homogenization that is often used to derive a larger-scale effective medium from smaller-scale structure
[Hornung, 1997; Attinger et al., 2001]. In fact, the mechanics of the approaches are identical in many
respects. However, our aim in this work is different from that of homogenization. We wish to derive approxi-
mate and revealing solutions that reflect the influence of the large-scale heterogeneous structure and yet
are not much more complicated than are analytic solutions associated with a homogeneous medium. This
desire follows from our goal of developing tools that can be used for the efficient and flexible solution of
the inverse problem, in which we estimate medium properties from observations.

An asymptotic solution is a representation of the concentration in terms of a power series in the scale
parameter e

C(x, 0,0)=e"*> " e"Cy (x, ), (6)
n=0

where 0(x, ») is the phase, a quantity associated with the propagation of the tracer front. The terms C,(x, »)
represent amplitude adjustments of various orders in . One advantage of this form of the solution in equa-
tion (6) is that only the first few terms of the expansion are important when ¢ < 1. The partitioned form of
the solution into phase and amplitude terms is also advantageous. This partitioning provides flexibility in for-
ward and inverse modeling, allowing for techniques such as tracer arrival time tomography [Vasco and
Datta-Gupta, 1999; Datta-Gupta et al., 2002; Vasco and Finsterle, 2004] that we shall use in the application
below.

In Appendix A, we provide the details of the asymptotic methodology. In general, the approach involves
writing the governing equation (5) in terms of new coordinates, X, that are related to the physical coordi-
nates through the ratio ¢,

X=ex. (7)

In order to do this, one rewrites all of the derivatives with respect to the physical coordinates in terms of
the derivatives with respect to the X coordinates. Furthermore, the presence of the phase function must be
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taken into account as an implicit functional dependence. In Appendix A, we write the governing equation
(5) in terms of X and substituting in the power series expansion (6). The result is an expression containing
an infinite series of terms in powers of . Because ¢ < 1, only terms of low order in ¢ are of interest. Thus,
for example, we consider terms of order €® ~ 1 in the next subsection.

2.2.1. Terms of Order €° ~ 1: An Equation for the Phase

The terms of zeroth-order in e produce a first-order nonlinear partial differential equation for the phase
0(x, ) (see equation (A9))

VO0-D-V0—q - VO+iogp,=0. (8)

Equation (8) is an example of a Hamilton-Jacobi equation [Sneddon, 2006, p. 81], a class of equations
that have proven very important in physics and applied mathematics [Courant and Hilbert, 1962, p. 118].
Defining the phase gradient vector

p=Vo, 9)
one may write equation (8) more compactly as
p-D-p—q:ptiog,=0. (10)

One can solve equation (10) using the method of characteristics, developed for first-order partial differential
equations [Courant and Hilbert, 1962, p. 62; Sneddon, 2006, p. 611. This approach is discussed in Appendix B
in the context of Hamilton-Jacobi theory [Courant and Hilbert, 1962, p. 103; Sneddon, 2006, p. 81]. Essentially,
the independent variables x and p are considered to be functions of a scalar variable s. One may think of
x(s) as a trajectory with the variable s signifying position along the trajectory. As shown in Appendix B, the
Hamilton-Jacobi partial differential equation (10) is equivalent to a set of ordinary differential equations for
x(s) and p(s), the characteristic equations:

dx__D q

E—ZE'P o (1)
d D
ds Pk Pk

given here in vector-matrix form. Note that equation (11) is a generalization of the ray equation for the
trajectory x(s), derived by Smith [1981] for a scalar dispersion coefficient. Integrating these equations results
in expressions for the trajectory x(s) along which a solution is constructed. This is what is meant by a
trajectory-based solution for transport. For the fully general case of anisotropic dispersion, the solution of
equations (11) and (12) requires numerical integration. However, there are a number of efficient and well
established algorithms to accomplish this [Press et al., 1992, p. 701].

The main task of this section is to determine the phase 0(x, w), the solution of equation (8). Our approach is
to formulate an additional ordinary differential equation for 0 along with the trajectory defined by equa-
tions (11) and (12). That is, we consider 6 as a function of x(s), using the chain rule

do dx dx
as V0GP g

Substituting for the derivative of x(s) from equation (11) gives

which may be solved in conjunction with equations (11) and (12) via numerical integration.
Note that in streamline-based techniques, one adopts the trajectory defined by a simplification of the first

set of ray equations (11)

EZ_(P—/( (13)

as the path, rather than the exact ray path. There are several factors that make this a popular alternative.
First, given the flow field q, say one obtained from a numerical simulation, the computation of the trajectory
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x(s) is an elementary undertaking. Second, the trajectory obtained from equation (13) has a useful physical
interpretation as a streamline of the flow field. The literature on streamline computation and streamline-
based fluid flow modeling is extensive [e.g. Datta-Gupta and King, 2007]. Third, substituting equation (13) in
place of the first set of equations (11) effectively decouples the system, allowing x(s) and p(s) to be com-
puted independently. Only the spatial derivatives of D/, and q/ ¢, are required in the second set of equa-
tions (12), the coordinates of the trajectory do not appear explicitly. However, some of the physical
connection between x(s) and p(s) will be lost if our trajectory deviates from the exact ray path. Fourth, as
the dispersion diminishes, that is D approaches zero, the approximation (13) becomes increasingly accurate.
In fact, the relative size of the terms on the right-hand-side of the first set of differential equations, equation
(11), provides a measure of the accuracy of the approximation. Finally, we point out that the adoption of
equation (13) is not entirely ad hoc. Rather, there is some freedom in the construction of an asymptotic
solution, both in the specification of the power series expansion and in the partitioning of the solution into
phase and amplitude components. Thus, by adopting an asymptotic approach based upon variables related
to the square of scale parameter, X=:¢?x, advocated by Gardner and Morikawa [1960] for dispersive proc-
esses, Vasco and Finsterle [2004] arrived at an equation for the trajectory that is identical to equation (13).
Compensation for the difference in the formulation appeared in the form of a diffusion equation for the
amplitude, in the place of the transport equation that we introduce in the next subsection.

2.2.2. An Equation for the Amplitude

In order to construct the lowest (zeroth) order estimate for C(x, w, 0) in the series representation (6), we
need both the phase 0(x, ) and the zeroth-order amplitude Co(x, ®). In Appendix A, it is shown that the
consideration of the terms of order ¢ in the asymptotic expansion produces an equation for the zeroth-
order amplitude Co(x, »):

Y - VIinGy=v, (14)

where the coefficients Y and v are defined in Appendix A in terms of D, p, g, and their derivatives (see
equations (A14) and (A15)). Because equation (14) is a linear, first-order partial differential equation for the
scalar quantity Co(X, w), it may be solved in a straight-forward fashion, either numerically along the trajec-
tory, or in a semianalytic fashion [Kravtsov and Orlov, 1990]. Therefore, we shall assume that a solution of
equation (14) is readily available in the discussion that follows.

2.3. An Expression for the Concentration
Armed with equations defining the trajectory x(s), the phase 0(x(s), ), and the zeroth-order amplitude
Co(x(s), w), one can construct the zeroth-order expression for the concentration in the frequency domain

C(x, w)=e"™*)Co(x, w). (15)

This expression is simply the first term in the power series expansion (6). A time domain expression for the
concentration follows from an application of the inverse Fourier transform. To do this we make use of the
fact that the inverse Fourier transform of a product in the frequency domain is a convolution of the terms in
the time domain. Thus, the expression for the concentration in the time domain has the form

c(x, t)=F"" [ee("’”)] % Co(X, t), (16)

where 7' denotes the inverse Fourier transform and * denotes a convolution. The function cy(x,t) is the
inverse Fourier transform of the zeroth-order amplitude function. If the phase 6(x, ) is a general function
of frequency, the quantity in brackets in equation (16) does not have a simple analytic inverse Fourier trans-
form. That is not a barrier to the construction of a solution because one can easily perform the inverse Fou-
rier transform numerically, using the fast Fourier transform [Press et al., 1992]. Therefore, expression (16)
provides an efficient approach for calculating the temporal variation in the concentration at a point. For
large values of w, one can consider the high-frequency limit, leading to a semianalytic expression for the
concentration variation as a function of time. Alternatively, if dispersion can be neglected, then the phase
function simplifies and a semianalytic expression can also be found. These two cases are discussed in more
detail in the subsections that follow. But first, we address the case of a general phase function, specified by
equation (16).

2.3.1. A General Variation in Concentration

As shown in the Appendix C, one may reduce equation (10) to a quadratic equation for p=|p| (see equation (C16)):
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pp? —yp+ing,=0, (17)
where
3
[f:Z Djcos 4;c0s v;, (18)
i=
and
y=qcosn (19)

with g=|q|, and 7 is the angle between the vectors p and q. As indicated in Appendix C, y; is the angle between
the vector p and a vector u; from the singular value decomposition (SVD) of D. Similarly v; are the angles
between p and v; a member of the other set of vectors from the decomposition of the dispersion matrix. If the
matrix is symmetric, then the sets of vectors are equivalent, that is v;=u;. Equation (17) is a quadratic equation
that may be factored to produce an explicit, analytic expression for p. The fundamental parameters con-
tained in these coefficients are D;, g, and ¢,. Note that the magnitude of the Darcy velocity will depend
upon the permeability and the pressure field or hydraulic head via Darcy’s law (see equation (2)).

For a dispersive medium, f3 is nonzero and we must consider the full quadratic equation (17). The two solu-
tions of the quadratic are readily found to be:

_ 0 VP Afedo 20)

26 2p
By squaring the factored form (20) and using the fact that
p’=V0 Vo, 21
one arrives at an eikonal equation governing the propagation of transported material:

2
) 2 i
Vo . Vo= [2/3 + ”;}f‘pk’“’} . (22)

The eikonal equation is a fundamental equation, appearing in ray-based models of wave propagation [Kline
and Kay, 1979; Kravtsov and Orlov, 1990; Chapman, 2004].

In the characteristic coordinate system, determined by the trajectories x(s), equation (20) may be integrated
with respect to s, the distance along the trajectory, resulting in an expression for 0(x, ®)

A 2 __ H
0, )= | s+ | VAo 4o (23)
x2p x 2B

It will be helpful in the discussion that follows to define the functions

&) =L 25 (24)
and
7(%, w)=J 7&/2—4/3%@00,57 (25)
x 2
so that we can write 0(x, @) more succinctly as
0(x, w)=E&(X) =y (x, w). (26)

The time-domain solution is obtained by substituting this expression for 0(x, @) into equation (16) and per-
forming the inverse Fourier transform followed by the convolution.

As an illustration, consider the case of tracer transport in a two-dimensional, uniform flow field. An analytic solution
was published in Javandel et al. [1984], based upon the work of Cleary and Ungs [1978]. The solution corresponds
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Table 1. Table Containing the Parameters for the Uniform and the Dipole Tracer Calculations

Description Uniform Dipole

Category Parameter (Units) Flow Field Flow Field
Porous medium Q, Porosity (fraction) 0.20 0.20

k Intrinsic permeability (m?) 1.24x1071° 1.24x1071°

o Longitudinal dispersivity (m) Variable 0.00

o Transverse dispersivity (m) 0.20 0.00

@l Molecular diffusion (m?/s) 0.00 Variable
Flow field q Darcy velocity (m/s) 2.00x107* Variable

to a step-like injection along a linear segment of length 2a, oriented perpendicular to a uniform flow field, where a
is 5 cm in our example. The source is located on the y axis (flow along the x axis), and the solution is given by

c(x,y, t)= Cox exp | X r/Rex I
Sy PTo N | Al IVT T,

X {erf( a_y ) +erf (ﬂ)} ©32dy
2y/Dit 2y/Dit

where C, is the injection rate of the solute. We have differentiated the response with respect to time in order
to generate an impulse response. This differentiation relieves us of the task of evaluating the integral in this
solution. In this example, we will consider an isotropic medium where the dispersion is characterized by trans-
verse (D,) and longitudinal (D)) coefficients given by equations (3) and (4). In this example, we shall vary the lon-
gitudinal dispersivity while keeping the base parameters fixed (see Table 1). In Figure 1, we plot the temporal
variation in concentration observed at a point 120 m directly downstream of the source for three values of o,
the longitudinal dispersivity. For comparison, we also plot the asymptotic solution, given by the expression (16)
where 0(x, ) is provided by equation (23). The two solutions are very similar for all times and for all three of
the cases that we considered. In Figure 2 (top), we compare the analytic and asymptotic solutions to a numeri-
cal estimate computed using the T2DM dispersion model for TOUGH2 [Oldenburg and Pruess, 1993, 1996]. The
numerical estimates appear to predict concentrations in the tail that are significantly larger than the analytic
solution. This may reflect numerical dispersion, an effect that was noted in Oldenburg and Pruess [1993], particu-
larly for coarser meshes. The effect may be exaggerated somewhat by the normalization of the curves.
2.3.2. A Rapid Variation in Concentration
For a general solution of the form (16), we can compute the concentration numerically. However, due to
the complexity of the expression (23) for the phase, we cannot derive an analytic expression for the varia-
tion in the time domain. If we consider a concentration that is varying rapidly in time, relative to the back-
ground or natural variation, then a semianalytic expression is possible. In such a case, one can assume that
the frequency of the variation, ®, approaches a large value. Therefore, we can consider the function y(x, w),
defined by the expression (25), in the limit of large frequencies. First, equation (25) is rearranged by factor-
ing out v/—iw from the square root

7(x, w):\/j(uj Vitw™9, /(%kds (27)
where
;’\ 2
5:4;;@ . (28)
k

Then the limit as o takes on large values is

lim y(x,w)= lim \/—in \/1+w’15\/%d5

W—00 W—00

- Pk
~+v—iw —ds.
L\/ B

Thus, we can write the limit in a partitioned form
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Figure 1. A comparison of the analytic solution of Cleary and Ungs [1978], as presented in Javandel et al. [1984] (solid lines) plotted with
the asymptotic solution (open circles) obtained when the phase (23) is used in equation (16) to calculate the concentration. An impulsive
or delta-function is used for the source-time function ¢, (x, t). Comparisons are made at three different longitudinal dispersivities (a) 0.2 m,
(b) 2.0 m, and (c) 20.0 m.
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Longitudinal dispersivity: 200 lim z(x, 0)=V=ioz(x) ~ (30)

w—00
1.25

where we denote the spatially depend-

Analytic ent component of lim ,_.», x(x, ) as
Asymptotic O
1.00 4 ¢ Numeric ~ ®

x(x):L \/%kds. (31)

The inverse Fourier transform of e’, the
quantity in square brackets in equation
(16), may now be evaluated analytically
[Virieux et al., 1994],

F e VTior0] = x(x)
{ ] 2V nt3
—12(x)

exp{ ar }H(t),

Concentration (normalized)

(32)

were we have taken the minus sign in
equation (26), and H(t) is the Heaviside

1.25 (step) function that is 0 for negative
) o values and 1 for nonnegative values.
— Full asymptotic approximation . .
8 Rapidly-varying approximation O The complete expression for the time-
.E‘ 1.00 — varying concentration is given by
O
S
- 7(%) XZ(X)}
o _ c(x, t)= exp |&(x)—
50.75 (7)2\/E p{() at | @3
c H(t) * Co()(7 t)
.2
5 0507 for an impulsive source-time function.
-E For a general time-varying source, we
3 simply convolve expression (32) by
© 0.25 . . .
g the appropriate source-time function. In
&) Figure 2 (bottom), we plot the approxi-
0.00 mation (33) against the full asymptotic

2 3 solution, given by equations (16) and
Time (dcuys) (23). The flow field and properties are
identical to those used for the calcula-

Figure 2. (top) Concentration estimates calculated using the analytic solution of tions associated with the results plotted
Cleary and'Ungs [19'78] (solid line), the asymptotic solution (op'ven circles), and in Figure 1 (see Table 1), while the dis-
the numerical solution of Oldenburg and Pruess [1993] (filled circles). (bottom) A o .
comparison of the full asymptotic solution (solid line), which was also plotted in persivity is larger (200 m). The approxi-
Figure 1, and the approximation (33) for a rapidly variation in tracer mation (33) generally agrees with the

concentration. full asymptotic result even for this large
value of longitudinal dispersivity.

2.3.3. A Nondispersive Porous Medium

Note that if the dispersion can be neglected then the matrix D may be taken to be zero in equation (8), or

equivalently f vanishes in equation (17). Therefore equation (17) reduces to

p:iw%, (34)

where 7y is given by (19). If we orient our coordinate system so that the trajectory is tangent to p and use
the definition of p, equation (9), to integrate (34) along the path and derive an expression for the phase
0(x, ) =iwt(x) (35)

where we have defined the function t(x) as
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)
/

T(x)zj P, (36)

The zeroth-order expression for the concentration may now be written as
C(x, ) ="My (x, w). (37)
Taking the inverse Fourier transform of (37) gives
c(x, t)=co(x, t—1(x)), (38)

indicating that the concentration is a shifted version of the Fourier transform of the zeroth-order amplitude
function. Note that there will generally be changes in the amplitude with propagation due to attenua-
tion introduced by the transport, hence the dependence of the amplitude on the position along the trajec-
tory x(s).

3. Applications

In this section, we illustrate the construction of trajectories associated with transport in a porous
medium. That is, given the flow field from a numerical simulation, we calculate the paths x(s) along
which our semianalytic solutions are defined. The advantage of the semianalytic expressions are that
they provide a clear relationship between the flow parameters and characteristics of the tracer break-
through curve, and yet are valid in a medium with smoothly varying properties. We conclude this section
with an application to a laboratory experiment in which injected brine is monitored using X-ray com-
puted tomography (CT). Here we introduce the onset time of a change in the X-ray attenuation and
demonstrate how these times may be used to estimate the hydraulic conductivity variation in a labora-
tory sample. That is, the semianalytic expressions are the basis for a fast tomographic inversion for
hydraulic conductivity.

3.1. Numerical lllustrations

While the mathematical derivation of the asymptotic solution, given in Appendix A, is fairly involved, the
construction of the zeroth-order solution is relatively straight-forward. It is instructive to examine in detail
how one determines the trajectories, using the output from a numerical simulator. Here, we use the integral
finite-difference simulator TOUGH2 [Oldenburg and Pruess, 1995, 1996; Pruess et al., 1999] for our calcula-
tions. The numerical simulation provides critical information for the asymptotic solution, in particular the
flow field q that appears in the characteristic differential equations (11) and (12) defining the trajectory x(s).
The procedure is similar to that used in streamline simulation [Crane and Blunt, 1999; Datta-Gupta and King,
2007] in that a numerical technique, such as finite differences, is used to compute the pressure field
defining the streamlines. However, unlike a streamline, the path of a trajectory, x(s) depends upon the full
matrix D. Therefore, as is evident in equations (11) and (12), the trajectory depends upon q, D, and ¢,. In
order to maintain continuity with past analytical and numerical results, we adopt the symmetric form of the
dispersion tensor for an isotropic medium

D=D1+(D,—D;)4q (39)

[Oldenburg and Pruess, 1995, 1996] to represent the dispersion tensor D for the comparisons in this subsec-
tion. The vector q is a unit (normalized) vector in the direction of g and the principle values D, and D; are
given by equations (3) and (4), respectively. As noted above, our development is not limited to this case,
the formulation is in terms of a general anisotropic tensor D.

3.1.1. A Uniform Flow Field

We first consider tracer transport in a uniform flow field. In this simulation, the nodes at the left (west-
ern) edge of the model each inject 3 kg/s of fluid while the rightmost nodes produce fluid at the
same rate. There are no-flow boundary conditions at the northern and southern edges of the model
and constant pressure boundaries at the east and west boundaries. The resulting pressure field, com-
puted using the numerical simulator TOUGH?2, is plotted in Figure 3 along with the location of the
tracer injector (filled square) and the observation point (open circle). The tracer injection rate of
0.001 kg/s is so small that it has minimal influence on the fluid pressure distribution, and similarly for
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400 the observation well. The unit

vector field in the direction of
the pressure gradient, q, is also

plotted in Figure 3.
200 L .
The distribution of tracer was com-

puted using the analytical solution
of Cleary and Ungs [1978] given in
Javandel et al. [1984], as it does
not suffer from the numerical dis-
persion characteristic of reservoir
simulators. The solution was differ-
entiated with respect to time in
order to produce the response to
an impulsive tracer source function.
Three cases are considered. In each
case, the porosity of the medium is
0 200 400 600 800 0.2 and the longitudinal dispersivity
Distance East (m) is 20.0 m, while the transverse dis-

persivity takes the values 20.0, 2.0,

- and 0.2 m, respectively. The result-

1.50 Pressure (kPA) 5.50 ing concentration distributions after

7 days are plotted in Figure 4. The
Figure 3. A pressure field that is nearly uniform along the y axis. The tracer injection . .
point is denoted by the filled square while the observation point is located at the open effect of decreasmg transverse dis-
circle. The color variations indicate the pressure field values. The short line segments persion is clear by the narrowing of
indicate the direction of the flow vector q. the tracer distribution.

-200

Distance North (m)

-400

The contributions to the trajectory x(s) are evident by the terms on the right-hand side of equation (11).
The pressure field supplied by TOUGH2 is used to calculate the fluid velocity and hence q. The expression
for D, given above, indicates how q contributes to the elements of the dispersion matrix. In particular, we
can substitute equation (39) for D into the expression for the tangent vector for the paths, equation (11),
resulting in

dx 2 1 . .

X 2 pp+— |20-D)p - 4— 1| 4. (40)

ds o P P
Because the flow field is uniform in space and does not change as we vary D, and D;, the primary deviations
are due to changes in the phase gradient vector p=V0. In Figure 5, contours of the phase 0(x) are plotted

400 400 400
~
1 200 200 200
N
<
T
o
z 0 4 q 0 -4 D 0 4 = ie= q
o
o
c
o
w
5 200+ -200 ~200
—400 T T T -400 T T T -400 - - -
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B ——— B ] B ]
0.00  Concentration (normalized) 0.15 0.00  Concentration (normalized) 0.20 0.00  Concentration (normalized) 0.30

Figure 4. Snapshots of the tracer concentration distribution after 7 days of uniform flow. In all three cases, the longitudinal dispersivity (o) is 20 m while the transverse dispersivity (o) is
20.0 m (a), 2.0 m (b), and 0.2 m (c), respectively.
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Figure 5. The tracer travel times for the three cases considered in Figure 4. The line segments denote the directions of the normalized phase gradient vector field.

—15.

200
Distance

along with the unit vector fields p that are normal to the contours. These contributions cause the trajecto-
ries to deviate from streamlines that follow q.

A Runge-Kutta routine with adaptive step size control is used to solve the system of equations (11) and (12)
[Press et al., 1992, p. 714]. The resulting trajectories are plotted in Figure 6, along with the magnitude of the
tracer concentration, normalized by the concentration 100 m downstream of the source. The angular distri-
bution of the trajectories extends from —80.0 to +80.0 degrees with respect to the line connecting the
source and the observation point. Most of the trajectories plotted in Figure 6 bend sharply at the source
and then straighten. The areas containing the highest density of trajectories coincide with the largest tracer
concentrations, calculated using the analytic solution.

3.1.2. A Dipole Tracer Test

Next, we consider the situation in which there are two wells in communication, as illustrated in Figure 7.
A flow field is first set up by injecting fluid into one well while an equal amount of fluid is extracted from an
adjacent well. After the transient effects have decayed and a steady state pressure field has been obtained,
a chemical tracer is introduced into the injection well. The resulting tracer distribution, computed using the
T2DM variant of TOUGH2 [Oldenburg and Pruess, 1995, 1996], is plotted in Figure 7 for three different times
(5, 15, and 50 days). In Figure 8, we indicate the flow vector field q (left) and the phase gradient vector field
p=V0 orthogonal to the phase contours (right). The vector fields have been normalized to unit amplitudes.

400

200

+ (————

=200
—400 T T T 1 —400 T T T
400 600 800 ] 200 400 600 800 ] 200 400 600 800
East (m) b Distance East (m) C Distance East (m)
Bl Bl
Log10 Concentration 0.00 -15. Log10 Concentration 0.00 -15. Log10 Concentration 0.00

Figure 6. Twenty-one trajectories, plotted as black lines, corresponding to the movement of the tracer, obtained by solving the differential equations (11) and (12). The background color
variation denotes the spatial variation of peak tracer magnitude for each grid block. The concentration magnitudes have been normalized by the value 100 m downstream from the
injection point.
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Figure 7. Tracer concentration snapshots for three different times (5, 15, and 50 days after the start of injection) for a dipole tracer test.
The longitudinal and transverse dispersivities are both 20. The molecular diffusion is set equal to 0 in this case.
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Figure 8. (left) Pressure field associated with the dipole test. The line segments denote the normalized flow vector q directions. (right)
Arrival times of the peak tracer at various points on the simulation grid. The line segments denote the direction of the normalized phase
gradient vector, p=V0.

As indicated above, the two vector fields influence the trajectories representing the movement of the tracer.
The resultant vector field, the right-hand-side of equation (40), associated with the case oy=0;=20 m, is
plotted in Figure 9 (left). The trajectories x(s), computed using the Runge-Kutta method to solve equations
(11) and (12), are locally tangent to the unit vectors (Figure 9). In Figure 9 (right), we plot the corresponding
streamlines associated with the flow field. In this case, the trajectories deviate significantly from conven-
tional streamlines.

In Figure 10, we explore the influence of variations in molecular diffusion, d,, in equations (3) and (4),
on the trajectories. In particular, we consider four cases in which the dispersivities o; and «, are zero while
the molecular diffusion coefficient takes on small but finite values. For the first case, corresponding to
Figure 10a, the molecular diffusion coefficient is set at 2.0xX107°. Here, most trajectories extend from the
injection well to the production well, while a few propagate outward to the edge of the simulation grid. The
trajectories are essentially identical to the streamlines plotted in Figure 9. For larger values of d, the
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Figure 9. (left) Trajectories calculated using equations (11) and (12). The line segments denote the normalized tangent vector field, consti-
tuting the right-hand-side of equation (40). (right) Streamlines obtained by solving equation (13). The line segments denote the direction
of the normalized flow field q.
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Figure 10. Trajectories associated with a dipole tracer configuration. The four sets of trajectories correspond to different values of molecu-
lar diffusion: (a) d, =2.3%107°. (b) dp=2.3X107". (c) d;y=2.3X1075. (d) d,n=2.3X107>. For all of these cases, both the longitudinal and
transverse dispersivities were zero.

trajectories diverge toward the outer boundary of the model, indicating that diffusion plays a significant
role in the movement of the tracer in comparison to the flow field q. Because most common ions in fluids
have molecular diffusion coefficients in the range 1X107° to 2X107° m?%/s [de Marsily, 1986, p. 233], diffu-
sion will not induce much deviation from streamline geometry. However, diffusion in supercritical fluids can
be an order of magnitude greater, and diffusion coefficients for ions in fluids such as supercritical carbon
dioxide are greater than 108 m?/s [Sassiat et al., 1987]. Furthermore, diffusion in gases can be much more
significant, leading to molecular diffusion coefficients of the order of 107> m?/s.

3.2. Application to the X-Ray Imaging of a Brine Injection Experiment

One important application of trajectory-based modeling is in solving the inverse problem, in which remote
observations are used to infer flow properties, such as hydraulic conductivity or diffusivity, in a porous
medium. Here we shall discuss an example of an inverse problem that is based upon the X-ray imaging of a
laboratory fluid injection experiment. Brine was injected into a core of Bartlesville sandstone. The outer
boundary of the core was a no-flow boundary while the inlet and outlet edges were at constant pressure.
The long end of the core is parallel to the bedding within the sandstone. The cylindrical core was subjected
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Figure 11. Six snapshots of X-ray attenuation due to the injection of a saline tracer into a core of Bartlesville sandstone. The color scale in
each plot signifies the attenuation over a slice through the center of the sandstone core.

to repeated X-ray scanning to image the attenuation due to the increased salinity of the fluid within the
sample. The sample was initially scanned every hour for the first 11 h, and after that at 24, 52, 70, and 100 h.
The results of the first 6 h of imaging are shown in Figure 11 for a vertical slice through the middle of the
three-dimensional image. Note the regions in the sample where the amplitudes saturate and are unreliable.
These regions are indicated by the white pixels in Figure 11.

3.2.1. The Onset Time of X-Ray Amplitude Changes

While it is possible to use the changes in attenuation to estimate the changes in the salinity in a given vol-
ume element (voxel), there is a potential difficulty with that approach. The X-ray amplitudes are only indi-
rectly related to changes in brine concentration and one must infer the concentration based upon a
physical model. Thus, one would need to know coupling parameters and properties that may effect the
attenuation, such as the average porosity within the voxel. Properties such as porosity may vary spatially,
confounding a simple interpretation of the attenuation data. Given the hourly sampling, we can take an
alternative approach to estimate effective hydraulic conductivity variations within the core. Rather than use
the magnitude of the change in X-ray attenuation to infer the concentration change, we can use the time at
which we begin to see a change in the attenuation within a voxel as a measure of the arrival time of the
saline fluid within that voxel. We refer to this time as the onset time of the amplitude changes. It has been
shown that, as long as the observations themselves are sensitive to changes in saturation and pressure,
such onset times are much more sensitive to the flow properties than they are to the details of the rock
physics model [Vasco et al., 2014].

One can use the onset of increased attenuation, for each imaged voxel of the sample, to infer the arrival of
the saline fluid throughout the core. There are several ways to define the onset of an attenuation change.
For example, one can consider a threshold, say 5% of the peak change, and define the onset as the time as
which the threshold is exceeded. Alternatively, one may associate the onset time of a change with the peak
slope (derivative) of the curve. In what follows we shall use the threshold criterion to determine the onset
as this works better with moderately noisy data. The onset of a change in amplitude is related to the arrival
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0.065 of saline fluid within the sample. In
Figure 12, we plot the arrival or onset
times for a portion of the sample. We
see that the fluid does not propagate
uniformly through the sample, in agree-
ment with the images in Figure 11.
Rather, the fluid appears to move at dif-
ferent speeds, depending upon the
height. Most likely this reflects the bed-
ding within the sample and associated
variations in hydraulic conductivity.
3.2.2, Relationship Between the
Onset Time and Flow Properties
Figure 12. Onset time of the changes in X-ray attenuation from the background By causality, the onset time of attenua-
value. tion change is assumed to correspond

to the arrival time of the saline tracer.
Because the onset of the change in attenuation is rather abrupt, we adopt the expression (33), for a rapid
variation in concentration. In order to produce an expression for the arrival time, we follow a procedure
advocated by Virieux et al. [1994] in which we consider the time at which a peak value is obtained. Because
the source is step-like in nature, rather than impulsive, we consider the time derivative of the concentration,
denoted by ¢(x, t). Then, the expression (33) will involve a convolution between the inverse transform (32)
and a delta function (the time derivative of a step-function). Thus, away from the origin, the peak of the
derivative is given by the vanishing of
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where we have suppressed the x dependence of £(x) and y(x). Away from the origin and oo, the time
derivative is a maximum when the quantity in the square brackets vanishes. Thus, the peak slope is attained
at time Tax given by

N % (%)= %J ﬁds 42)

where we have used the definition (31) of y(x) to relate the square root of T,,,, to the properties ¢, and f.
This general approach has also been used for the inversion of transient pressure data [Vasco et al.,, 2000]. We
can use definition (18) of  and the definitions (3) and (4) of the longitudinal and transverse dispersion to
rewrite the integral in equation (42). As noted above, the molecular diffusion coefficient is typically rather
small and does not influence the tracer propagation. Therefore, we will neglect the effect of molecular diffu-
sion with respect to intrinsic dispersion. Furthermore, for this application we are assuming that the dispersion
tensor D is symmetric and thus the angles y; and v; are equal in equation (18). Therefore, f§ takes the form

3
[3=q2 ;oS ;. (43)

i=1

Making use of equation (2) for g, and assuming that the hydraulic conductivity is isotropic, we can write
(43) as

p=K|Vh|o, (44)

where ¢ represents the sum
3
O’=Z o;cos 2 ;. (45)
i=

Combining the expression (44) for § with equation (42) provides a semianalytic expression relating the
square root of the onset time to the hydrologic properties of the medium
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This semianalytic expression indicates the factors that influence the tracer arrival time. In particular, we note that
the dispersivities impact the arrival time through the presence of ¢ in equation (46). It is evident in Figures 1
and 2, that the longitudinal dispersivity does indeed alter the arrival time, reducing it as o, increases in value.

(46)

If we can neglect dispersion altogether, then the time-shift given by equation (36) can be used to calculate the
onset time. Such a nondispersive solution was given in Vasco and Datta-Gupta [1999] and Datta-Gupta et al.
[2002]. In that case, in the place of the square-roots there would be a direct relationship between the onset
time and the flow properties. Also, the quantity ¢ would no longer be present in the integral expression.

If the spatial variation in dispersion, contained in g, is much less than the spatial variation in hydraulic diffu-
sivity (¢, /K), then equation (46) provides a means to estimate the hydraulic diffusivity or the effective
hydraulic conductivity K(x) from the onset time data shown in Figure 12. Even though equation (46)
provides a direct relationship between the onset time and the ratio ¢, /K, it depends upon the head or
pressure field due to the presence of |Vh| in the integrand and on the sum over the dispersivities . As indi-
cated by equation (11), the trajectory itself, x(s), also depends upon the head or pressure field. Thus, we
must solve equation (46), or a discretized version of it, in an iterative fashion, assuming some initial model
and then successively updating the model and recalculating the pressure field in order to improve the fit to
the observations.

3.2.3. Tomographic Imaging of Flow Properties

Assuming that the heterogeneity is dominated by the variations in hydraulic diffusivity, equation (46) allows
us to devise a tomographic imaging algorithm for the hydraulic diffusivity or the effective hydraulic conduc-
tivity. In essence, we can use the arrival or onset times in Figure 12 as data, and the equation provides a
semianalytic relationship between the onset times and the flow properties in the sample. The key point is
that we only need to calculate the pressure field in order to set up the integral (42) because that allows us to
evaluate the integrand given initial values for the porosity. From the pressure calculation, one can compute
Vh and we can use equations (11) and (12) to find the flow path given an initial estimate of the hydraulic
conductivity. We can discretize the integral (46) into a sum for each trajectory, for the j-th trajectory we have

bn (47)
\/_ Z Kn VvV O’n‘Vh
where [, is the length of the j-th trajectory in the n-th grid block. For a given pressure field, equation (47) is
a linear equation for the square root of the diffusivity

=, /%n
o 2 @

in each grid block. If the diffusivities, and hence g, can be estimated, and do not vary significantly over the
core, then equation (47) can be used to determine D is each grid block.

Because the pressure field depends upon K and ¢,,, one must solve the equation iteratively, updating the
pressure field and the trajectories at each step. We can use equation (47) to derive a relationship between a
perturbation in D and a perturbation in the square root of the travel time,

N
I
S\T=Y ——L—5D,, (49)
! ; V0| Vhy|

where the perturbation is signified by 0. Equation (49) can serve as the basis for an iterative updating
scheme for estimating spatial variations in D. That is, our collection of onset time deviations, denoted by
dd, provide constraints of the form (49), producing a system of linear equations for perturbations of the dif-
fusivity in each voxel, dy,

sd=Mdy, (50)

where M is the coefficient matrix, with elements Mj,=lj,/+\/an|Vh,|. We solve the system of equations (50)
for the vector of perturbations, dy, using an iterative solver. Because of variations in the flow geometry,
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Figure 13. Selected trajectories associated with the final iteration of the inversion
algorithm. In order to clearly see the trajectories, every third path is plotted in this
figure. The background colors represent the variation in fluid pressure across the
sample.

there may be grid blocks that are not
traversed by any trajectories. Such grid
blocks are poorly constrained and their
presence will lead to difficulties in the
numerical solution of the system of
equations (50) for dy. In order to stabi-
lize the system, we can introduce an
additional penalty term that biases the
perturbations toward zero. The normal
equations for the solution of the least
squares problem take the form

M'sd=(M'M+W,1)dy, (51)

where | is the identity matrix and W, is
the weight or bias associated with
minimizing the size of the perturba-
tions from the existing model. We take

a weighting parameter of W, = 1. We
solve this system of equations using an algorithm designed for solving sparse linear least squares problems
[Paige and Saunders, 1982]. After 50 iterations of the linearized inversion algorithm, the squared misfit was
reduced by 70% from its initial value. Our starting model has uniform properties with a porosity (¢,,) of 0.2,
and a hydraulic conductivity of 3.2 X 10~° m/s (intrinsic permeability of 3.24 X 10~ '* m?). Selected trajec-
tories for the final iteration of the X-ray imaging problem are plotted in Figure 13. A total of 1680 trajecto-
ries were used in the inversion extending from each voxel to the inlet port. Trajectories near the upper and
lower edges of the core were excluded from the inversion in order to avoid the effects of the boundaries on
the flow. Each trajectory and associated onset time provides a linear constraint on the perturbations of
hydraulic conductivity within the sample.

Note that, unlike conventional tomography, where one is only sampling over a single time interval, we are
sampling over 11 successive time intervals. Thus, even though we do not have the crossing trajectories that
are so essential in conventional tomography, due to the temporal sampling we have many trajectories that
traverse portions of the same paths, but for different distances. And so the temporal sampling allows us to
resolve changes along the path, and thus localize variations in D along the path. In many areas, trajectories
appear to converge into the zones where the concentration propagates most rapidly. The corresponding
hydraulic conductivity distribution is plotted in Figure 14. The heterogeneity appears to reflect the layering
of the core with permeability variations that are dominantly horizontal. Areas of high conductivity corre-
spond to regions where the tracer propagates the fastest.

We can use the model in Figure 14 to
calculate the expected travel times to
the observation points in the model. In
Figure 15, we compare the observed
and calculated travel times. In general,
there is fair agreement between the
observations and predictions based
upon the hydraulic conductivity esti-
mates, though there is significant scat-
ter. The scatter may be due to the rather
coarse temporal sampling of 1 h, which

0.065

0.00% 005 0.030 0.055 0.080 0.105 was necessary in the older X-ray imaging

system used to gather the attenuation
- T— data. Such large time intervals between

—1.00 Log10 Permeability multiplier 1.00 images limit the accuracy of our onset

time estimates introducing significant
uncertainties, of the order of 30 min.

Figure 14. Deviations of the logarithmic multiplier from the uniform background
starting value of 3.24X107"3 m?,
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Figure 15. Calculated onset time plotted against the observed onset times for
the 1680 values obtained by sampling the voxels in the X-ray imaging of the
saline injection.

3.2.4. Model Assessment

While the imaging of flow properties is
often the primary goal, model assess-
ment is an equally important aspect of
an investigation. An assessment entails
calculating, at the very least, uncertain-
ties associated with the estimated
model parameters. In problems involv-
ing estimates of spatially varying quan-
tities a model assessment typically
includes some measure of spatial reso-
lution [Parker, 1994; Vasco et al., 1997].
For linear inverse problems, there is a
well-developed formalism for model
assessments involving the computa-
tion of the model parameter resolution
and covariance matrices [Parker, 1994].
Our model assessment is applied to
the final iteration of our linearized
inversion scheme, a common practice
for nonlinear inverse problems.

Because the model parameter resolu-
tion matrix may be less familiar to

readers, we briefly review its calculation. The resolution matrix follows from the constraint equations (50)
and an expression for the solution of the inverse problem. For example, we could solve the regularized sys-
tem of equations (51) for an estimate of dy, producing

Sy=M'id, (52)
where MT:(MtM+ W,,I)71M’, and Jdy denotes our estimate. Substituting for dd using equation (50) results
in

dy=Rdy, (53)
where
R=M'M (54)

is the resolution matrix. Equation (53) highlights the fact that the resolution matrix R indicates how a hypo-
thetical true solution is averaged to form an estimate. Thus, the rows of the resolution matrix are spatial
averaging coefficients, indicating how

0.065 various parts of the model contribute

to a particular parameter estimate. The
diagonal elements of the resolution
matrix provide measures of the ability
of the inversion algorithm to isolate
particular model parameters. If we
could solve the inverse problem with
no averaging, then R would be the
identity matrix. Thus, for well-resolved

0.045

Height (m)
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0.005
0.005

0.0

0.030
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0.080

0.105
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1.00

Figure 16. Diagonal elements of the model parameter resolution matrix, plotted

in their associated grid block locations.

parameters the diagonal elements of R
would be close to 1 while for poorly
resolved parameters the diagonal ele-
ments would approach zero. In Figure
16, we plot the diagonal elements of
the resolution matrix in the location of
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0.065

their corresponding grid block. From a
comparison of Figures 13 and 16, we
see that the resolution is quite good
where we have coverage.

0.045

The model parameter uncertainty
depends upon the nature of the errors
in the data and the data constraints
on the model parameters. We shall

Height (m)

0.025

0.005 = . . | assume normally distributed errors in
0.005 0.030 0.055 0.080 0.105 the data with rather large uncertain-
 re—— ties. In particular, because of the 1 h

0.0 Covariance 1.00 sampling interval, we specify a stand-

ard error of 30 min. The resulting
model parameter uncertainty is plot-
ted in Figure 17. Generally, the stand-
ard errors are of the order of 0.5 or less where we have good resolution. This is smaller in magnitude than
the peak perturbations plotted in Figure 14. However, the error is significant and should improve with bet-
ter temporal sampling. The error estimates are not accurate where there is no resolution.

Figure 17. Model parameter standard errors associated with the estimates of the
logarithmic multipliers that are plotted in Figure 14.

4. Discussion and Conclusions

Trajectory-based methods for modeling flow and transport have a long history in hydrology. For example,
streamline methods have been used for decades [Bear, 1972; Datta-Gupta and King, 2007; Crane and Blunt,
1999]. As discussed in this paper, the asymptotic approach provides a physical, and corresponding mathe-
matical, basis for trajectory-based modeling. The formulation enables one to connect problems in fluid flow
and transport to a diverse range of applications such as quantum mechanics [Maslov and Fedoryuk, 1981],
gas dynamics [Anile et al., 1993], and poroelastic modeling [Vasco, 2009]. Hence, methods which are suc-
cessful in one or more of these areas may be applied to fluid flow and transport modeling.

One area in which asymptotic and trajectory-based methods have proven extremely useful is in the solution
of the inverse problem. In particular, using trajectory-based expressions, one can devise an iterative inver-
sion algorithm in which only one steady state pressure simulation is required per iteration step [Vasco and
Datta-Gupta, 1999]. Such efficiency is critical for developing practical two and three-dimensional inversion
schemes [Datta-Gupta et al., 2002]. The partitioning of the solution into phase and amplitude terms introdu-
ces additional flexibility into the solution of the inverse problem. For example, it allows for the treatment of
tracer arrival times in a very efficient fashion, as illustrated here. Travel time or onset times are useful in esti-
mating flow properties from geophysical or X-ray imaging experiments. Specifically, onset times are fre-
quently more sensitive to flow properties and less sensitive to the details of the rock physics model that is
used to compute the magnitude of a geophysical response [Vasco et al., 2014, 2015]. The partitioning of the
solution into phase and amplitude terms also allows for different formulations in setting up the asymptotic
expansion and solution. For example, in Vasco and Finsterle [2004], the quadratic term due to dispersion
appeared in the expression for the amplitude term rather than in the equation for the phase.

Appendix A: An Asymptotic Solution for Dispersive Transport

The underlying idea, motivating the asymptotic approach, is a difference between the length scale of the
heterogeneity and the length scale of a propagating tracer front. In particular, the lateral variation of flow
properties is assumed to be smoother than the spatial variation of concentration across the tracer front. The
length scale associated with the tracer front is defined as the distance over which the tracer concentration
changes from the initial background value to a value characteristic of the concentration within the tracer
plume. To quantify this, we introduce a length scale L, representing the spatial variation of flow properties
such as the hydraulic conductivity tensor K. Similarly, there is a parameter /, corresponding to the length
scale over which the concentration varies significantly across a tracer front. | assume that / < L, and hence
the ratio e=//L < 1. One may then define variables, in both space (X) and time (7), in terms of the scale
parameter e
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X,'ZEX,'. (A”

Note that, this approach still allows for discontinuous spatial changes in properties, such as those associated
with layering. Such variations are treated as boundary conditions and conditions for reflection and refrac-
tion are developed. This treatment is identical to that used for ray methods in the presence of layering and
boundaries [Chapman, 2004].

Formally, an asymptotic solution of equation (7), which we repeat here for convenience:
V- (D-VC—qC)—iwe, C=0, (A2)

is a power series expansion in terms of the scale parameter

C(x, 0, 0)=e"*) " "C, (X, ). (A3)
P
The local phase 0 is a rapidly varying quantity that has a physical interpretation in terms of a locally propa-
gating front [Kline and Kay, 1979].

Note that the partial derivative operators in (A2) may be represented in terms of derivatives with respect to
the variables X and the phase 0. Hence, the for the spatial derivative, contained in the gradient operator, is
given as

oc  0C  060cC

T T A4

o 0% ox 00 (A9
Higher-order spatial derivatives are obtained by successive applications of (A4).

If we write equation (A2) in terms of C(X, ) and derivatives with respect to X; and 6, the following expres-
sion results

V- (D-VC)
ac ac

+elV-(D-VO—S)+VO-(D-V—)—V -

€|V-(D- V055 +V0- (D- V55~V - (Ca) ”5)
PC oc

Because of the solution is taken to have the form (A3), the partial derivatives with respect to 0 return the
original function:

oc_&c_
a0 o0*
and equation (A5) takes the somewhat simpler form
eV - (D-VQ)
+¢[V - (D-VOCO)+VO - (D-VC)—V - (Cq)] (A6)
+V0-D-VOIC—V0-qC+iwe,C=0.
Substituting the power series expansion (A3) for C(X, w) into (A6) produces an equation with an infinite

number of terms of varying orders in e. Because ¢ < 1, the most significant terms are associated with the
lowest orders of e. In the next two subsections, we examine terms of order € and €'.

A1. Terms of Order €° ~ 1: An Equation for the Phase (
Retaining only the zeroth order terms in € in equation (A6), after substituting in the power series expansion
(A3), results in the expression:

[V0-D-V0-Y0 - q+ing]Co=0, (A7)

where we have factored out the exponential term e’. Assuming that Co(X, ®) is not identically zero, the quantity
in brackets must vanish in order for this equation to be satisfied. Thus, one arrives at the following condition
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VO0-D-VO0-V0 - q+ivg,=0, (A8)

representing a Hamilton-Jacobi equation for 0(x, w) [Sneddon, 2006, p. 81]. Specifically, equation (A8) is a
scalar nonlinear, first-order, partial differential equation in which the dependent variable 0(x, w) is absent. It
can be solved numerically, using a technique such as finite differences [Sethian, 1999; Osher and Fedkiw,
2003, p. 471. In Appendix B, we adopt the method of characteristics, a well-established approach for solving
partial differential equations of the first-order [Courant and Hilbert, 1962, p. 62]. Before applying this tech-
nique, some simplifications will prove helpful. First, represent the gradient of 0(x, w) by the phase vector

p=Vo. (A9)

Casting equation (A8) in terms of p results in the equation
p-D-p—p-qtiog,=0. (A10)

A2, Terms of Order c: An Equation for the Amplitude C,

Now consider terms of the next lowest order in ¢ in equation (A6). Neglecting terms that must be of order
&2 or higher produces the equation

eV-(D-VOO)+VO-(D-VC)—V - (Cq)] A
+[VO-D-VO0-V0-q+iog,]C=0.
Because of equation (A8), the terms in the last line of equation (A11) vanish and one is left with
V-(D:-pC)+p-D-VC-V-(Cq)=0, (A12)
after using the definition (A9). Substituting the asymptotic series (A3) into equation (A12), and neglecting

terms of order ¢2 and higher, results in a linear, scalar partial differential equation for Co(x, w). Expanding
the derivatives in that equation and collecting like terms, we can write that differential equation as

T - VinGy=v, (A13)
where we have defined the vector coefficient
Y=D p+p-D—q (A14)
and the scalar quantity

v=V-(D-p)+2(D-p) p—P-q9-V-q. (A15)

Appendix B: Hamilton-Jacobi Equations, the Method of Characteristics, and
Trajectories

Following Courant and Hilbert [1962, p. 106] and Sneddon [2006, p. 81], we write equation (10) in Hamilton-
Jacobi form

io+H(x,p)=0 (B1)
where
D:: .
H(x, p)=pi—pj— I, (B2)
® Pk

is the Hamiltonian function. The Hamiltonian is written in index form with the Einstein convention of sum-
mation over repeated indices, where the indices run from 1 to 3. Equation (B1) may be treated using the
method of characteristics, where the independent variables x and p are considered to be functions of a sca-
lar quantity s. The scalar s is a parameter signifying position along a trajectory extending from the source to
the observation point. Thus, the independent variables are the coordinates of a trajectory x(s), and

p(s)=Vo0. (B3)

One may consider equation (B1) to be a nonlinear function of these variables
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F(x,p, w)=io+H(x,p)=0. (B4)

Because the independent variables, x and p are considered to ultimately depend upon s, one may compute
the total derivative of F(x, p, @) with respect to s,
dfF _OF dx,  OF dp _

== +——1=0. B5
ds Ox;ds Op;ds (B)

Rewriting equation (B5) in terms of H(x, p) produces the expression

OH dX/ OH dp,

et el B6

ox;ds  Op; ds (B6)
Equation (B6) may be interpreted geometrically as an orthogonality condition of the two vectors, one con-
taining the partial derivatives of H with respect to the independent variables x and p, the other containing
the total derivatives of these variables with respect to s. The orthogonality holds if the components of the
two vectors are related by

dX/_aH
ds opi
dp,_ OH
ds  ox

for I=1, 2, 3. These equations constitute the characteristic equations, also known as the ray equations,
defining trajectories, x(s), along which solutions are defined. The position vector defining the trajectory
changes as a function of s. Now consider our particular characteristic equations, associated with the Hamil-
tonian H(x, p) given in (B2). For H of this form the characteristic equations are

dx; Dy |
ds Pk Pk

dp; J (Dy d (ai
= — [ L )p+— | )p..
ds P X ((pk P ox \ ¢ P
We can also write these equations in matrix-vector form:
d D
ds Pk P

d D
2w (e[ e
ds Pk P

The trajectories may be found by integrating this system of ordinary differential equations for the path x(s)
and the components of the phase gradient p(s).

Appendix C: Reduction of the Hamilton-Jacobi Equation to a Scalar Equation for p
In this Appendix C, the equation for the phase 0(x, ),
p-Dp—q - p+iowg,=0, (C1)

equation (10), will be reduced to a quadratic equation for p=|p|. Such an equation can be
factored to produce an analytic expression for p. The matrix D is real and positive definite but, as
noted in the Methodology section, it may not be a symmetric matrix. As such, the matrix has the
decomposition

D=UAV’ (2
where U and V are orthogonal matrices, with column vectors given by

D- Vi:;LjUj (C3a)
D" u=/v; (C3b)
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[Noble and Daniel, 1977, p. 306], and A is a diagonal matrix with entries ;. The eigenvalues and vectors may
be found from these equations, written in the form

D -/l
-1 D'

\/i
} =0 (C4)
u;

The singular values are found from the condition that the above system of equations has a nonsingular
(nonzero) solution. This condition is that the determinant of the coefficient matrix vanishes, resulting in a
polynomial equation for 4; with coefficients that depend upon the elements of the dispersion matrix D.

Physically, the structure of the diagonal matrix A is related to the interplay between the medium properties
and flow-induced anisotropic dispersion. That is, even when the medium has isotropic dispersive properties,
the dispersion has been found to be different in the longitudinal direction (in the direction of q) and the
transverse direction (in directions perpendicular to q). For a general anisotropic medium, A will contain
three distinct scalars, say D, D,, and D5 along the diagonal. The columns of U and V are the orthonormal
vectors. For a general anisotropic matrix D, these vectors might differ from the flow direction. One can
denote the two sets of vectors by G; and v; where i = 1, 2, 3. Thus, U is given by

U=[G; G Gs], (C5)
and V' by
o
vi=|v! . (C6)
‘A,T

Now consider the first term in equation (C1)
p-Dp=p-UAV'p (€7)
which may be written in terms of the explicit forms (C5) and (C6)
PV
p-Dp=[p-G; p-U; p-Us]A|p-Vy]|. (C8)
p-Vs
Carry out all of the multiplications in (C8) gives the full expression for the product
3
p-Dp=> Di(p-G)(p-v) (C9)
i=1

Because the vectors G; and v; are unit vectors, expression (C9) may be written as

3
p-Dp= [Z Djcos y;cos v,] P, (€10
f=
where
cos i;=p - U; (c1m)
and
Cosvi=p - V; (C12)

for i=1, 2, 3, the angles between p and u; and v;. The expression (C10) may be written in the abbreviated
form

p - Dp=pp’ (C13)

where we have defined
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ﬁzi D;cos 1;,cos v. (C14)
i=1
Thus, equation (C1) may be written
Bp*—q - prione, =0, (€15)
or as a quadratic equation for p
pp? —yp+ing,=0, (c16)
if we define
y=qcosn (c17)

where g=|q| and 7 is the angle between the vectors p and q.
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